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Abstract
This paper contributes to the discussion on effective regulation of facial recognition technologies (FRT) in public spaces. 
In response to the growing universalization of FRT in the United States and Europe as merely intrusive technology, we 
propose to distinguish scenarios in which the ethical and social risks of using FRT are unattainable from other scenarios in 
which FRT can be adjusted to improve our everyday lives. We suggest that the general ban of FRT technologies in public 
spaces is not an inevitable solution. Instead, we advocate for a risk-based approach with emphasis on different use-cases that 
weighs moral risks and identifies appropriate countermeasures. We introduce four use-cases that focus on presence of FRT 
on entrances to public spaces (1) Checking identities in airports (2) Authorisation to enter office buildings (3) Checking visi-
tors in stadiums (4) Monitoring passers-by on open streets, to illustrate the diverse ethical and social concerns and possible 
responses to them. Based on the different levels of ethical and societal risks and applicability of respective countermeasures, 
we call for a distinction of public spaces between semi-open public spaces and open public spaces. We suggest that this 
distinction of public spaces could not only be helpful in more effective regulation and assessment of FRT in public spaces, 
but also that the knowledge of different risks and countermeasures will lead to better transparency and public awareness of 
FRT in diverse scenarios.

Keywords Facial recognition · AI regulation · Public spaces · Semi-open public spaces · AI ethics · Countermeasures · 
Airports · Office building · Stadiums · Open streets · Trustworthy AI · Transparency

1 Introduction

The proliferation of biometric systems, and specifically 
facial recognition technologies in our everyday lives, has 
prompted the need to foster a public discussion regarding 

the associated societal and ethical concerns. At the very 
moment, the deployment of facial recognition technologies 
(FRT) in the United States and Europe finds itself amid the 
debate between a complete prohibition or severe restriction 
on its general use in public spaces. Specifically, in the EU, 
following the recent proposal of Artificial Intelligence Act 
(AIA) [1] the public outcry has resulted in the growing call 
for the general ban of FRT in public spaces, highlighting 
fundamental human rights violations [2–6]. This univer-
salisation tends to reduce the complexities of FRT to unat-
tainable human rights abuses, which sees only one solution: 
retreat.

Biometric facial recognition is a form of artificial intel-
ligence system that incorporates the automated extraction, 
digitisation, and comparison of the geometric and spatial 
distribution of facial features to identify individuals and 
create a faceprint [7, 8]. These faceprints or digital tem-
plates are stored in the biometric system to be either a) veri-
fied (1:1) against the enrolment template, or b) identified 
(1: N) against a database of other templates. In this paper, 
we will focus on the regulation of remote facial recognition 
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technology that serves to identify natural persons at a dis-
tance against a reference database containing other biometric 
data. Nonetheless, we suggest that most of our arguments 
will hold for any other uses of facial recognition technology 
including non-remote FRT systems.

The establishment of an identity that is secure and con-
venient has become critical, thus prompting the need for 
reliable authentication techniques in the wake of network-
ing, communication, and mobility [9]. Biometric facial rec-
ognition technologies offer such establishments based on 
our unique characteristics and many other benefits. Data 
processed by facial recognition systems have been used for 
numerous years in the area of freedom, security and justice 
safeguarding (supra)national security [10]. The unprec-
edented advancements in AI-powered FRT extend beyond 
the purposes of national security hence necessitating a sepa-
rate discussion to which we have an ambition to contribute. 
Following the work of Almeida et al. [11] and Moraes et al. 
[12] on possible regulatory and ethical approaches for FRT 
deployment predominantly in law enforcement, our aim is 
to contribute to the debate of effective regulation of FRT by 
demonstrating that a distinction of public spaces between 
semi-open public spaces and open public spaces allows for 
more clarity and transparency in upcoming discussions. 
Our addition also lies in the assessment of various ethical 
and societal risks and the subsequent illustration of specific 
countermeasures including their level of applicability to 
demonstrate the differences between use-cases in which FRT 
could be deployed in various public spaces.

We believe that trustworthy facial recognition technology 
can be achieved only if its development and use is inter-
twined with ethics at its core. We elaborate on this idea from 
several perspectives. First, we support regulation of FRT that 
weighs the ethical and societal risks and identifies appro-
priate countermeasures based on a risk-based approach. 
Second, we hold that this risk-based approach should not 
only be applied to facial recognition technology in general 
but should take into account a set of possible use-cases in 
which FRT could be deployed and used. And third, we sug-
gest that analysing the impacts of FRT for specific use-cases 
will allow us not only to better identify and categorise ethi-
cal and societal risks but also to propose more appropriate 
countermeasures.

For this purpose, we outline and discuss some of the most 
vocalised concerns regarding FRT, considering the overarch-
ing ethical principles and human values of transparency, 
fairness, robustness, privacy, and human agency. We propose 
a non-exhaustive set of use-cases, from which the risks and 
its mitigations can be applied in a more general discussion 
about effective regulation of FRT, and AI in general.

It should be also mentioned that we shall not refrain from 
analysing the impacts of facial recognition technologies in 
all kinds of spaces including online spaces, even if proposed 

legislation is focusing merely on the physical environment. 
This topic, however, requires more elaborated discussion and 
is beyond the scope of our paper. Nonetheless, we are con-
vinced that the ethical issues of facial recognition in online 
spaces are equally important and deserve further attention.

1.1  Facial recognition in public spaces

The debate about regulation of FRT in Europe is grounded 
mainly in the context of public spaces. This notion is also 
crucial in the subsequent debate in favour of or against the 
deployment of FRT. According to the AIA [1] which aims to 
put forward the horizontal regulation of AI in general, public 
space is defined as “any physical space accessible to the 
public, irrespective of private or public ownership” (Arti-
cle 3 [13]). This definition embraces not only all open and 
freely accessible spaces like streets or town squares but all 
spaces that are in principle accessible for the public includ-
ing spaces like airports or commercial buildings such as 
office buildings, retail centres or entertainment centres [14], 
which are also under some circumstances accessible, despite 
belonging to private entities. The view is also supported by 
Recital 9 of AIA classifying streets, relevant parts of gov-
ernment buildings and most transport infrastructure, spaces 
such as cinemas, theatres, shops, and shopping centres under 
the notion of public space. From the legal perspective, these 
areas in which FRT can be deployed are considered indis-
tinguishable because they fall into the broader category of 
public spaces. However, from the perspective of ethical and 
societal risks that stem from deploying FRT and their pos-
sible mitigations, these areas are not equivalent and warrant 
a more nuanced differentiation.

Differentiating between public spaces is crucial in many 
aspects. For example, it provides supplemental information 
on the data set under investigation, i.e., the set of people that 
move across a space. Such differentiation between the sets of 
people brings into the forefront the fact that movement and 
presence in some of the public spaces already carries a cer-
tain expectation of one's identity being checked. Also, there 
are public spaces with a relatively stable and predictable set 
of people that need to be recognised (entrances to stadiums 
or company premises to an extent). And as we will demon-
strate later, the set of ethical and societal risks alongside 
effective countermeasures to these risks may vary between 
different kinds of public spaces as well.

For this reason, we propose a distinction between open 
public spaces and semi-open public spaces [15, 16], which 
is more sensitive to different levels of accessibility of public 
spaces. We regard open public space as a physical space 
that is publicly accessible without further specific social 
selection. This does not mean, however, that the use of 
such a space is not subject to certain rules governing its 
utilisation and that such a space does not have its owner or 
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administrator. Frequently open public spaces are owned or 
managed by state institutions or public administration. On 
the other hand, semi-open public spaces represent a physi-
cal area that might be owned by either private or state enti-
ties. Accordingly, and unlike open public spaces, semi-open 
public spaces are not necessarily a world of strangers [16, 
17]. Interactions that happen in semi-open public spaces are 
more structural, involving interpersonal networks of people 
that attend such spaces, adding certain private character to 
them particularly lacking in public spaces [18]. Therefore, 
this character might impose a certain degree of regulation of 
social accessibility, such as the expectation to be identified 
in order to be granted a further entry.

We believe that the knowledge of this differentiation 
has the potential to improve the transparency and clarity of 
debate on effective regulation of FRT. It should also increase 
the awareness of the public regarding specific purposes and 
contexts for their biometric data processing and debunk the 
universalization of FRT in public spaces as inherently intru-
sive. Unfortunately, this differentiation is only barely present 
in current and forthcoming regulation of FRT.

1.2  Current legislative trends

The current legislative trends in the United States and 
Europe showcase the growing hesitancy towards facial rec-
ognition use in public spaces, resulting in severe restrictions, 
possibly leading towards a general ban on its use in general. 
Back in 2018, the Supreme Court of the United States in 
Carpenter v. the United States, ruled that an individual has 
a legitimate expectation of privacy in the record of their 
physical movements, meaning that unless there is a secured 
warrant from an independent judge based on probable cause 
to believe one has committed a crime, an individual should 
not be monitored or surveilled for law enforcement purposes 
[19]. Following this, California became the first state to ban 
FRT in law enforcement in 2019 [20], enacting the Califor-
nia Consumer Privacy Act [21] which went into effect the 
same year as the Illinois Biometric Information Privacy Act, 
(BIPA), restricting the collection/use of the biometric data 
of its residents [22].

As a result, various cities across the US framed facial rec-
ognition technologies in violative terms. Cities in California 
(e.g., Berkeley and San Francisco) banned facial recognition 
technology in 2019 in law enforcement following the con-
cerns of mass surveillance [11], and digital rights groups 
aim to fulfil the same aim in New York [23]. Portland fol-
lowed the example by extending the ban of FRT for all city 
departments and private retailers such as hotels or restau-
rants [20]. From an individual perspective, in Patel v. Face-
book [24] the court ruled in favour of 23 plaintiffs claiming 

that Facebook and its tagging suggestions directly invaded 
their private affairs and concrete interests under BIPA [25].

Concerning the EU legal framework, the discussion on 
FRT regulation is in addition to the AIA proposal framed 
mainly by the General Data Protection Regulation (GDPR) 
[22] and Law Enforcement Directive (LED) [26] that are 
both part of the European Data Protection Package. GDPR 
applies to all processing of personal data in the Member 
states, including private and public sector. Personal data 
qualify as information relating to an identified or identifi-
able natural person. The definition is broad and also covers 
information allowing indirect identification of individuals. 
This in practice means that the EU data protection regime is 
applicable to every processing operation involving informa-
tion that may be theoretically linked to data subjects [27].

Biometric data in GDPR are defined as personal data that 
result from technical processing of physical, physiological, 
or behavioural characteristics of a natural person (Article 4 
[15]) [22]. In general, photographs and processing thereof, 
shall not be considered a special category of personal data, 
and they are considered biometric data only when processed 
through a specific technology permitting unique identifica-
tion or authentication of a natural person (Recital 51) [22]. 
Biometric data, if used for the purpose of uniquely iden-
tifying a natural person, shall be considered as a special 
category of personal data (Article 9 [1]) [22]. For process-
ing of special categories of personal data GDPR stipulates 
stricter conditions that a controller or a processor is obliged 
to follow. Furthermore, GDPR sets rules on data storage and 
the limitation thereof, in which the data shall be kept in a 
form allowing for the identification of the data subject for 
no longer than the originally specified purpose for which 
the data have been processed (Article 1 [5e]) [22]. Accord-
ingly, after the purposes have been achieved, the data shall 
be deleted or anonymized. This applies to both photographs 
and vectors used for biometric processing of the data sub-
jects in question provided that they qualify as personal data.

LED stipulates rules on processing personal data (includ-
ing biometric data) for law enforcement purposes. In short, 
these include prevention, investigation, detection or pros-
ecution of criminal offences or the execution of criminal 
penalties by the competent authorities who were vested the 
power to carry out such activities. Pursuant to Article 10 
of LED, the processing of special categories of data, such 
as biometric data, is allowed only where strictly necessary 
[26]. LED represents lex specials to GDPR meaning that 
if a specific rule for processing for law enforcement pur-
poses exists, GDPR does not apply. The directive in question 
contains several specifications and differences compared to 
GDPR including different data subjects (victims, inform-
ants, suspects etc.), obligation of logging or exclusion of 
data subject's rights. More flexibility also applies in terms 
of principles of data minimisation and purpose limitation. 
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The latter is essential considering processing of biometric 
data for law enforcement purposes including FRT technol-
ogy in public spaces.

The proposal of AIA, which should serve as horizontal 
regulation of AI systems, introduces a ban of FRT in public 
spaces by law enforcement for specific exceptions as ruled 
by member states (Article 5 [2–4]) [1]. The rest of FRT 
technology used for real-time and post remote biometric 
identification of natural persons is classified as a high-risk 
area triggering requirements as prescribed by AIA (Article 
5 [2–4]) [1]. Nonetheless, such a restrictive proposal as laid 
out by AIA is deemed insufficient in public debates, driven 
by the European Data Protection Supervisor and European 
Data Protection Board [4]. Following that, the European 
Parliament passed with an overwhelming majority a non-
binding resolution, which calls for a complete ban on facial 
recognition, in public spaces, but also extends the ban on 
predictive policing techniques and private facial recognition 
databases [28]. This position is further supported by several 
non-governmental organisations including the European 
Digital Rights organisation or ALLAI [5, 29]. There is even 
a petition with the same goal, dismissing any use of FRT, 
mostly arguing against corporate and state surveillance. 
Also, French security law on the use of facial recognition 
systems in the public spaces was subject to significant criti-
cism, putting forward the concerns on the privacy of citizens 
affected by possible state surveillance [30].

The direction of decisions outlined above suggest an 
inclination of future legislation in Europe and US towards a 
general ban on FRT in public spaces. Within this approach 
the regulation tends to prefer prohibition instead of intro-
ducing countermeasures which can mitigate the most severe 
risks.

1.3  Trustworthy facial recognition

Regulatory law is not the only way of securing the develop-
ment and use of FRT. In recent years the position of ethics 
and self-regulation practices in general have become more 
apparent. In some cases, this massive proliferation of ethics 
in regulation of Information and Communication Technol-
ogy (ICT) and Artificial Intelligence have even given rise to 
serious doubts concerning the “ethification” [31] and “ethics 
bluewashing” [32] to name only two of them. Nonetheless, 

the role of ethics in AI regulation could still be crucial, par-
ticularly in the state of policy vacuums [33], which is present 
in most debates on AI and standardised FRT regulation [11].

One of the key concepts in AI ethics is trustworthiness of 
AI systems, which comprises the idea that the AI systems 
should be lawful, ethical, and secure [34]. It holds that every 
AI-based technology, and FRT is not an exception, that has 
an ambition to be deemed trustworthy should conform to 
the common ethical principles and values [34]. In recent 
years, there have been many initiatives that aimed to set 
and translate the principles of trustworthy AI in practice, 
among which the Ethics Guidelines for Trustworthy AI and 
its Assessment List for Trustworthy AI (ALTAI) delivered 
by EC expert group AI HLEG [35] are one of the best known 
and widely accepted, at least in Europe. Most of these ini-
tiatives are grounded on universal human values and moral 
principles that all AI systems should meet to be deemed as 
ethical or trustworthy [36]. The next sections will address 
some of these shared concepts, namely transparency, fair-
ness, privacy, robustness, and human agency. Table 1 illus-
trates most repeated and vocalised ethical concerns regard-
ing facial recognition technology in public spaces regarding 
selected principles and values for trustworthy and ethical AI.

1.3.1  Transparency

One of the most known objections towards biometric facial 
systems pertain to the problems with their transparency and 
the lack of awareness of their presence. Transparency of 
FRT in public space should be the first requirement we put 
on its systems to be able to properly analyse other ethical 
and societal issues.

The proliferation of such systems in public spaces without 
proper awareness could also enhance the chilling effects, 
or the continuous curation of one’s action [37], resulting 
in people altering their behaviours due to the feeling that 
they are constantly being watched and analysed. Based on 
the recent experience of using FRT to enhance the efforts 
towards social control [38], it is easy to imagine dystopian 
scenarios where private companies or non-democratic 
regimes start massive surveillance of their employees or citi-
zens. And even the public awareness of such scenarios can 
create a society heavily paralysed and in fear of conducting 
any non-conform behaviour.

Table 1  Examples of ethical 
and societal concerns in FRT

Overarching principles and values for trustworthy AI Examples of ethical and societal concerns in FRT

Transparency Chilling effects, interpretability and explainability
Privacy and data governance Forced recognition, data control
Technical robustness and safety False positives, false negatives
Diversity, non-discrimination, and fairness Underrepresentation, social exclusion
Human agency and oversight Mute individuals, over-reliance
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Transparency has also many other facets concerning AI 
explainability [39]. We should understand not only what is 
important for AI models used in facial recognition in general 
but also to some degree the reasons for a particular recogni-
tion, e.g., when a FRT system is not capable of recognizing 
specific identity [13]. On the other hand, there are also risks 
of fully transparent and explainable FRT, because higher 
interpretability and explainability could lead to higher vul-
nerability to security incidents [39].

1.3.2  Privacy and data governance

Debates about the use of FRT in public spaces often revolve 
around the loss of privacy. If such technologies are deployed, 
people fear that it would become almost impossible to avoid 
being scanned or monitored and therefore would find it dif-
ficult to maintain any sense of privacy. If most of the people 
captured by the biometric system are unintended captured 
persons and passers-by or their data are being processed 
for other purposes than formerly declared, there should be 
persuasive rationale as to why they are exposed to intrusive 
practices.

But privacy does not solely concern the unwarranted 
intrusion. From an ethical position, an individual has privacy 
when protected from intrusion, interference, and information 
access by others [40]. Therefore, also informational privacy, 
or the users’ ability to control the flow of their personal 
information (right to informational self-determination), shall 
also be addressed when deploying FRT technologies [8]. 
The proliferation of surveillance capitalism [37] together 
with the omnipresent online profiling of users advocates the 
need to address such concerns regarding privacy in physical 
space.

1.3.3  Technical robustness and safety

One of the other significant ethical issues concerning the 
negative effects of FRT is its inaccuracy considering the 
erosion of safety and human dignity from false positives and 
false negatives. False positives in identification processes 
happen when an individual’s facial template is incorrectly 
identified via running it through the biometric database 
[12]. This involves situations when an individual is being 
incorrectly flagged as suspicious, or a potential threat. False 
negatives refer to the outcome when a facial template is not 
linked to the corresponding person in the database, thus not 
correctly identifying the target. This accounts for situations 
where an individual fails to authenticate when entering a 
building or any other secured premises.

1.3.4  Diversity, non‑discrimination, and fairness

There have been numerous cases where black, Asian and 
minority ethnic (BAME) populations have been dispropor-
tionately misidentified or not identified via FRT. Facial-scan 
technologies were proven to fail while identifying dark-
skinned individuals mostly due to the training data being 
optimised for lighter-skinned users, in which white popula-
tions are disproportionately more represented. Buolamwini 
and Gebru’s research [41] displayed profound inaccuracies 
in gender identification that relies on a person's skin colour. 
In Brazil, 90.5% of the people who were arrested resulting 
from the deployment of FRT for public security purposes, 
were black [12]. These results are often described as tech-
nological limitations; however, they are anchored in social 
and racial bias towards BAME populations. If FRT failures 
to identify a person correctly happen in a structural pattern, 
they can affect one's mental health, particularly self-esteem 
and self-respect [42–45].

Biometric facial recognition systems can also exacerbate 
bodily social sorting phenomena, where such technologies 
can expose hidden or sensitive information that could be 
later exploited by stakeholders to hierarchize populations 
[43]. In this fashion FRT can be deployed to track minority 
movements and reinforce their exclusion from the rest of 
society [46].

1.3.5  Human agency and oversight

With the widespread use of FRT, human bodies can increas-
ingly serve as gateways to physical and virtual spaces [47]. 
They will function as a password, carrying substantial infor-
mation that will progressively redefine the ontology of the 
human body [48]. This manifests itself in bypassing the 
human mind and directly moving to communication with 
the body that would be expected to provide objective infor-
mation sufficient to make a decision. There are concerns 
that biometric technologies which prefer body over mind 
could produce mute individuals who may not be obligated 
or sometimes not allowed to consent, participate, or voice 
themselves [43].

Human autonomy can also be affected by over-reliance on 
machine-based decisions. That includes the risk that people 
will rely too much on machine decisions and do not use their 
own reasoning and capabilities. Such over-reliance could 
undermine the idea that it should be people who make deci-
sions that affect other people’s lives and who take responsi-
bility for these decisions.

1.4  Contextualisation of FRT in public spaces

All the ethical and societal concerns mentioned above should 
be deemed legitimate. Yet we suggest that their relevance 
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heavily depend on the specific use-cases for which FRT 
systems are deployed. To support this position, we intro-
duce four specific use-cases where FRT has been or will be 
deployed in the near future, namely (1) Checking identities 
in airports (2) Authorisation to enter office buildings (3) 
Checking visitors in stadiums (4) Monitoring passers-by on 
open streets. In each use-case, we outline examples of ethi-
cal and societal risks considering various stakeholders that 
might be reasonably affected by FRT and examples of pos-
sible countermeasures.

It must be mentioned that this list is non-exhaustive and 
focuses only on a small subset of use-cases considering FRT 
systems deployed at entrances to public spaces. These exam-
ples serve as an illustration of how different use-cases can 
vary in depth of ethical concerns and the degree to which 
they can be dealt with. Deeper insight into use-cases, where 
the amount of risks and availability of effective counter-
measures might vary depending on e.g., the exact point 
where FRT is deployed, would be valuable for future dis-
cussion but is beyond the scope of this paper.

1.4.1  Checking identities in airports

Facial recognition technologies have been continuously used 
in airports all over the world. In Germany, multiple airports 
have used a system which integrates FRT for identity veri-
fication [20]. This technology can spot illegal attempts to 
enter a country at a more efficient and precise level, thus 
increasing the levels of public security maintaining public 
order and simultaneously increasing the comfort of the pas-
sengers to decrease the waiting time. Moreover, responding 
to the COVID-19 threats, FRT can help to address the need 
for contactless security checks amidst the pandemic crisis, 
reducing the transmission of pathogens at the airport. The 
use of FRT in airports has also one of the highest levels of 
support among the public and experts [49].

1.4.1.1 Chilling effects The expectation to be verified at the 
airport is apparent for all its visitors. In some cases of digi-
tal onboarding, individuals must be identified to be permit-
ted to enter the airport's premises. Yet the extent of such 
biometric identification should still be properly, and clearly 
explained and other alternatives should be available for peo-
ple who exercise their right to not be processed by facial 
recognition systems.

1.4.1.2 Forced recognition Nevertheless, we recognize the 
concern that a person’s position during an airport check 
might become asymmetrical, particularly when she may 
be distressed that refusing to undergo the biometric iden-
tification control might raise suspicion from the side of 
the authorities. In these situations, societal pressure might 
nudge people to subject themselves to biometric identifica-

tion even if they preferred the alternative. Therefore, it is 
inevitable to ensure that the alternative to biometric iden-
tification not only exists but also it should guarantee equal 
standing and reliability to the biometric one. Hereby, an 
individual can make a free choice without having to be con-
cerned about consequences thereof.

1.4.1.3 Social exclusion Even though there is a significant 
improvement of FRT accuracy considering the demographic 
features in recent years, the presence of unfair biases is still 
inevitable to address. The risk that socially biased systems 
can result in perpetuated social inequalities would be con-
siderable at the airports when the systems will single out 
specific individuals or groups of people for increased har-
assment or searches [50].

1.4.1.4 False positives, false negatives The occurrence of 
false-positive and false-negatives and the ethical concerns 
thereof can be undertaken by guaranteeing the right to 
obtain human intervention on the part of the controller and 
to express one's own point of view and to contest the deci-
sion of facial recognition system should there be a suspicion 
of erroneous automated outcome. The risk of false positives 
could increase the discomfort of passengers and can have 
a negative impact on their dignity. On the other hand, the 
occurrence of false negatives can heavily endanger the secu-
rity of the whole area and it is one of the biggest issues to 
be dealt with. Guaranteeing a human intervention would be 
also useful as a part of fallback procedures in case of mal-
functioning of FRT or of serious doubts about its accuracy 
in specific cases.

1.4.1.5 Data control Being able to get information on the 
amount of time for which the video footage and images will 
be stored in a system does not only address awareness issues 
but also the privacy concerns. Henceforth, the system could 
be designed to delete personal data from the airport system 
after the take-off. Following this approach, we can mitigate 
the risk of ambiguity with tracking the duration of biometric 
mass surveillance.

1.4.2  Authorisation to enter office buildings

With the use of FRT, owners of these buildings can improve 
security, identify unauthorised access, and make the entry 
process seamless and comparatively faster than requiring 
identification with an ID card. Security passes or ID cards 
can be stolen, duplicated, or borrowed, which might com-
promise the security of a particular facility. Facial biometric 
identification will significantly decrease such a risk as bio-
metric identifiers are more difficult to obstruct.
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1.4.2.1 Chilling effects Most of the ethical risks and 
respective countermeasures available for FRT deployed on 
entrances of company premises are similar to the use of FRT 
at the airport checks. As in the airport scenario, most visi-
tors have an expectation they will be subject to verification 
checks. But visible and clear information on the use of FRT 
within given space to safeguard the awareness should be 
provided.

1.4.2.2 Forced recognition For people who choose to not 
be identified by FRT, a separate entrance for conventional 
access should be available to address the concern of auton-
omy, regardless of whether they are employees or the gen-
eral public attending the place.

1.4.2.3 Data control The set of identities is relatively sta-
ble. Companies are expected to have a database of their 
employees or people who are allowed to enter their premises 
beyond the general public space, such as the reception area, 
typically accessible to the wider public without the need for 
identification. This means that even when a biometric data 
are taken and processed for the purposes of identification 
against a larger database of people, and the access is denied, 
the data could be erased automatically and not stored for 
future purposes. This way, the concern of intrusion can be 
addressed, namely by decreasing the amount of time for 
which the biometric data are stored.

1.4.3  Checking visitors on stadiums

Stadiums are known for hosting a larger number of people 
who are emotionally charged during a particular event. As 
a result, violence and fights frequently occur, often result-
ing in casualties. Facial recognition technology can help to 
identify the people on the blacklist thereby preventing them 
from entering the stadium. The automated process of entry 
decreases the waiting time for attendees of an event, improv-
ing the overall experience. The benefits of using FRT can 
improve the overall sense of security, such as by prevent-
ing people with previous instances of violent behaviour in 
stadiums from entering or enhancing the convenience of 
getting in.

1.4.3.1 Chilling effects This use of FRT should also be 
properly and clearly communicated, so that the individuals 
are informed about the processes of FRT within the stadi-
ums.

1.4.3.2 Forced recognition Separate entrances should be 
provided for people who exercise their right for their data to 
not be processed by facial recognition systems.

1.4.3.3 False positives and false negatives The ethical con-
cerns addressing the erroneous decision of denying an indi-
vidual the entry to the stadium (i.e., false positive) can be 
mitigated by human oversight. Such an approach can mini-
mise the potential concern of accuracy.

1.4.3.4 Data control As in previous use-cases, we expect 
the set of people possibly identified to be approximately 
stable, given the capacity of the stadium and the number 
of bought tickets. Unless the individual is on the blacklist 
based on their prior violent conduct, the biometric data of 
the attendees should be stored for a limited time after the 
event deemed absolutely necessary for maintaining public 
safety and order. The software in place does not need to 
store images of anyone besides the blacklisted people and 
the data stored in the internal stadium's system must not be 
connected to the internet or any other system, which mini-
mises the possibility of being hacked [51].

1.4.4  Monitoring passers‑by on open streets

The deployment of facial recognition technologies in open 
streets is not an imaginary scenario. In the Netherlands, 
Poland and Germany, this technology was not put in place 
based on evidentiary and imminent threats but more on 
precautionary or deterrence measures. These account to 
improving the overall sense of security, such as preventing 
criminality, finding missing children or terrorists. The statis-
tics of success, namely in Cologne, where thousands of peo-
ple were analysed daily showed that less than 0.1% of what 
was recorded yielded in probative values. This brings into 
question the proportionality and the continuous justification 
of deployment of facial recognition by state authorities to 
monitor the population [52].

Arguing for facial recognition in open streets becomes 
more difficult particularly with respect to the right to free-
dom from criminal investigation or unreasonable monitoring 
when there is an absence of prior evidence of any viola-
tion of the laws. These rights are upheld in liberal democra-
cies, and it is agreed that states have no right to engage in 
selective monitoring or seeking process of wrongdoings of 
citizens when there is no reasonable doubt of suspicious 
behaviour [8].

1.4.4.1 Chilling effects The set of identities on open streets 
and town squares is not as stable as in previous use-cases 
and these people do not in general expect to be recognised 
by entering them. That raises the questions about providing 
an effective and fair way to inform people about face recog-
nition before it even happens, e.g., with notifications sent 
into their smartphones. On a more societal level, the uncon-
trolled use of FRT in open streets can discourage citizens to 
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partake in certain events (protests, rallies, demonstrations), 
hence limiting the potential of participatory democracy.

1.4.4.2 Forced recognition The ability to provide an opt-
out scenario in open streets is hard to maintain, given it is an 
open space in which it is almost impossible to differentiate 
movements and possibly entries, in which the set of people 
is dynamic and not a priori defined. In most cases it could be 
quite unrealistic to avoid the recognition by providing sepa-
rate entrances and more conventional means to checking the 
identities. These measures would also contravene with the 
primary purposes of FRT deployment for this use-case.

1.4.4.3 Mute individuals If FRT deployed on entrances 
to open streets and town squares would scan citizens by 
default, the body could easily surpass the position of our 
minds, where the body will be the main provider of objec-
tive data seen as the reliable communicator. This way, peo-
ple can perceive their faces and bodies to have a more sig-
nificant voice than their minds thus affecting the core of the 
democracy which depends on people participating in public 
debates with their minds and actual voices [43].

1.5  Proposed solutions

First, it has to be stated that many of the concerns and pos-
sible risks mentioned above can be mitigated by effective 
countermeasures already supported by the existing Euro-
pean legal framework e.g., GDPR. GDPR also requires 
explicit consent with processing sensitive personal data 
(including biometric data for identification purposes) 
if other exceptions for processing sensitive data are not 
applicable. And in case of data subjects not consenting 
to be subject to facial recognition systems, other alterna-
tives could be offered, e.g., a separate entrance with no 
automated recognition [22].

Existing legislation could also help to manage pos-
sible tensions in values and principles listed above. A 
clear example of such countermeasures could be illus-
trated in the use of FRT in stadiums. The enhanced per-
ception of security and potential prevention of violence 
could decrease the sense of individual privacy. In these 
cases, countermeasures of clear rules on the duration of 
the biometric faceprints storage or the awareness of the 
use of such technologies can mitigate the concerns of pri-
vacy loss. Almeida et al. [11], Moraes et al. [12], Smith 
and Miller [8] discussed potential shortcoming with the 
existing regulations and proposed regulatory and legisla-
tive developments to mitigate such risks. This paper does 
not continue the debate towards specific new regulation, 
instead we problematize the term public space and argue 
that for each use-case in which FRT could be deployed, 
the value tensions must be addressed individually and 

precisely, because these value tensions do not have to be 
automatically present in other scenarios.

It is of most importance to realise that the commonly 
addressed concerns and countermeasures do not always have 
to be universal or applicable in every single encounter with 
FRT but are rather context specific. Table 2 shows that at 
least in areas of transparency, privacy, and human agency 
the applicability of countermeasures to respective ethical 
and societal risks can be less effective considering the last 
use-case.

We suggest that for monitoring passers-by on open streets 
the effective countermeasures could be much harder to reach 
due to the nature of this space itself. The distinctive and cer-
tain amount of private character of semi-open public spaces 
permits changes to the facilitation of such space where the 
individuals are aware of and understand the borders of where 
this space begins and ends. Also, the interactions in semi-
open public spaces are more predictable and therefore pro-
vide more alternatives for conventional forms of access or 
identity management. However, open-public spaces repre-
sent the areas available for people to freely navigate them, 
exercise their right to assembly and express their opinions 
[53]. At the same time, they also constitute the world of 
strangers [16], where interpersonal interactions do not occur 
as frequently as in semi-open public spaces [52] which are 
defined by the sense of commonality and habitual engage-
ment of people who are part of the space [18]. That leads 
us to the need for clear distinction of public spaces into 
semi-open public, represented by first three use-cases, and 
open-public spaces. We are convinced that more nuanced 
distinction of public spaces could help better understand the 
risks and applicable countermeasures of FRT and contribute 
to more effective regulation of this technology.

For FRT, as for any new technology, it should hold that 
prohibiting its deployment is reasonable when the technol-
ogy from its nature yields untenable risks that cannot be 
possibly balanced out by any countermeasures. However, if 
the nature of a given technology is not inherently unethical 
or wrong, we ought to be able to manage the specificities 
of such technology and functionalities within individual 
use-cases instead of prohibiting it in general. From this per-
spective the distinction between public spaces would be of 
utmost importance in marking these red lines not only for 
deployment and use of FRT systems but also for AI regula-
tion in general.

Additionally, we would like to emphasise the idea that 
facial recognition affects various direct and indirect stake-
holders [54] for whom it can constitute different sets of 
problems and solutions. It is therefore crucial that these 
stakeholder groups are thoroughly identified and engaged 
with during all stages of development, deployment, and use 
of the facial recognition systems and for every use-case. All 
stakeholders should be also capable of articulating concerns 
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and embracing the benefits so that the future design of such 
technology will dedicate time and effort to mitigate these 
ethical and societal concerns.

Modern governance is experiencing a socio-technical 
shift [55] in which the public can decide to reap the benefits 
and control the risks. The general ban would, unfortunately, 
in the long-term, weaken efforts for novel approaches to 
AI and new technologies in general through reducing the 
complexity of its applications into inherently violative con-
sequences. Outright prohibition will also vitiate any effort 
of the affected groups to collectively discuss how to ensure 
both—technical innovation and respective moral require-
ments. At the same time, the providers should stay account-
able for mitigations of risks that these systems could pose to 
society. We believe that the combination of legal and regula-
tory mechanisms [12] including soft law, oversight bodies, 
regulatory sandboxes, guidelines or internal assessments and 
external audits [11] can increase accountability of FRT, and 
its providers and simultaneously build trustworthiness from 
the population itself.

1.6  Conclusion

This paper discussed the contemporary utilisation of bio-
metric facial recognition technologies. With such, we 
introduced the rationales as to beneficiary use-cases of 
trustworthy FRT that can improve security, efficiency and 
in some cases adapt to the public health crisis and make 
certain spaces even safer. Yet, we also highlighted the 
problematic aspects of facial recognition used in public 
spaces and introduced the examples of ethical and societal 
risks that could infringe upon values and principles widely 
accepted in liberal democracies.

We have shown that there could be significant differ-
ences not only between ethical and societal risks but also 
on the level of effective countermeasures for different use-
cases when entering public spaces. With such, we aimed to 
present a much-needed distinction for future regulation of 
these technologies. Thus, instead of the general prohibition 
of facial recognition, we prefer articulating specific require-
ments for FRT use-cases. As a result, we propose the dif-
ferentiation of public spaces into two categories, semi-open 
public and open-public spaces as they yield use-cases which 
should be regulated differently.
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