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Abstract
Recent AI developments have made it possible for AI to auto-generate content—text, image, and sound. Highly realistic auto-
generated content raises the question of whether one can differentiate between what is AI-generated and human-generated, 
and assess its origin and authenticity. When it comes to the processes of digital scholarship and publication in the presence of 
automated content generation technology, the evolution of data storage and presentation technologies demand that we rethink 
basic processes, such as the nature of anonymity and the mechanisms of attribution. We propose to consider these issues in 
light of emerging digital storage technologies that may better support the mechanisms of attribution (and fulfilling broader 
goals of accountability, transparency, and trust). We discuss the scholarship review and publication process in a revised 
context, specifically the possibility of synthetically generated content and the availability of a digital storage infrastructure 
that can track data provenance while offering: immutability of stored data; accountability and attribution of authorship; and 
privacy-preserving authentication mechanisms. As an example, we consider the MetaScribe system architecture, which sup-
ports these features, and we believe such features allow us to reconsider the nature of identity and anonymity in this domain, 
and to broaden the ethical discussion surrounding new technology. Considering such technological options, in an underly-
ing storage infrastructure, means that we could discuss the epistemological relevance of published media more generally.

Keywords Ethics of electronic publishing · Immutable data storage · AI-automated content generation · Authorship and 
authentication · Explainable AI · AI and machine ethics

1 Introduction

In contrast to the traditional publishing scenario, we are enter-
ing into a world, where software agents take more prominent 
roles, and contribute more substantially to the production and 
evaluation of written content. The rise of AI-generated1 textual 
content is driven by advances in Natural Language Processing 
(NLP) that give machines an increasing ability to read, and 
derive meaning from, human language [92]. Of particular note 
is the Generative Pretrained Transformer2 (GPT) that has been 

used by OpenAI as a general-purpose language algorithm to 
translate text, answer questions, and predictively write high 
quality text.3 This GPT technology has been widely adapted 
with applications ranging from routinely generating news arti-
cles, to producing creative literature and fine arts, and any-
thing in-between, including email subject lines, blog content, 
and marketing content, such as advertisements and product 
descriptions. Some natural language generation tools that can 
generate entire blocks of text based on brief writing prompts 
include (not an exhaustive list): AI-Writer,4 ContentBot,5 
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1 The term “AI-generated” is interchangeably used with other terms 
like computer/software-generated and machine-generated.
2 Currently, GPT-3 is the third generation of such a system, devel-
oped under OpenAI research and deployment company. Its new-
est edition was introduced in May 2020. For more information, see 
https:// openai. com/.
3 An example of AI-generated non-fiction text is discussed at https:// 
www. gwern. net/ GPT-3- nonfi ction.
4 AI-Writer: https:// ai- writer. com/.
5 ContentBot: https:// conte ntbot. ai/.

http://crossmark.crossref.org/dialog/?doi=10.1007/s43681-022-00169-1&domain=pdf
https://openai.com/
https://www.gwern.net/GPT-3-nonfiction
https://www.gwern.net/GPT-3-nonfiction
https://ai-writer.com/
https://contentbot.ai/
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Jasper,6 Nichess,7 ShortlyAI,8 Text Cortex,9 WriteSonic,10 
Automated Insights,11 etc. Some of these tools can also be used 
to generate content at scale, e.g., to the extent of 2000 news 
stores per second in one case [63]. Mainstream news agencies, 
such as The New York Times and The Associated Press in the 
USA, BBC in the UK, La Monde in France have already started 
utilizing GPT tools to regularly generate news reports [23, 79, 
87]. This is not just limited to English language content, but 
has also extended to other languages, such as Russian, Japa-
nese, French, and Chinese [90]. GPT technology has also been 
used to generate creative essay writings and poetry [74].

Going beyond the success of GPT in NLP, it has been fur-
ther extended to processing text and images simultaneously, 
bridging the domains of computer vision and language pro-
cessing, not simply for automating object identification and 
description from images, but for the generation of images, 
effectively converting natural language description to images 
depicting what is described. To demonstrate this, OpenAI 
released a multi-modal version of GPT3, called DALL-E, 
that demonstrates surprisingly effective text-to-image con-
version capabilities [18, 22, 67], music creation [30, 49], and 
radiology reports [5].

With the advent of ever more capable software agents 
contributing directly or indirectly to our sources of informa-
tion, it’s important to look at not only information dissemi-
nation but also the challenges of information attribution. 
Current electronic publication and scholarship processes and 
practices are faced with opposing values of anonymity and 
attribution of authorship that need to be reviewed in light of 
AI-generated content. Approaches vary in addressing the 
challenges of ensuring transparency and trust in the digi-
tal publishing domain. In most academic publishing today, 
approaches to author identification can run the gamut, from 
overtly emphasizing anonymity of authors (as in the “Jour-
nal of Controversial Ideas”) [70, 77],valuing the traditional 
double blind review process [64],to models of more radical 
transparency (such as Open Peer Review12) [71].

Anonymity of authors vs. reviewers differ in their 
intended purpose, but have traditional purposes that do 
not necessarily translate smoothly to a world, where con-
tent generation can muddy the definition of authorship. 
Authors’ anonymity provides authors’ pseudonymity [45] 
to achieve ‘academic freedom’ [77], while the blind review 
ensures anonymity of reviewers to promote ‘fair reviews and 

academic quality/integrity’ both during and after the peer 
review processes [48]. Though these approaches seem to 
work in the traditional publication context, they cannot meet 
the complex situations that arise with AI-mediated textual/
multimedia content.

According to OpenAI’s own statement, some of the 
potential good use cases of their text generation technolo-
gies include: AI writing assistants, more capable dialogue 
agents, unsupervised translation between languages, better 
speech recognition systems [65], and better integration of 
language and vision [67]. On the other hand, this technol-
ogy also poses threats similar to those posed by “deepfake” 
media, i.e., phenomena in which it becomes increasingly 
difficult to discern truth from falsity [56]. Potential mali-
cious use of auto-generated fake news could be used to harm 
democratic societies through social media manipulation, as 
was brought to the public eye through events, such as the 
Cambridge Analytica scandal [40], and can even leave some 
wondering whether the technology did anything good at all 
for the society [60]. Other threats include, as identified by 
OpenAI: generating misleading news articles, impersonat-
ing others online, automating the production of abusive or 
faked content to post on social media, automating the pro-
duction of spam/phishing content [65]. Therefore, we must 
look carefully at the improvement and exploitation (nature 
and vulnerabilities) of the existing digital communication, 
authentication, and publication infrastructure. Here we can 
think of AI in place of an author or an artist, and the whole 
issue of authorship when facing a potential flood of auto-
generated text by the likes of GPT-3 [14, 54] or auto-gener-
ated images by the likes of DALL-E [67], and other worries 
brought about by AI development.

It is hard to address these emerging problems if these 
AI tools are unleashed on a publishing infrastructure that 
does not employ digital publishing technologies as robustly, 
and as effectively, as it should (let alone as it could). For 
example, if the world is exploitable by anyone with an email 
address, or social media handle, pretending to be anyone 
else, then this problem is dramatically compounded when 
we can no longer assume that the authors of posted content, 
or the manipulators and disseminators of digitally altered 
content, are human.

The presumptions and assumptions surrounding human 
authorship do not always, and increasingly will not, continue 
to hold in the realm of digital publishing, and even scholar-
ship. How does one attribute authorship when an AI-medi-
ated system copies and/or mixes texts from others’ works? 
We doubt that solely focusing on the detection of altered or 
synthetic content, as is the main focus of work in this area 
today [36, 47, 93], will ever be a secure and sustainable 
long-term solution to this problem. Therefore, digital pub-
lication infrastructure has to have more robust accountabil-
ity, attribution, and transparency mechanisms—mechanisms 12 https:// plos. org/ resou rce/ open- peer- review/.

6 Jasper.ai: https:// www. jasper. ai/.
7 Nichess: https:// niche sss. com/.
8 ShortlyAI: https:// www. short lyai. com/.
9 Text Cortex: https:// textc ortex. com/.
10 Writesonic: https:// write sonic. com/ ai- artic le- writer- gener ator.
11 Automated Insights: https:// autom atedi nsigh ts. com/.

https://plos.org/resource/open-peer-review/
https://www.jasper.ai/
https://nichesss.com/
https://www.shortlyai.com/
https://textcortex.com/
https://writesonic.com/ai-article-writer-generator
https://automatedinsights.com/
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such as immutable data storage with provenance tracking 
and strong authentication protocols. In other words, in the 
face of more automated data generation, it is imperative 
that storage, curation, and presentation of that data should 
become less dependent on manual processes that were built 
upon aging infrastructure, and we need to consider the ethi-
cal implications of this situation. In this paper, we discuss 
these issues, and illustrate how deficiencies in our current 
approaches can be addressed, through an example system 
model, MetaScribe, which is a system aimed at tracking 
provenance of digital scholarship and preserving this infor-
mation in immutable data stores.

This paper is structured as follows: In this section we’ve 
introduced how digital technologies demand us to rethink 
our technological positions regarding authentication, attribu-
tion, and transparency in digital publishing. Sections 2 and 
3 will offer a brief background on machine moral agency 
and explore related works, respectively. Section 4 will dis-
cuss various possible views on the authorship of computer-
generated works. Section 5 will deal with digital technology 
and its responsibility in publication. Section 6 will elaborate 
on the MetaScribe13 model, a work-in-progress project, as 
a novel solution to address techno-social aspects of AI in 
digital publication. In Sect. 7, we will conclude the paper 
with a discussion of future work.

2  Background: machine moral agency

With AI increasingly generating not just more possible (as 
human made) content but also serving as a potentially pri-
mary means of exploring problem specifications and solu-
tions’ probability, the question of where the human origina-
tor of content ends and the algorithmic creator of content 
begins, evokes questions reminiscent of such concepts as 
‘The Turing Test’ by Alan Turing [81] or ‘The Chinese Room 
Argument’ by John Searle [75]. While the Turing Test deals 

with the question of whether machines can think, the Chi-
nese Room Argument argues against the meaningfulness of 
such claims. While a detailed discussion of these thought 
experiments is beyond the scope of this study, instead, we 
focus on the role of the (value-sensitive) design of underly-
ing infrastructure of an AI technology in addressing these 
moral issues. To set a background for this, we propose to 
discuss  Machine Moral Agency14 to guide discussion of 
AI ethics in the digital publication/scholarship domain, as 
machines are increasingly powerful in generating synthetic 
content that is difficult to attribute to its original source. 
Machine Moral Agency is understood as the capacity for 
technologies to consider notions of right and wrong and to 
act on those distinctions. That is to say that artificial agents/
entities can ‘think’ and are capable to do wrong, and may 
possibly be considered responsible for such wrongdoing 
[1, 2, 32, 73, 88]. The case for Machine Moral Agency has 
been supported by two factors: (a) the increase in techni-
cal capabilities enabling machines to operate autonomously 
in increasingly broader domain applications (termed as 
Domain-Function by [62], and (b) these functional capaci-
ties embody the morally relevant abilities, such as autonomy, 
intentionality, responsibility, and sensitivity, etc., found in 
human moral agents (termed as Simulacrum View by [62].

In other words, AI-enabled systems have a profound 
impact on our lives, as they can make decisions that have a 
moral dimension. Therefore, there is a considerable debate 
on the questions of how, and to what extent, such artificial 
moral agents should be included in human practices nor-
mally attributing full moral agency and responsibilities to 
participants. Machine ethicists seriously argue that machines 
should be given the power to make moral decisions on the 
premise that machines are deployed in situations in which 
they make decisions that have a moral dimension [2, 32, 73, 
88]. Hence machines should be extended with moral sensi-
bility in situations in which they inevitably find themselves. 
They also contend that human and artificial morality will be 
different. They further argue that there is no reason to rule 
out artificial morality a priori, and it is a worthwhile attempt 
to define and construct such artificial morality.

In contrast, some would argue that mental states, emo-
tions, and social skills are also necessary for moral behavior, 
and therefore, question whether machines can be said to be 
moral if they are lacking in this respect [15, 39, 76, 80]. Still 
others suggest to build machine moral agents that integrate 
societal expectations about the ethical principles that should 
guide AI behavior, as surveyed by [4] through their ‘Moral 
Machine’ experiment. There are others who critique such 
suggestions [42, 86] There are other questions that include 

13 The name “MetaScribe” is a commonly used term. For example, 
Fabrice Kordon uses this to denote his work, an Ada-based tool, 
for implementing program generators. For more details, see: Kor-
don F. (1999). MetaScribe, an Ada-Based Tool for the Construction 
of Transformation Engines. In: González Harbour M., de la Puente 
J.A. (eds) Reliable Software Technologies — Ada-Europe’ 99. 
Ada-Europe 1999. Lecture Notes in Computer Science, vol 1622. 
Springer, Berlin, Heidelberg. https:// doi. org/ 10. 1007/3- 540- 48753-0_ 
27; Regep, D. & Kordon, F. (2000). Using MetaScribe to prototype 
a UML to C +  + /Ada95 code generator, Proceedings 11th Interna-
tional Workshop on Rapid System Prototyping. RSP 2000. Shortening 
the Path from Specification to Prototype (Cat. No.PR00668), pp. 128-
133, https:// doi. org/ 10. 1109/ IWRSP. 2000. 855209. This term is also 
used for an online digital multimedia management platform at https:// 
metas cribe. io/. Our usage of the term “MetaScribe” refers to the pro-
posed provenance (Metadata) tracking system in the scholarly publi-
cation domain (Scribe). This system is, in fact, an implementation of 
a use case using the generic provenance framework, MetaScriptura.

14 Machine moral decision making is referred to by a number of 
names including machine morality, machine ethics, artificial morality, 
and friendly AI.

https://doi.org/10.1007/3-540-48753-0_27
https://doi.org/10.1007/3-540-48753-0_27
https://doi.org/10.1109/IWRSP.2000.855209
https://metascribe.io/
https://metascribe.io/
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whether machines can be assigned rights and duties? Will 
fear, shame, or punishment have any meaning to machines 
if they are assigned rights and duties? How is a machine to 
attribute meaning to a textual/visual cue that it perceives? 
For example, viewing a social media like button that was 
clicked by Bob for a friendly comment on the topic of immi-
gration may be an act of encouragement, but it could also 
be viewed as an act of insensitivity if the comment derides 
immigrants. Knowing how to interpret such comments/con-
texts, and how to classify them from a moral perspective, is 
key to creating any kind of moral machine.

Besides these questions, we would like to raise a moral 
question regarding machine-assisted human agency: Is lim-
iting the use of such automation an unkind act, of denying 
assistance to those who cannot write as well without the aid 
of the machine? These kinds of questions can have a big 
impact on engineering moral decision-making machines.

3  Related work

We are at the “algorithmic turn” [59, 82] witnessing the 
application of AI algorithms that possess self-learning and 
autonomous complex decision making abilities at various 
levels. AI algorithms now have found their way into auto-
generated content as they are capable of replacing humans in 
performing many cognitive tasks regarding auto-generated 
news content [27, 46]. There are several use case scenarios 
of auto-generated content and analysis in the areas of auto-
mated/robot journalism, games, e-learning, etc. Automated 
journalism is conceptualized here as “algorithmic processes 
that convert data into narrative news texts with limited to no 
human intervention beyond the initial programming” ([17], 
p.417). The earliest automated journalism was demonstrated 
in the TaleSpin software [55] transforming raw data into 
intelligible language. The essence of automated journalism 
is the automation of storytelling [7, 16] as a sequence of con-
tinuous narratives [34]. The steps in automated journalism 
include: locating and identifying relevant data in databases, 
categorizing the data into key facts while also prioritizing, 
comparing, and aggregating the data, and then organizing it 
in a semantic structure of narrative, and finally publishing it 
as a journalistic output to the public [34, 89]. In other words, 
in automated journalism, algorithms typically characterize 
stories that use numbers, such as sports analysis, real-estate 
market analysis, weather forecast analysis, earnings pre-
views, etc. [17]. Some of these systems include Robotorial, 
OpenAI’s15 Generative Pretrained Transformers (GPT-2 and 
GPT-3), and Deep Learning Networks.

Many studies explore the effects of automated journalism 
on the human journalists’ practices [17, 58, 60, 83, 91] and 

the effect on readers’ and journalists’ perceptions [20, 84], 
but few studies addressed the authorship of synthetically 
generated content when it copies content from another arti-
cle violating the journalistic code of ethics. These studies 
considered two important factors: disclosure transparency 
and algorithmic transparency. Disclosure transparency deals 
with the process of revealing how a particular news item is 
selected and produced, while algorithmic transparency is 
concerned with the actual process of selecting, constructing, 
and producing a news item using an algorithm [58].

To underscore the degree of algorithmic involvement in 
the creative process, and the journalist–machine relation 
they form, there are two major levels of algorithmic involve-
ment in automated journalistic content creation that include: 
algorithmic content generation, and integrative content gen-
eration. In the former, the textual content is produced with-
out the involvement of a human person (journalist/editor), 
the latter deals with the textual content generated through 
the collaborative efforts of a generative algorithm and one 
or more human persons. A generally accepted good practice 
is to acknowledge this scenario via an attribution policy that 
credits the real nature of algorithmic content while describ-
ing the software vendor or a programer’s role in the organi-
zation, and also details the data sources of the particular 
story and the algorithm methodology [6, 52, 68, 69, 78].

To address the potential problems associated with algo-
rithmic news and automated content, an obvious means 
is to build systems to detect such content. One way to 
achieve this, is to differentiate it from human-authored 
content, through technological development of detectors 
in the form of journalistic robot algorithms [17, 58]. Some 
examples include: Amazon, Microsoft, Facebook and the 
non-profit coalition Partnership on AI launched the “Deep-
fake Detection Challenge” [28], to build innovative new 
technologies that can help detect deepfakes and manipu-
lated media; Similarly Google released a large database 
of deepfakes videos to help in researching detection tools 
[29]. However, research shows that there is no perfect 
solution. These efforts mainly focused on the visual mate-
rials, and lacked efficiency in determining origin text and 
attribution to AI-generated text. Moreover, some of these 
tools are based on the same technologies that allowed the 
media to be created in the first place and most of them 
still need to be paired with human intelligence to properly 
identify this type of content [60]. The inevitable deficiency 
of detectors, in addition to their being imperfect, is com-
pounded by the interplay of generator vs. detector in an 
escalating arms race, always pushing the inaccuracy of the 
detector and the persuasiveness of the automated content. 
Probably a better solution may be to consider the system 
within which the content is stored and deployed. To that 
end we need to consider the metadata of authorship and 
attribution, in other words, the tracking of provenance. 15 OpenAI: https:// openai. com/ blog/ openai- api/.

https://openai.com/blog/openai-api/
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This allows us to consider the broader implications of 
automated content generation, and to revisit the funda-
mental nature of authorship and citation. On the question 
of anonymity vs. attribution of authorship and the blind 
review process, safeguarding academic integrity requires 
novel solutions. Here the proposed system, MetaScribe, 
is handy to demonstrate how the right data storage infra-
structure may help address the problem of authorship and 
attribution of synthetically generated content. Before we 
discuss the proposed model, it will be important to take 
a closer look at the legal–philosophical–ethical views of 
authorship of computer-generated works (CGW).

4  On authorship of computer‑generated 
works

What is “computer/synthetically generated content”? It 
refers to content produced by an AI system that is capa-
ble of interpreting external data currently, to learn from 
such data, and to use that learning to achieve specific 
tasks through flexible adaptation [38]. Therefore, a com-
puter-generated work could be understood as either of the 
following:

– Written with the assistance of an enabling device (like a 
word processor), vs.

– Generated via algorithms and code and data-sets pro-
vided by a third party.

We are referring to the latter situation, as the mere assis-
tance of hardware and software in the transcription of text is 
not a matter that creates confusion as to the creative origins 
of the text generated. And so, the question arises as to how 
authorship can, or should, be attributed when a mechanism 
has contributed to the generation of the textual content itself, 
and not merely its superficial form and format.

We identify at least four possible ways of reasonably 
interpreting the involvement of machines/algorithms. They 
are:

1. As a creative contribution by its (the algorithm’s) creator 
to the final content.

2. As an enhanced tool, with full attribution going to the 
author who used the tool.

3. As an enhanced tool, with partial attribution going to 
the author, and partial to the creator of the tool (perhaps 
determined by a licensing agreement for use of the tool).

4. If we are willing to consider the question of personhood, 
or virtual/corporate ownership, by the tool/machine, this 
would give us further possibilities to consider, which 
would include the tool as an entity capable of holding 
ownership/responsibility.

4.1  Legal views on computer‑generated works

Legal considerations largely prompt us to focus on the 
question of copyright, and to dismiss the issue of machine 
personhood as typically a transitive conduit when it comes 
to rights, benefits, and liabilities. The first choice above 
(interpreting content-generation tools as offering a creative 
contribution by their author), gives great legal pause, as it 
would suggest that the creator of the tool has some claim 
to the final output, while the second choice (fully attribut-
ing creative authorship to the user of the algorithm) would 
relegate such a contribution (by the algorithm creator) as no 
more than a work-for-hire, effectively commissioned (and 
fully owned) by the author. However, there is more than 
a question of copyright, and the ownership of intellectual 
property, as there is the legal question of liability, and a 
broader ethical question of moral responsibility for content. 
Therefore, let us focus on the more limited legal questions, 
and consider, where the legal landscape currently lies in 
relation to the issue of copyright and machine authorship.

The legal status of computer authorship gradually evolved 
towards maturity as more extensive AI research gained 
momentum [12, 13, 46]. Prior to the current legal status of 
computer authorship, the United States Register of Copy-
rights distinguished between the cases of using the computer 
as merely an assisting tool, and the cases of using the com-
puter in the traditional sense of conceiving and executing 
authorship not by a human person but by a machine [11]. 
Eventually computer authorship was recognized as true 
authorship first in the US National Commission on New 
Technological Uses of Copyrighted Works (CONTU Report, 
1976 and then in the Berne Convention, 1988, and the sub-
sequent enactment of the Copyright Act of 1976 [41, 57]. 
The United Kingdom went even a step further in enacting 
a copyright statute that makes it irrelevant whether a com-
puter-generated work owes its origin to a human author [85]. 
The British copyright law states that if a work is produced by 
a computer rather than by a person, the law simply confers 
the copyright upon the human being who is responsible for 
the computer's creation of the work [85]. However, the US 
Copyrights, Designs, and Patents Act is not definitive in dis-
tinguishing authorship of computer generated works when 
it states that “person by whom the arrangements necessary 
for the creation of the work are undertaken” [6], p. 222). 
The Australian Copyright Act (1968) requires the identifica-
tion of a human as the ‘author’ of a work. However, some 
cases have pronounced certain computer-produced output as 
authorless and, therefore, demonstrate the tension between 
computerized methods of producing works and the require-
ment that a copyright work have a human author [52].

Therefore, while it may seem that UK copyright laws have 
a clear view of authorship in the presence of machine gener-
ated content, this is solely in regard to the issue of copyright 
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and intellectual property, and leaves open considerable ques-
tions regarding liability and responsibility, while the major-
ity of the world have no clear definitions of legal standards 
on this issue. What is needed, as observed by Rajan [66], is 
the legal clarity on the algorithmic authorship as there is no 
universal formula for determining AI authorship. In other 
words, this is a largely unresolved and potentially conten-
tious issue for debate. As such, it is increasingly important 
to discuss it in a coherent engagement with both the ethical 
issues it raises, and the technological infrastructure upon 
which it is (or can be) built.

4.2  Philosophical–ethical views 
on computer‑generated works

The question of computer-generated works’ (CGW) author-
ship could be considered in terms of philosophical–ethical 
views: originality, intentionality, and creativity criteria. 
These terms can be understood in the following manner: 
originality—“the overarching standard of authorship” [35], 
p. 2002), intentionality—the idea of intention to generate 
the work; creativity—“ability to generate novel and valuable 
ideas” [10], p. 24). As per the term originality, the author 
is considered as the “source of originality” [52], p. 935), 
as the term is used to refer to the works which are not cop-
ied from previous works and are made with minimal effort 
and expertise. However, the correlation between authorship 
and originality is inadequate in the case of automated jour-
nalism, because the minimal effort in the automated jour-
nalism is reduced to the mere decision to generate content 
rather than true intellectual effort. Similarly the relation-
ship between authorship and CGWs is problematic as the 
question of intentionality is to be understood as algorithm-
initiated or merely scheduled by the programmer to generate 
the work or the ability to predict the output, are still open 
to debate [12, 53]. On the question of creativity, it is even 
more controversial. At the core of the creativity notion, as 
emphasized by Davis [25], is human-action. Yet, the same 
idea is understood differently by philosophers, ethicists, and 
ordinary folks. On the one hand, it is construed to be an 
inspirational, imaginary, or free-of-rules process, and on the 
other hand, it also achieves a rational goal-directed one, as 
stated by Paul and Kaufman [61]. Berglez and Markham 
argue that it is an essential aspect of modern journalism [9, 
51]. When creativity is viewed as something that is differ-
ent from what went before, Boden’s differentiation of crea-
tivity into three categories may be of some help here [10]. 
They are: combinational, exploratory, and transformational. 
It is combinational when it is the “unfamiliar combination 
of familiar ideas” [10], p. 24) such as painting collages or 
combination of varied translated text of an original poem; 
it is exploratory when it gives occasion to “potential pos-
sibilities or limitations in a conceptual space” [10], p. 24), 

such as inventing a new cuisine or drawing an architectural 
design of a conceptual building; it is transformational when 
it transforms its perceptual space by either “altering or drop-
ping one or more of its defining dimensions” [10], p. 25).

The question is then what aspects of the creative 
process(es) could be attributed to algorithmic authorship. 
There is no consensus on this among the scholars and they 
are divided on several aspects of algorithmic creativity 
including the ability of AI algorithms to be creative [10] 
and the need for incentives, such as copyrights protection 
to be given to machines [21, 72]. As automated journalism 
challenges fundamental aspects of computer authorship, 
the debate becomes even more relevant in light of ongo-
ing research extending AI capacities. And so, the debate on 
computer authorship is fiercely fought. At one part of the 
spectrum of the CGWs debate, there is a push for accept-
ing algorithmic authorship in light of the evolving auto-
matic capabilities of AI in media content generation. At the 
another end of the debate is an equal push for the primacy 
of anthropomorphic authorship in automated journalism as 
the current practice on the disclosure and transparency of 
authorship attribution is tailored to a human journalist. The 
lack of legal clarity on computer authorship further com-
plicates this debate. In light of the computer authorship 
controversy, instead of validating ‘truth’ on either side of 
the debate, we focus on the most neglected aspect of this 
critical authorship debate: the underlying infrastructure in 
digital publication. To this end, we discuss MetaScribe, a 
model that focuses on the underlying infrastructure that aids 
in recording of content that accommodates both scenarios 
without bias.

5  Digital technology and responsibility 
for publication

If we do not make our content ecosystems more robust in the 
face of increasingly sophisticated software agencies (more 
capable AI systems), are we not abdicating a measure of 
responsibility for the harm such software can cause? In other 
words, if we live in a world that is increasingly dangerous, 
is the burden to act for good solely on the shoulders of those 
developing the potentially harmful systems, or is the burden 
shared by those who, while not directly building the AI sys-
tems, are designing and maintaining the infrastructure upon 
which they will be unleashed? Do we not have a responsi-
bility to restructure existing systems to mitigate the harms 
of disruptive new technologies, and to be more resilient in 
the face of such potential harms? To illustrate this, we can 
use an analogy—the current threat of deepfake multimedia 
content on social media [26, 43]. One may embrace the real-
ity of more prevalent deepfake software, and may demand 
that such software be constructed in a manner that makes it 
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detectable, or expend endless resources in a detection and 
detection-defeating arms race. Regardless of which approach 
is used, there remains an increasing responsibility to con-
sider mechanisms that track authorship and authenticity as 
a means of mitigating the harm of deceptive content, i.e., 
holding accountable the sources of such deepfake videos in 
the first place.

In this analogy, depending solely on deepfake detection 
would mean that we would have foregone pursuing a poten-
tial solution (by insisting on a particular way of address-
ing the problem that is not complementary to the technol-
ogy, i.e., by focusing on a narrow, less holistic view). We 
used this analogy here to force us to think about this ethical 
question: Is it upon individual technology developers, or is 
it upon society (as a system within which the technology 
works), to address the harms of new AI technologies? We 
used the example of deepfake videos to stress that this is a 
current problem within the digital dissemination of informa-
tion, and our focus is on the processes of scholarship because 
of the existence, within that domain, of a strong expectation 
(if not a contemporary or consistent mechanism) of estab-
lishing and evaluating provenance. We will, therefore, look 
at one possible system (MetaScribe) in the next section.

6  MetaScribe

We consider the general case of disseminating and publish-
ing information in the digital age by discussing one proposed 
infrastructure, the MetaScribe model (a proof-of-concept 
system in early development) as an example of how an eas-
ily overlooked systems’ issue, specifically the possibility of 
building trusted provenance infrastructure, can be helpful. 
To this end, we particularly focus on the implications of 
provenance and trust in enhancing the integrity of, and trust 
in the integrity of, disseminated or stored data.

6.1  MetaScribe architecture

MetaScribe is a general provenance framework [3, 8, 24, 
33], used to capture richer (and extensible) metadata in 
unstructured textual data sources, such as scholarly publi-
cations including literary texts, commentaries, translations, 
and digital humanities. Specifically, it’s intended to demon-
strate the feasibility of capturing and representing expressive 
provenance metadata (including context, scope, and such 
additional attributes as an author’s declared or implied intent 
in citing another work), while also supporting subsequent 
tagging/addition of such richer metadata by third parties, 
be they human or automated. In pursuit of this goal, we 
also ensure that MetaScribe is not simply a bibliographic 
citation application, but that it offers an architecture for a 
more general data storage system, one that is suitable for 

immutable storage [19] and supporting flexible authentica-
tion schemes. In other words, MetaScribe, being a holistic 
system that both tracks provenance and provides the neces-
sary infrastructure to do so effectively in a trusted manner, is 
a good vehicle for exploring the ethical questions concern-
ing attribution, authentication, and authorship. In particular 
it allows us to consider alternative means of dealing with 
the veracity of the data being presented by this platform, 
and an alternative means of identifying auto-generated texts 
(data) and annotations, and does not strictly limit us to its 
intended usage domain (of digital scholarship evaluation and 
dissemination).

Originally intended for the application domain of digital 
scholarly publication, and specifically, where the focus is 
on preserving accurate and semantically rich representa-
tions of citations and attributions, results in a system that 
includes a trustworthy data repository. Such a repository 
is provided in the form of an immutable secure database. 
For the original MetaScribe proof of concept, we limited 
three parties, as shown in Fig. 1, to the following: the origi-
nal authors who prepare and publish their manuscripts with 
their research claims supported by their usage of external 
citations/references; users who can record their views on 
the cited works in a research paper; and software agents that 
attempt to automatically extract semantics of cited works in 
a paper (e.g., the purpose of comparing authentic interpreta-
tions of cited works by third-party humans with third-party 
software agents.)

We start by defining what provenance means in the con-
text of the MetsScribe use case and also present an abstract 
schema of the framework that is designed to achieve the 
stated goals of deep tracing and preserving authenticity 
and authorship of auto generated and/or annotated text. To 
characterize the model we define data provenance of a data 
object as the documented history of actors, processes, opera-
tions, communications, user access controls, and preferences 
related to the creation and modification of data objects. Sub-
sequently, the relationships between provenance entities 
form the provenance graphs of the data objects. Figure 2 
shows the proposed MetaScribe architecture consisting of 
four layers with entities and their interactions among them 
in each of the layers.  The four layers are: User Applica-
tion Programming Interface (User API), Data Model, Sys-
tem Software Infrastructure, and Data Storage. Each layer 
is intrinsically linked either to the layer above and/or below 
it by transforming data objects and transferring them onto 
the next layer.

The User API receives inputs of unstructured textual data 
objects, specifically scholarly articles and passes them to 
the data model layer for data operations. It also provides 
an interface to display user's query results, such as a cita-
tion's provenance annotations, as shown in Fig. 1. The data 
model layer accepts documents and queries regarding those 
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documents and returns results. Therefore, this layer deals 
with the task of transforming unstructured textual docu-
ments into machine readable data entities based on existing 
bibliographic citation ontologies, and semantic web tech-
nologies and data models. At this layer, data creation or 
manipulation is performed by a series of operations initiated 
either by a user or a process as shown in Fig. 1 on various 
scenarios of MetaScribe. Particularly, the semantic meta-
data preprocessor engine performs text analysis, identifies 
relevant entities and metadata, and represents them in RDF/
XML formats. For execution of SPARQL queries, it fetches 
the necessary data from the data storage layer and prepares 
the data in the format suitable for SPARQL queries. The 
systems software infrastructure layer engages with files 
and records and provides guarantees and checks to confirm 
any modification and verification of data and provenance 
metadata. Therefore, the systems software infrastructure 

layer is built upon a layer that provides a client–server 
records access. This layer supports data operations includ-
ing data extraction, logging provenance metadata records, 
and immutable data storage services. Immutability of data 
is archived through a lightweight application of blockchain 
technology. A crucial aspect of this layer is to associate 
each data object and relevant data operations to their lin-
eage/provenance records. The data storage layer accepts 
requests for storage and retrieval of data. Accordingly, this 
layer deals with the raw random access storage and pro-
vides a structure for storing records and assists in retriev-
ing those records both locally and remotely in RDF stores 
across distributed systems. In this system, user activities 
are monitored and recorded, and data objects also could  
be tagged with annotations in realtime (with timestamps) 
that help deep trace the lineage of data elements of interest, 
when needed.

Fig. 1  A section of MetaScribe data model of provenance and usage scenarios in scholarly publications
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6.2  Application of MetaScribe

MetaScribe is an example of a holistic system-wide solu-
tion, offering the ability to strengthen the underlying stor-
age infrastructure while serving as a more reliable home for 
data that needs to be more carefully scrutinized. This is a 
growingly general need, thanks to AI-based autonomous sys-
tems becoming more capable at generating more, and more 
convincing, content for human consumption. This means 
that we have to deal with the fact that authors (of origi-
nal data, or commenters and manipulators thereof) can be 
hyper-productive when they are no longer solely human (as 
they are augmented or replaced by AI tools). This requires 
that the mechanisms, which track how they are contributing 
to each other, and citing each other, have to become more 
robust and machine-compatible than existing infrastructure. 
Otherwise we would have to worry about not only deepfake 
videos and images, but increasingly about fake reports, cor-
respondence, reviews, and journal papers (at least more so 
than we already do). In this context, MetaScribe could be 
beneficial by enabling provenance-tracking and authenti-
cation in cases, where the rate of output of passable con-
tent, being submitted to human review and consumption, is 

dramatically accelerated through the use of software tools 
(such as OpenAI’s GPT-3 and Deep Learning Networks).

It is not unimaginable to see similar tools becoming 
increasingly significant contributors to the body of human 
scholarship, especially when we already see the impact of 
automatically generated mathematical proofs, hypotheses, 
texts, summaries, and evaluations of large textual corpora. In 
the face of such a potential deluge, and thanks to its increas-
ingly ambiguous nature of origin, a system that improves our 
ability to describe provenance relationships, and automates 
the tracking and evaluation of authorship and attribution, 
is arguably needed now more than ever. However, it is also 
our contention that this direction of attacking the problem of 
auto-generated content, is easily overlooked when research is 
focused exclusively on mitigation techniques that look more 
directly at detecting the involvement of automated agents, 
to the exclusion of the infrastructure that might be adapted 
to better embrace them. To offer a bolder statement in sup-
port of such an approach, we contend that robust and flex-
ible provenance tracking, and the means to trust its secure 
storage and evaluation, is a potential boon to examining the 
epistemological relevance of any and all electronically pub-
lished media. The advantage of MetaScribe is that it gets 

Fig. 2  MetaScribe Architecture Overview
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around these questions, by attributing the text to an author 
when the text has a human author as its origin and, if it’s 
a machine-assisted human agency, the MetaScribe system 
does not hide that fact.

Therefore, while existing tools may aim to help detect 
whether a given block of text, or other media, is AI-gener-
ated after it is created, they lack the capacity to reliably trace 
the origins of AI-generated news stories, and other poten-
tially AI-generated creative writings. In attempting to detect 
“fake” content, they neglect to attempt to address the more 
fundamental problem of reliable attribution at the time of 
creation of data items. Our proposed MetaScribe architecture 
supports a reliable mechanism to record, declare, track, and 
interrogate the provenance of media at the point of its crea-
tion, and through its transfers and transformations. Estab-
lishing and maintaining such provenance records allows 
a reliable mechanism to determine the source of original 
authorship, and to defer the questions of copyright and 
agency regarding the human and algorithmic authors of the 
work thus preserved.

6.3  Ethical implications

Our approach to the problem of automatically generated 
content, and our focus on the data storage, provenance, and 
presentation infrastructure as a starting point, is borne from 
the sound engineering perspective that it is wrong to focus 
solely on the individual technical problem without looking at 
the broader system within which it resides, i.e., the broader 
technical context of the problem. Neglecting such a consid-
eration can be construed as a moral failing on our part, just 
as it would be a negligent oversight by a good civil engineer 
who fails to evaluate the ground upon which they plan to 
erect a building. It is really a question of what lens through 
which we view the system, and what philosophical assump-
tions and questions we follow concerning the role and nature 
of digital scholarship (and more generally data generation 
and preservation). Therefore, instead of solely debating the 
ethics of using, or not using, software agents (AI), we see the 
need to ask how existing human activities can be made more 
resilient to the advent of such AI-enabled automation. As the 
current ethical discussions tend to be limited to the technol-
ogy, and its immediate impact as applied to existing systems, 
we, therefore, feel that it is critical to broaden our outlook on 
how we might be able to change existing systems to better 
respond to the disruptive nature of automation technologies.

Therefore, the ethical discussion must include a consid-
eration, not just of the morality of proposed solutions within 
existing system infrastructures, but must also consider the 
potential (re)engineering of the underlying infrastructures 
used to generate, represent, and disseminate digital content. 
As we mentioned above, we feel this is easily related to the 
basic epistemological value of published media, and that the 

abilities and trustworthiness of underlying data storage and 
presentation infrastructure (e.g., in the publishing domain) 
will impact that value. In other words, the general question 
of attribution and identity [50], is impacted by changes in 
the technical abilities of underlying storage systems. If we 
care about truth in media, be it the media of scholarship, or 
the broader media of mass consumption, then we have to 
develop and embrace more robust solutions to the epistemo-
logical problems of provenance and attribution [44] whose 
current best solutions are too exclusively human-based. 
Human-based authentication systems, and human-verified 
provenance mechanisms, will all invariably start increas-
ingly failing as it becomes easier and easier to produce more 
and more content that convincingly seems human-generated 
[this is especially obvious with deepfakes [31, 43], in gen-
eral, but is even a problem with fake journal papers [26, 37].

Another ethical question that we would like to raise is 
this: is limiting the use of such algorithmic automation an 
unfair act of limiting those who otherwise cannot write 
well without the aid of the machine? When we focus on 
underlying infrastructure using a model, such as MetaS-
cribe, then the answer is an affirmative ‘yes’. Limiting 
access to automated content generation because of ethi-
cal concerns, which could be largely addressed if a means 
of identifying and tracking the use of automation tools (a 
secure provenance framework) was available, would con-
stitute unnecessarily hindering those people who could 
not communicate their views (as well, or at all) without 
the use of automation tools. For example, Stephen Hawk-
ing, the famous scientist, who used an Augmentative and 
Alternative Communication (AAC) device to generate 
text for his speech, would be unnecessarily hindered and 
silenced if denied the use of such a device. However, auto-
mated generation of media that could convincingly pass as 
human-authored only seems more threatening that such an 
assistive technology as long as there is a concern that the 
origins of its authorship could be deceptive. Novel systems, 
such as MetaScribe, are, therefore, needed if humans are no 
longer the prime generators of content, and in the presence 
of such systems the limiting of access to content generating 
technologies raises an ethical concern regarding the impact 
of such limitation on those whose lives and abilities are 
most enhanced by them.

Therefore, we have to look at not just the content, but 
the broader ecosystem in which the content exists. If we do 
not do this, we may not just lose truth in digital content, but 
fail to serve truth as fully as we could. We might not just 
leave ourselves unnecessarily vulnerable to an ever-growing 
flood of ever-more convincing, and potentially malicious, 
automatically generated content, but we might also fail to 
support the positive benefits of such technologies (thereby 
cruelly denying such benefits to those who’d most benefit 
from them).
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7  Conclusions

As major organizations already use automated journalism, 
it arouses enormous interest and promises great poten-
tial benefits to more organizations, especially consider-
ing the mounting financial pressure on media outlets and 
their continuous quest for more rapid content generation 
with lower marginal costs. However, this practice has 
moral implications beyond journalism and media, and 
raises fundamental questions on algorithmic authorship 
and attribution. Several prevention and detection tools 
are being developed and deployed to fight against mali-
ciously manipulated, or deceptively AI-generated media, 
but aside from the fact that most of them still need human 
assistance and intelligence to be effective in determin-
ing attribution and authenticity, such detection algo-
rithms represent an incomplete technical approach to the 
problem.

As discussed, algorithmic authorship is a complex 
issue, involving crucial philosophical, ethical, and 
theoretical concerns, but the technical approaches to 
addressing these questions are broader than mere detec-
tion of automated content. Though many issues related to 
machine morality have no common established opinions, 
approaches, or answers, there are efforts to model moral 
decision-making logic and learning into algorithms. 
Meanwhile, the shift in the machine moral debate should 
be expanded from solely focusing on which moral phi-
losophies one should use in constructing artificial moral 
agents to the question of to what extent machine moral 
agents could be efficiently utilized. These questions can 
be better addressed if we broaden our technical solu-
tions to consider not just detection, but also the broader 
infrastructure within which data is stored and dissemi-
nated. With infrastructure that includes secure prov-
enance tracking, a model like our proposed MetaScribe, 
can address the machine moral dilemma of attribution 
and authorship of auto-generated content, by allowing 
transparency and confidence in the provenance of the 
presented media (e.g., clearly ascribing the text to an 
author when it originates from a human author and if 
it’s a machine). In future work, we plan to extend the 
discussion on moral epistemology and the requirements 
of full moral agency for content generation algorithms 
(especially within a more robust data storage and sharing 
infrastructure than is currently available with existing 
systems).
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