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Abstract
The current state of human–machine interaction has set forth a process of hybridization of human identity. Technology—and 
most notably AI—is used as an effective cognitive extender, which enables the extension of human personhood to include 
artificial elements, leading to the emergence of artificial identity. Discussing—and accommodating—anthropomorphiza-
tion in human–machine interaction should no longer be the primary focus. Rather, the scope and quality of frameworks in 
which the hybridization of human identity occurs and evolves has significant ethical implications that pose very pragmatic 
challenges to users, the industry, and regulators. This paper puts forth a few main principles upon which such a discussion 
should evolve. We illustrate why disruptiveness can easily turn into human harm when the frameworks facilitating it overlook 
the human vulnerabilities that arise from hybrid identity, notably the asymmetric and asynchronous relationship between the 
human and artificial counterparts. Finally, we claim that these new types of vulnerabilities, to which a person is exposed due 
to the intimate degree of pairing with technology, justifies introducing and protecting artificial identity as well.

Keywords Anthropomorphism · Artificial identity · Cognitive extenders · Disruptive technology · Ethics of technology · 
Smart devices

1  Tech, disruption, and the human condition

The domain of human–technology interaction is a complex 
one and can be approached from multiple angles, each with 
its own questions and priorities. Our starting point is the 
question about the human condition and the need to under-
stand, first, how the involvement with technology affects per-
sonhood and, second, to what extent these effects influence 
the technology itself.1 Within this broader question, we are 
interested in the question about identity and how the concept 
of identity transforms due to certain forms of involvement 
with technology, leading to a strong degree of cognitive pair-
ing. Such pairing promises to be at its strongest in the case 

of AI-based technologies, due to their natural propensity to 
emulate, supplement (and often substitute) human cognitive 
skills. We wish to draw attention to a few distinct conditions 
that make modern technology disruptive. The goal, however, 
is not to conceptualize disruptiveness as such. We will not 
develop a generic account, looking for the abstract princi-
ples that are applicable to any technology; similarly, we will 
not develop an inventory of potential radical changes that 
technology may produce in social, political, or economic 
domains.2 The general goal is, rather, to identify the dis-
ruptive effects technology may have on personhood: What 
critical effects can it have on personality? How do these, in 
turn, affect our conception of agency and identity?
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Some clarification about our understanding of disruptive-
ness is needed, however. In this paper, we will work under 
the following assumption.

For some phenomenon A to be considered disruptive 
for another phenomenon B, A’s effects on B, direct or 
indirect, must be such that B is not able to continue to 
exist and to transition smoothly to another state, given 
the rules governing B’s nature.

On one hand, this means that when B is experiencing 
disruptive effects by A, B is either forced to undergo a rapid 
radical change (i.e., incompatible with a smooth transition) 
from one state to another, or faces a threat to its very exist-
ence. There are cases, however, where the disruption does 
not occur because of the technology itself. Here, A does not 
present an immediate threat to the integrity or existence of 
B, but, on the contrary, A promises to facilitate B’s smooth 
transition from one state to another by creating favorable 
conditions for the development of some of B’s predisposi-
tions. In such cases, the framework3 within which this transi-
tion occurs, is lagging so much behind, by constraining and/
or distorting the transition, that it is jeopardizing the condi-
tions which guarantee that B’s change will be uninterrupted 
and harmonious, therefore, effectively rendering the transi-
tion disruptive. This is important: when having the goal to 
make technology safe, equal attention must be paid to this 
second factor to identify and mitigate risks that are associ-
ated with outdated frameworks. This paper aims to point to 
an area in human–technology interaction (HTI) where the 
disruptive effects of technology are conditioned by the lag-
ging framework, instead of the technology itself.

To sum up, the intention here is to identify risks that 
the use of modern technology creates for personhood and 
the concrete vulnerabilities of the agency in the light of 
the use of technology. In realizing this intention, we pro-
pose to shift the attention from the problem of anthropo-
morphization of technology to the problem of hybridiza-
tion of agency (human-technology hybrids) and explore the 
disruptive potential of technology for the cognitive prac-
tices of a human. At the same time, we want to understand 
how this process affects artificial agency: how does pairing 
with a human affect artificial agency? We believe that in 
this domain we can find tools for a conceptual change, i.e., 
ways to rethink not only human agency but to conceptualize 
artificial personhood as well. This will allow us to answer 

an ethical concern about minimizing the risks involved and 
lower the vulnerabilities of the users.

2  Shifting focus away 
from the anthropomorphization problem

Anthropomorphization has become somewhat of a common-
place discussion in the fields of human–computer interaction 
(HCI) and human–robot interaction (HRI), resulting in rich 
literature on the topic (see e.g., [1, 17, 19, 39, 60]). And it is 
not surprising that those who are worried about the effects 
of technology on the human condition tend to look for the 
disruptive effects of modern technology in the phenomenon 
of anthropomorphization. According to our definition,

A person may be said to anthropomorphize an object 
iff (a) he/she is attributing to it typically human (or, 
broadly, animistic) features (including conscious and 
unconscious beliefs, as well as emotional reactions) 
and (b) guides his/her actions towards it by the belief 
that it has such features (including treating it as being 
animate and expect it to respond to such treatment in 
the manner appropriate for a human).

In other words, there are two elements to it: a cognitive 
(a belief that an object/artifact has certain human or animal-
like abilities) and a behavioral one (acting upon this belief). 
The narrative about the dangers of this sort of stance in 
HTI goes something like this. Modern technology, such as 
personal computers, social robotics, and what is commonly 
called “smart” devices,4 has reached an incredible level of 
sophistication. Their ability to interact with their environ-
ment and human agents in a manner that gives an impres-
sion of spontaneity (in the manner that is not determined 
by a human while the interaction is happening), alongside 
their ability to adapt to the user by collecting and analyzing 
complex data about him/her on the fly, justifies the unique 
status of their artificial agency. This further allows them to 
imitate and even substitute what has always been considered 
solely human functions. Of course, this is taken advantage 
of in many social spheres where various types of devices 
are used to substitute or supplement persons in providing 
various social services to humans (e.g., care, medical help, 
or therapy). But the substitution does not end there, as AI 
technology is being integrated into relationships between 
individuals, such as friendship, love, or care. AI-based 
systems—either embodied or virtual ones—are expected 
to perform the same functions as human partners in such 

3 By ‘framework’, we understand broadly all the relevant systems 
within which the interaction between technology and humans hap-
pens, such as the conceptual apparatus, scientific paradigm, legal sys-
tem, governance, social organization, moral norms and ethical theo-
ries, as well as the norms governing tech-related professions.

4 We use “smart” devices in a broad sense, referring to technology 
designed to engage and interact with the user, and utilize obtained 
data to adapt to the user.
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relationships. This includes, among other things, providing 
certain—for the lack of a better word—services to the user, 
of the kind that we are morally justified to expect human 
agents to provide us, in virtue of them standing in a certain 
type of relationship with us. Showing affection, comforting, 
listening to a friend who experiences distress, or even such 
a simple thing as asking how your spouse’s day has been.5 
As a result, researchers raise a worry that the very nature of 
the interaction between a human and technology (including, 
the design of a device/program, its marketing, the narratives 
about devices, and our practices of interacting with them) 
invites, encourages, and reinforces anthropomorphization of 
our devices. The disruptive potential of this phenomenon for 
the human condition is multidimensional, but, perhaps the 
most fundamental risks are the degradation of relationships 
between persons, frustration of rationally justified expecta-
tions and subsequent psychological distress, and the objec-
tivization of persons.

First, treating artificial agents as identical to human part-
ners in interpersonal relationships threatens to downgrade 
our understanding of the very nature of interpersonal rela-
tionships. The asymmetry between human and artificial 
partners (e.g. a human lover and a robotic lover) is apparent 
in the inability of artificial agents to reciprocate (e.g. to feel 
affection towards you or be concerned with your well-being, 
see [56] and [2]) and, as a result, their inability to meet the 
expectations of certain types of reactions, behavior and the 
ways they treat us when such expectations are justified and 
sometimes required in virtue of the type of relationships that 
bond the two partners. Or, rather, they would be justified and 
sometimes required if both partners were persons. Given the 
conceptual asymmetry between a human and an AI-equipped 
robotic partner, there is a need for adjustments that would 
provide a better fit for the expectations. Anthropomorphism 
predisposes for the following route: change the concept cor-
responding to a certain type of interpersonal relationship 
(such as love) in such a way that it would also include arti-
ficial partners and accommodate their limited capacities to 
reciprocate (see e.g., Levy in [58] and [34]). For instance, 
Turkle [56] and Richardson [43] warn that this will lead 
to the degradation of relationships between human partners 
or even make them unattainable to those who require reci-
procity, because technology would make them redundant. 
The inclusion of artificial agents into the realm of partners 
in interpersonal relationships will lead to the loss of cer-
tain elements of the meaning of such relationships, loss of 
depth as well as atrophy of practices and attitudes that we 
consider to be valuable and, perhaps, even essential to our 
well-being. In short, the risk is that to be able to have more 

human interaction with artifacts, we will end up having more 
superficial relationships with humans.6

Second, on the personal level, this in turn has a potential 
to cause psychological distress. The human agent might have 
an acute need in reciprocity which will remain frustrated 
(see e.g., Evans; Boden in [58]). This may be worsened by a 
certain cognitive dissonance, i.e., distress from experiencing 
contradiction between beliefs and values, when taking part 
in actions (or standing in a relationship) that contradict at 
least one of them. The risk of finding oneself in the state of 
cognitive dissonance comes from the contradiction between 
the agent’s own belief about certain aspects of interpersonal 
relationships (such as reciprocity) being valuable and the 
implicit devaluation of this aspect in interactions with the 
artificial agent. This may in the end lead to something that 
a Hegelian would call “alienation” from oneself, i.e., losing 
connection with oneself and one’s psychological needs.

Third, on a more abstract level, anthropomorphization of arti-
ficial agents leads to objectivation of persons, i.e., to the reduction 
of the persons to object, both in the ways we think of and treat 
other people. The worrisome part of this process is the loss of 
respect to personhood and devaluation of its essential charac-
teristics. Richardson [43] explores this risk in application to sex 
robots and the ways in which they may lead to the objectification 
of women. Babushkina [3] argues that engineers have a moral 
imperative to integrate respect to personhood into social robotics.

We do agree that these are serious issues that need 
attention, but we also think there is a need to look beyond 
anthropomorphization, which is just one part of the story. 
It highlights certain problems but does not include into its 
scope others (cf. e.g., [16, 48]). Our worry is that anthro-
pomorphization is becoming somewhat exaggerated in HRI 
and it takes attention away from other processes and newly 
emerging phenomena that are at least equally important and 
harbor problems that need attention.

What is important to note is that anthropomorphization 
is a much broader phenomenon documented across human 
cultures and domains that humanities have long been dealing 
with [6, 24, 25]. Transferring human features to technology 
is just one instance of treating inanimate things as if they 
were alive. Merely referring to the tendency of anthropo-
morphization does not capture the nature of the interaction 

5 A broad range of such uses is discussed in [58].

6 Nyholm and Frank in  [15] look into the conditions under which 
a robot could possibly love a human who sees her/himself as being 
in love with the robot. Their conclusion is that it is only possible if 
robots achieve an extremely high degree of sophistication, e.g. be 
capable of certain commitments and value-beliefs. The article is also 
interesting, because it discusses what types of commitments a love 
relationship between persons presupposes, and to what extent these 
should play a role in deciding whether a robot can be seen as exhibit-
ing love. Danaher [14] looks into another type of interpersonal rela-
tionship, friendship, and argues that robots can fulfill the virtue-ideal 
of friendship and that they can perform certain friendship rolls, and 
even enhance friendship between humans.
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with technology as a unique entity, and the problem itself 
does not grasp what could be considered a uniquely techno-
logical impact. The existing toolkit of humanities should be 
sufficient to address the issue and provide sound arguments 
against anthropomorphization in the HRI/HCI domain.7 
Indeed, as a matter of fact, this is what we see in HCI and 
HRI literature8 when it comes down to the most essential 
discussion, that is the normative implications of the human 
tendency to anthropomorphize technology. In HRI and 
HCI, it is often taken as a fact that anthropomorphization 
has normative implications which have to be taken into 
account during the design of robotic and AI systems. It is 
not uncommon to see this sort of implicit reasoning: since 
people tend to attribute human features to their devices, get 
attached to them as they would to humans, and do treat them 
as they were in some sense like humans, therefore the design 
process should meet this demand and we should construct 
devices with more human-like identity. Of course, often the 
motivation behind this is making devices easily acceptable 
by potential users, predisposing them to interact with the 
devices on a broader and deeper scale (what is commonly 
referred as “trust” in the device). Classic psychological 
theories, on the other hand, would see in anthropomorphi-
zation a degree of psychological immaturity (as we can see 
on the example of animism, i.e. the tendency to see natural 
phenomena as possessing such properties as will), or per-
haps even disorder (e.g. delusions), and philosophers would 
categorize this as a case of a mistaken belief.9 Therefore, 
if anthropomorphization itself is a problem, then the way 
to tackle the problem is to correct the belief about what 
artificial agents are and what the limit of their capacities 
is. Just in the same way as you would address—if there is 
such a need—one’s belief that a stone statue of a god may 
be angry with someone, or that an amulet may protect from 
harm. They are just not those kinds of entities: a stone is an 
inanimate object whatever shape it receives and it cannot 
feel or express any psychological states; the amulet is an 
inanimate object as well and, therefore, does not have the 
capacity to act or produce any motion on its own.10 Chang-
ing the user’s beliefs about the nature of artificial agents, 
and other non-agential devices they are interacting with, 
can only be achieved by adjusting our concepts, refusing 

fantastical and metaphoric narratives about technology and 
switching to factually informed narratives to encourage users 
to form more realistic expectations about their devices. In 
other words, the imagery of strong artificial intelligence, as 
well as Turing’s general learning agent, keeps creeping into 
the current state of smart technologies—which are certainly 
still in the domain of weak artificial intelligence—and mal-
inform the design process. Thus, a necessary element here 
is informing design and marketing in such a way that does 
not feed illusions of reciprocity, instead of trying to accom-
modate those unrealistic—and rather disruptive—notions 
into the very design of the product.11

We will not, however, go into more detail about this. We 
only want to attract attention to the fact that the disruptive 
effects that technology has on personhood and interpersonal 
relationships due to the user’s tendency to treat artificial 
agents as if they were human are not necessitated by the 
nature of HTI that we observe. They are just yet another 
expression of animism, i.e., a result of a well-documented 
psychological tendency of people. As a result, despite being 
provoked and encouraged by technology, these dramatic 
effects are not caused by or are unique to it.

3  Hybridization and cognitive pairing

We have argued that overconcentration on anthropomor-
phization drives attention away from some of the emerg-
ing HTI processes that raise ethical concerns. One of these 
processes is the hybridization12 of personhood.13 By this, 
we understand

The situation when the capacities and properties that 
are commonly thought as determinants of person-
hood become merged with technology, in one way or 
another.

This problem, we believe, reflects more accurately the 
changes in personhood that happen due to the interaction 
with technology (as a unique entity, distinct from other 
objects and natural phenomena). This does not happen, 
because the user transfers a certain pattern of perception or 
belief on a device. For a strong dependency to occur, you do 

10 This can be seen as a case of a category mistake when a represent-
ative of one category of entities is treated as if it was a representative 
of another.

11 Leong and Selinger’s [33] taxonomy of dishonest anthropomor-
phism might be interesting to the reader in this respect.
12 We understand hybridisation in broad terms here, as a phenom-
enon where human and artificial are in some way acting as a whole.
13 One topic discussed in research literature, which is broadly con-
nected to hybrid personhood, is that of hybrid agency. However, this 
topic focuses on a different host of problems. It primarily deals with 
the question of action and decision making. For that reason and given 
the goals and scope of the paper, we will leave the discussion about 
hybrid agency out.

7 Given that anthropomorphism is not the main topic of this paper, 
we are unable to go in detail into the discussion of history of and 
main theories about anthropomorphism. This discussion is a matter of 
a separate research paper.
8 For a literature review on anthropomorphism in AI-enabled tech-
nology, see [35].
9 See e.g. [13] on anthropomorphism as a cognitive bias.
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not need to anthropomorphize your tablet and your laptop. 
You may develop a strong bond to your connected devices, 
or even pair with them, without any shadow of belief that 
they are more than what they are: inanimate artifacts. The 
problem we want to discuss emerges as a natural conse-
quence of the interaction with the device: we are faced with 
such intimate pairing between a human agent and technology 
in the process of solving cognitive tasks, that changes in the 
technological component of this pairing have a disruptive 
effect on the agency of the human.

Thus, our point is that it is not so much the case of misat-
tribution of human features to technology that is most 
informative for the understanding of the human condition 
in the context of HTI, but the co-dependency of human and 
artificial agents for the formation of their identity. When we 
shift the attention to the hybridization of personhood and 
acknowledge the degree of the investment of the user’s per-
sonality into a device, we will be able to better appreciate 
the uniqueness of modern technology (especially the various 
“smart” devices, see e.g., [5]) and its true effect on person-
hood. Let us take an example of conversational agents, i.e., 
artificial agents that—due to natural language processing (an 
AI technique)—allows direct verbal communication with the 
user (e.g., chatbots or virtual agents). Due to the desire to 
increase their usability, much of the discussion concerning 
conversational agents evolves around their human likeness 
(e.g., as avatars, digital twins, robots), with the main philo-
sophical intrigue being the acceptability of encouraging 
the tendency of users to treat various conversational agents 
(functioning as personal assistants, health chat bots, digital 
companions, therapists, etc.) as is if they were humans. Be as 
important as it may, the focus on the human-like appearance 
and human-like behavior of the artificial agent is missing 
an entire host of issues that stem from the fact that human 
agents do not just interact with the artificial conversational 
partners, but merge with them, whether they appear human-
like to them or not. This merging or pairing can take differ-
ent forms. Through the language-processing algorithm, the 
user’s data decides what the artificial conversational partner 
is, while the algorithmic determinants set constraints on the 
user’s cognitive processes and experiences which constitute 
a conversation. This affects the functionality and utility of 
conversations, especially when these happen between human 
agents, mediated by an algorithm. The extent to which the 
nature of the conversation changes and the implications of 
the human–computer pairing for conversation as a cognitive 
practice as well as for cognitive agency, are important ques-
tions with high ethical relevance and they are independent of 
the appearance of the technology for the user.

In a nutshell, we need to take a closer look to the fact 
that modern computer technologies, especially based on 
AI, function as cognitive extenders. Cognitive extenders 

fall under the category of non-autonomous systems, which 
means that they do not perform tasks on their own, but func-
tion as aids for the completion of various tasks by humans. 
A cognitive extender is

“[A]n external physical or virtual element that is 
coupled with the human to enable, aid, enhance, or 
improve cognition, such that all—or more than—its 
positive effect is lost when the element is not present” 
[29].

Several things need to be noted about this definition. First, 
by locating extenders outside the physical brain of the user, 
this definition sets extenders apart from cognitive enhancers, 
such as nootropic drugs. However, it does not draw a suf-
ficiently precise line between extenders and other types of 
enhancers, which do need to be physically incorporated in 
the brain. Any extender can become an enhancer if it enables 
its user to perform a certain cognitive task on a level beyond 
what is normally possible for the human brain. In other words, 
if it is the case that when an extender is removed, all that a 
person has lost is a competitive advantage, then it was used for 
enhancement. But what is more interesting, is the distinction 
between extenders on the one side and tools offering “cogni-
tion as service”, i.e., a range of tools that “augment and scale 
human expertise”, increasing “productivity and creativity… 
with the help of cognitive assistants” ([53], see more on cog-
nitive assistants [37]). The difference here lies not so much in 
the design of a specific device or its functionality or purpose, 
but in the degree of pairing between it and the human agent 
when it comes to performance of a certain cognitive task.

It is tempting to reserve the term cognitive extender 
for cases where a device helps to restore or substitute an 
impaired cognitive function in its user (assistive technol-
ogy).14 Some of Vold and Hernández-Orallo’s [57] examples 
of AI extenders fits this narrow definition. One example is 
that of Helen, an elderly lady with Alzheimer, who relies on 
augmented reality glasses that help her to orient herself in 
her environment, performing some of the cognitive functions 
for her: they help identify objects and persons, classify situ-
ations she finds herself into (for example as potentially dan-
gerous), and plan her day. Another example is that of Lewis 
with ADHD (attention deficit hyperactivity disorder).15 He 
uses a special AI device that keeps track of his activities and 
brain functions, produces recommendations and trains cer-
tain skills in a game manner. But even if such an AI device 
would have been unavailable to Lewis, he could have equally 
aided his cognitive tasks (such as attention, focus, planning) 

14 More on the use of intelligent assistive technology for dementia 
see [31].
15 Other fields of application of AI extenders in the field of mental 
health are: addiction, borderline personality disorder, and autistic dis-
orders (see 57 ).
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with different technologies: e.g., with a combination of vari-
ous applications on his laptop, tablet, and/or mobile devices. 
Calendar programs, project planners, reminders—when 
these are carefully tuned to Lewis’ needs—will help him 
to function normally when it comes to structuring his day, 
staying on track with studies and planning other activities. 
There are other applications that can help stay focused on a 
task. Sometimes, it can be as simple as arranging a certain 
type of background music/noise. For those who, like Helen, 
are suffering from memory problems, a solution may lie in 
combination of memo application, notebooks, photo pro-
grams, carefully selected and personalized for easy and swift 
use throughout the day. Even a paper notebook can play the 
role of a cognitive extender if it functions as an analogy to 
biological memory16 (cf. [11]).

However, it is important to note that Vold and Hernán-
dez-Orallo’s definition of cognitive extenders is designed 
to accommodate a much broader spectrum of cases, that is 
when essentially no impairment of cognitive capacities takes 
place. What is crucial is whether there is a sufficient degree 
of pairing between it and the human mind, that is, when the 
role of an external device for the performance of a certain 
cognitive task is too great and viewing it as an optional tool 
no longer makes sense. From this standpoint, my laptop (tab-
let or a mobile device) functions as my cognitive extender, 
because there is no longer an easy way for me to draw the 
line where my own cognitive contribution stops and the 
application on my device starts when it comes to such activi-
ties as recalling things, planning my day (both work and 
hobbies), spelling and word processing, creating narratives, 
navigation, and even selecting where to direct my attention, 
and what information is relevant. And all this with no AI 
involved, only via the interaction with an ordinary computer. 
Some 10 years ago, perhaps, it would have been easier to 
draw this line, and for some people it probably is. However, 
nowadays, the degree of reliance on computer technology for 
the whole range of cognitive tasks is so great, that separat-
ing them is no longer possible without a substantial loss in 
productivity and comfort of work and life. One cannot help 
but agree with Hernández-Orallo and Vold saying that “[o]
ne very interesting feature of these interactions is the way 
the user changes their reasoning processes: it is not that part 
of the process has been replaced; rather the whole task has 
been redesigned, and the skills of the human user often co-
evolve with the technology” [29], p. 507).

This broader definition of cognitive extenders has great 
potential for inquiring into the disruptive potential of technol-
ogy for human personhood, and at the same time, holds the 
key to the solution of how to mitigate the devastating effects. 

First, it allows us to stop seeing the process of HTI as involv-
ing two independent entities: a human agent and an artificial 
agent. We move towards perceiving them as hybrid agencies, 
i.e., as unique unities of distinct elements, human and artifi-
cial, which are interdependent. This allows to re-conceptual-
ize the HT pairing in such a way that is inclusive of various 
degrees of integration and co-dependency between these two 
participants. This in turn, allows us to recognize new types of 
vulnerabilities that human persons obtain as a result of enter-
ing the dependent relationship with an artificial agent, and to 
validate the negative experiences that the users suffer or may 
suffer as a result of their vulnerabilities (mitigation of disrup-
tive effects associated with this type of technology). A major 
source of vulnerabilities for personhood lies in the under-
researched fact that in the process of pairing with the device, 
the user invests her/his personality (and often life) in the piece 
of technology. Because of this, certain types of alternations of 
such a piece of technology have a disruptive effect on the user. 
This is not a minor thing: bringing forward the discussion 
about the dependency of human personhood on technology, 
prepares the ground for ethical reasoning justifying certain 
changes and policies. An example that illustrates this is as fol-
lows. Alan, a while ago, started using a certain combination of 
hardware and software, say a laptop of a certain architecture 
that is paired with an appropriate operating system. He has 
developed an ecosystem of productivity software that is work-
ing quite well, say an ecosystem of calendars, note-taking, 
and task reminder software. It has been working well, and 
Alan has integrated this in his workflows, while investing a 
significant volume of his data and information in his devices. 
However, the rolling update framework and periodic major 
release framework of many elements of his ecosystem one 
day cause his information and ecosystem structure to be lost. 
Some elements do not work any longer and, although some 
data are recoverable, the previously established pairing is lost. 
This has significant ramifications for Alan’s productivity, cog-
nitive performance, and well-being that cannot be assumed 
away by the usual thesis that all information is recoverable 
and all hardware is replaceable. Paraphrasing Simon [51], the 
whole is more than the sum of its (replaceable) parts, and seri-
ous problems arise when one is faced with disruption of that 
whole (the hybrid identity) due to the framework governing 
the updating of its parts (currently delegated to the industry). 
We elaborate on this next.

4  Extension of personhood and artificial 
identity

By becoming the locus of certain elements of human cognition, 
devices effectively extend human personhood. The relationship 
between the device and the human mind is no longer the one 
of instrumental type. The user relies on the functions of the 

16 On the use of digital systems and services as memory extensions 
see, e.g., [12] and [52].
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extender the same way as she/he would rely on her own cogni-
tive skills. The significance of the artificial agent for the human 
cannot be reduced to that of a mere tool for the solution of a 
certain goal at hand, at least not without an interruption and 
change in the continuum of the user’s cognitive practices, that 
is not without a damage to the identity of the user. As a result, 
if the separation from such a device or its alteration occurs, it 
is not surprising that the person may no longer feel the same or 
capable of dealing with certain life and work situations in the 
same productive manner, experience loss of certain abilities, 
feel a vacuum and face the need to re-learn how to solve famil-
iar problems, or even develop a new set of skills. And again, 
this is true of even the very mundane technology, such as our 
laptops and phones. Just imagine losing your laptop, and the 
backup hard drives; or your cloud storage being compromised.

Now, how can this be explained? Why do cases like unso-
licited external tampering with the artificial component of 
the human–technology hybrid agent have such a disruptive 
potential for human personhood? And why, again, it is not 
enough just to substitute the lost device with a similar one? 
What significance does our devices’ staying the same have 
for our personhood?

These questions point to another side of the hybridization 
phenomenon—the emergence of artificial identity, necessi-
tated and warranted by the propensity of the human person 
to stay the same, i.e., continue to retain identity within and 
despite the merging with an external device. Through their 
interaction, the artificial and human agents develop a unique 
psychosynthesis and identity co-dependency: to stay the same 
each component relies on the other to remain the same. This 
leads to a vulnerability of human personhood to changes in 
the artificial component. And this, in turn, ethically justifies 
protecting the artificial component from such changes, which, 
in fact, amounts to a requirement to preserve its sameness. To 
do that, we have to conceptualize artificial identity.

How are we to approach artificial agency in the given 
context? Arguably, any piece of technology is (a) reproduc-
ible, i.e., exists (or can exist) as more than one token, and 
(b) replaceable, i.e., any individual token can be substituted 
by another or similar copy. This, by definition, makes them 
not unique. The situation is getting even more difficult for 
“smart” devices. They are designed in such a way, that (a) 
allows a greater interchangeability of hardware (i.e., not only 
by same or similar copy, but by a completely different physi-
cal device), and (b) allows the same instance of software 
(preserving all the user settings and data) to exist on mul-
tiple hardware on the same time. Therefore, if the question 
of identity is one about the conditions for staying the same 
in one’s unique characteristics, then where does the unique 
identity of each token start?

The problem is that not all tokens will have an identity. 
Many will remain nothing more but replicas. Therefore, 
what decides whether a given token (say, my tablet vs. 

yours) will come to have an identity? We suggest that it 
makes sense to talk of artificial indefinity when the actions 
that alter or destroy the device, count—from the perspective 
of the user—as a non-trivial change or a disruption in his/her 
life. Throughout the history of her/his interaction with such 
technology as a laptop or a robot, the user has invested a part 
of her/his own personality into it, by fine tuning the settings, 
training algorithms with her/his own data, interconnecting 
various applications and servers due to her/his specific needs 
and preferences, feeding information about events in her/
his life to various systems, and making all that influence, 
structure, assist, and often regulate various aspects of her/
his life, work, and interactions with others.

Of course, in principle, this is true of any piece of tech-
nology. Even an artist’s chisel may come to possess iden-
tity if it becomes her/his favorite tool, extension of his/her 
hand and mind. It is unique, because it cannot be easily 
substituted with a new one. Even repairing the instrument 
may destroy its unique properties that the artist relies upon 
to deliver the results that she/he expects. The instrument 
is unique, because it is finetuned to the artist and her/his 
unique needs and abilities. Without it, the objects cre-
ated would not have had the same distinct features, would 
not bear the mark of the craftsman, and, which is equally 
important, the artist would not have had the same qual-
ity of the creative experience. But computer technology, 
and even more so AI and “smart devices”, not only have a 
stronger tendency for that, but also altering them tends to 
be more disruptive for the user. This is due to the fact that 
these, more often than other types of technology, become 
the extenders of the user’s personhood. However, the locus 
of artificial identity remains, as Hegel would put it, “for-us”. 
This does not mean that it exists only in the imagination of 
a human. Artificial identity is constituted by tangible ele-
ments, such as specific settings, modifications of the sys-
tem, memory, etc.17 But what we mean by “for-us” is that 
without the user, whose cognitive capacities it extends, the 
artificial identity would be meaningless. Staying the same 

17 An interesting question has been raised by a reviewer: since one 
of the general goals of artificial intelligence as a field of computer 
science is to build an artificial identity that combines attributes of 
multiple humans in one super-agent that will outperform humans in 
various tasks, where does this leave us with respect to the problem 
of biases in machine learning? Within the context of this paper, the 
phenomenon of biases in machine learning can be seen as the direct 
consequence of the hybridization of cognitive processes. It signals the 
fact that this pairing may (and, more often than we hope, will) happen 
in undesirable ways. As a result, we have to discuss in more detail the 
desirability and acceptability of certain types of human-AI pairings as 
well as the possible limitations on the hybridization in order to pre-
vent tuning artificial identity in a harmful way. Unfortunately, we can-
not explore this topic in any length in this paper. The question “What 
the (dependent) artificial identity should be?” certainly deserves sepa-
rate research.
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in its unique characteristics is conditional upon the impera-
tive to prevent disruptions in the cognitive life of a person. 
“For-us” also means that devices themselves are neither 
aware of their identity, nor have a need to exist in one form 
or another, or to protect a certain aspect of themselves from 
change or destruction.

What we find interesting about technology is that it is 
often misleading to talk about it in terms of general princi-
ples or a priori qualities. The true intrigue is in condition-
als, in concrete and tangible details of user experience. It 
is the unique conditions of the specific human–technology 
interaction environment that creates and shapes the identity 
of a device. These specific conditions determine whether 
the device remains an interchangeable copy or becomes a 
non-disposable, non-interchangeable, unique entity. This 
brings us to our main claim: artificial identity emerges in 
the interaction of the device with the user, and it is through 
this interaction that the device obtains its distinct features 
and the locus of its identity. Artificial identity, according to 
this view, consists of the extension of its user’s personal-
ity, as a synthesis with the user’s phycological states. It is 
in this psychosynthesis that a device develops its unique 
characteristics.

5  Artificial identity: why not just another 
person?

We have proposed, essentially, a dependent concept of 
artificial identity, i.e., a view according to which the iden-
tity of an artificial agent exists for a human user and is 
justified by the fact of the intimate integration of technol-
ogy with human personhood. There are multiple angles 
from which one could address the question about artificial 
identity. One—and perhaps the most expected in the philo-
sophical context—way to approach this issue would be to 
consider whether to ask whether an artificial agent can in 
principle be considered a person18 (on different aspects of 
this question see e.g., [8, 20, 22, 27, 42, 47]). The reader 
should not, however, expect from us a general philosophi-
cal discussion about the nature of personal identity—it 
will not be very useful considering the paper’s goals. 
Formulated this way, the question about artificial identity 
takes us in the hypothetical realm, where we will need 
to investigate the assumptions about future technology, 

i.e., a type of AI (strong AI) and properties which it may 
or may not come to possess. We do not deny that such 
discussion is scientifically interesting and important, but 
it simply falls outside our scope since we want to focus 
on existing technology and the effects it already has on 
human personhood.

We do, however, want to give our reason why we believe 
that artificial identity, as described in this context, should 
not be conceptualized analogously with personal identity 
or, to that extent, to the identity of animals (on the latter 
see, e.g., [21]). We give two reasons for this: the asymmetry 
and asynchronicity between personal and artificial agency 
compared to what can be called their “life cycles”, and the 
fact that artificial identity presupposes a non-derivative right 
to persist.

The first reason is that constructing the notion of arti-
ficial identity on the basis of comparison with personal 
identity is bound to be asynchronous and asymmetric. 
Generally, asynchronicity refers to non-correspondence 
between the temporal locus of human and artificial identity, 
while asymmetry refers to non-correspondence between 
their spatial loci. Taking asynchronicity first, if we were 
to consider the “life cycle of an identity”, i.e., the period 
from the time when the entity can be said to start being 
a unique individual to the point when it is no more, we 
are bound not to find the correct correspondence between 
humans and artificial agents. One reason for that is that 
there is generally no agreement about the beginning and 
the end of personal identity, while artificial agents (hard-
ware or software) are much easier to tokenize or segment 
and define temporally. Turning to asymmetry now, the fact 
is that artificial agents have unique properties which cannot 
be unproblematically transferred to human agents, and vice 
versa. One of these unique properties is the high degree of 
independence from embodiment: the software, containing 
all essential unique features of an artificial agent, can easily 
be detached from the hardware containing it, transferred to 
another hardware or exist on multiple devices simultane-
ously. Consequently, the elements of artificial identity are 
of a different nature than those of human identity. Hybridi-
zation of identity challenges not only the expectations of a 
synchronous and symmetric relationship between human 
and artificial identity, but it also challenges the inherent 
such properties in both identities alone.

DiGiovanna [21] argues that there is a need to take 
into account “the increased malleability of personal iden-
tity that this technology affords: an artificial being can 
instantly alter its memory, preferences, and moral charac-
ter”. This ability widens the divide between artificial and 
personal identities even further. The consensus among phi-
losophers is that personal identity is a matter of some sort 
of continuity, be it psychological (see e.g., [36, 41, 50]), 

18 Please note that this question, even though related to is nonethe-
less different from such questions, as (1) Whether artificial agency is 
similar to human agency; and (2) Whether artificial intelligence can 
be considered analogous to the human brain.
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physical [40, 55, 59] or narrative (e.g., [44–46, 54]).19 
The capacity to overwrite oneself is, thus essentially a 
“personhood-defeating capacity”. Compared to personal 
identity, artificial identity is much more flexible and capa-
ble of instant change, i.e., “reworkable”. This unique abil-
ity of the artificial agents or, as DiGiovanna [21] calls 
them, “para-persons”, calls for a change in our concept 
of moral agency (as a consequence of being a person) and 
for the readjustment of our moral judgements so that they 
can also fit the unique capacities of para-persons. Further-
more, across a wide range of capacities and characteris-
tics, artificial agents are able to achieve perfection on the 
scale and speed which is not available to humans, and thus 
could develop into supra-persons [23].

The second reason for which we have to refuse construct-
ing artificial identity analogously with personal identity is 
the following. The ascription of identity to a human or ani-
mal entails something that we will call here the non-deriv-
ative right to persist, i.e., the right to stay the same (con-
tinue to exist as the same entity) and not to be subjected to 
changes significant enough for them to stop being the same. 
In other words, animals and humans enjoy the right not to 
be mutilated physically and altered psychologically. And if 
that happens, these actions should be condemned as torture. 
Humans and animals have such a right simply in virtue of 
having their unique identities (not in a legal, but rather in a 
moral sense). Objects, on the other hand, only have the right 
not to be significantly altered iff they are property (but then 
again, I am free to do anything I wish to my property, but not 
someone else’s) or of recognized value (such as art objects). 
Thus, the ascription of identity to objects is crucially differ-
ent. Now, where does artificial identity belong? Devices do 
not have the non-derivative right to persist like animals and 
humans do. This is clear from the ease with which devices 
are modified, updated, or exchanged for newer models. By 
default, the software in our computers, tablets and phones 
is regularly updated in the manner that significantly alters 
interface, functionality, personal settings, and as a result 
overall performance and workflow.

Why, then, not to give up the talk about artificial identity 
altogether? The reason is that artificial agents, while inti-
mately paired with human agents, are physically embodied 
independently from the user’s brain or body. They are, in 
one way or another, instantiated in the world, as distinct 
and destructible tokens. The set of vulnerabilities that 
human personhood is open to when conditioned only by 
its body and mind is different from the vulnerabilities that 

personhood has when conditioned by a combination of body, 
mind, hardware and software. One could now hurt one’s 
person without doing anything directly to the person’s mind 
or body, but by just attaching the hardware or software of 
the extender. The human person becomes also vulnerable 
to types of harm that had not been applicable to him/her 
before such pairing, i.e., to threats of altering or terminating 
functions of the device they are paired with. In a nutshell, 
certain aspects of personal identity become dependent on 
the sameness of the unique characteristics of devices, with 
which they are sufficiently paired.

This makes it clear why there is a need to conceptual-
ize artificial identity, even despite the fact that the concept 
of personal identity appears to be a poor analogue. The 
approach we have outlined has a good potential for creating 
such an alternative account, which will help to (a) identify 
the right conditions under which identity can be ascribed to 
a device/piece of software and (b) conceptualize artificial 
identity uniquely as an identity of a device (that is of a piece 
of technology as opposed to a human or an animal), respect-
ing its ontological status and epistemological role.

6  Ethical implications

The account of artificial identity outlined in this paper poses 
a serious challenge for developers and existing practices of 
software lifecycle such as update schedules. Such prac-
tices will have to be modified so that they avoid unsolicited 
changes in the devices which entail disruptions in the func-
tioning of the user.

This is why. Even though, artificial identity is to be found 
in the unity of the artificial and human agents, this unity is 
such that (a) only the human is interested in persisting in 
the future as well as in not being harmed, and (b) there is 
a marked disproportionality of the harmful consequences 
in case the integrity of the hybrid agency is threatened. 
Because the user has invested her personality into the device, 
what threatens artificial identity exposes the vulnerability of 
the user. By pairing with the device, investing her personal-
ity in tuning the device, she renders herself vulnerable to the 
risks of harm in case the device stops being the same. This, 
as we discussed above, makes artificial identity, in effect, an 
extension of human identity, and provides it with a moral 
status (cf. [9, 28, 29]). While the mutual vulnerability grants 
the identity extender its unique right to persist, that is, to 
not be subjected to any unsolicited external manipulations 
that would result in its alteration, degradation, or termina-
tion. Without the sufficient paring with the human agency, 
the artificial agent would remain just a replaceable piece 
of property. Thus, altering it, removing it from the user or 
destroying it, would be expected to produce the same effect 
as, for example, stealing one’s wallet or damaging one’s 

19 For those interested in a review of the discussion about the possi-
bility to ascribe to artificial agents personal identity based on the clas-
sical conception of identity as continuity, we recommend [21].
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car—yes, it does harm the owner, but it does not produce 
the same kind of disruption in his/her cognitive processes, 
productivity, and life flow as tempering with such abilities 
as one’s memories, ability to calculate, plan and structure 
activities, or produce speech has. When a device or an arti-
ficial agent becomes a personality extender, it is the vulner-
abilities of the human personhood that warrant its right to 
not be altered or destroyed, unless the conditions for the 
smooth transition to another state can be guaranteed.

We must raise awareness about the unique psychosyn-
thesis with the artificial agents we live with. Overwriting, 
updating, or substituting the technical component of this 
psychosynthesis with a blank copy, is nullifying the user’s 
personal investment into the device. A somewhat similar 
effect would be produced if a building company would 
each year return your property to the state it was before you 
moved in (including, for instance, removing paint from the 
walls, scraping the floor, and in some cases getting rid of 
your furniture). For personal assistants, the effects of exter-
nal intervention into its functioning can be analogous to a 
case of your partner resetting once a year, completely forget-
ting you and the history of your relationship.

Given that such technology as AI assistants and smart 
devices are no longer interchangeable but rather function as 
extenders of the cognitive capacities of users, alteration of 
which is associated with significant harm to the user, intru-
sions into the device’s software are no longer a morally neu-
tral act. There is a need to assess the impact of such resets on 
the user. Minimize the adverse effects on the user is a part 
of responsible design. In other words, we have to evaluate 
what effect such manipulations as substituting, significantly 
altering, updating, overwriting the software of the device 
has on its user’s productivity, cognitive capacities, and 
work/life routines. In cases when sudden alterations in the 
device inhibits the user’s ability to create and be productive, 
disrupts the flow of life and lowers her experience of the 
interaction with the device, we are warranted to say that the 
token was irreplicable and thus had obtained a certain iden-
tity. These concerns become even more pronounced in the 
case of AI technologies that directly aim at extending human 
personality, such as digital twins. We need further research 
in their connection with the original (i.e., the human per-
son) and the acceptability of different types of manipulation 
with the digital twin in the light of the potential effect on 
the human and her life. Consequently, the regulatory prin-
ciples of such technological innovation frameworks have to 
be discussed.

In the attempt to start theorizing about the type of legal 
cases occurring due to the nature of the unique HTI in such 
circumstances, Carter and Palermos [9] introduced the con-
cept of extended assault on the user’s person. Even though 
the authors themselves are cautious about the term and its 
legal implications, we believe the concept is useful from a 

moral point of view. It helps validate the feelings of being 
violated that you may have in response to harm inflicted to 
your cognitive extender in cases when “someone intention-
ally broke our phone, stole our smartwatch, or hacked our 
laptop in a way that significantly undermined our ability to 
organize our lives”, or when “someone compromised the 
gadgets you rely on daily, such that your diary appointments, 
your contacts list, photos, system preferences and function-
alities, research notes, folders, reminders, push notifica-
tions, and so on have all turned into a jumbled, corrupted 
mess of disorganized data”. From here, it is easier to start 
constructing the concept of responsibility for this type of 
assault, which, given the right to persist that the cognitive 
extender acquires, cannot be reduced to mere compensation 
for damage.
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