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Abstract
Artificial Intelligence (AI) continues to pervade several aspects of healthcare with pace and scale. The need for an ethical 
framework in AI to address this has long been recognized, but to date most efforts have delivered only high-level principles 
and value statements. Herein, we explain the need for an ethical framework in healthcare AI, the different moral theories 
that may serve as its basis, the rationale for why we believe this should be built around virtue ethics, and explore this in the 
context of five key ethical concerns for the introduction of AI in healthcare. Some existing work has suggested that AI may 
replace clinicians. We argue to the contrary, that the clinician will not be replaced, nor their role attenuated. Rather, they 
will be integral to the responsible design, deployment, and regulation of AI in healthcare, acting as the moral exemplar for 
the virtuous machine. We collate relevant points from the literature and formulate our own to present a coherent argument 
for the central role of clinicians in ethical AI and propose ideas to help advance efforts to employ ML-based solutions within 
healthcare. Finally, we highlight the responsibility of not only clinicians, but also data scientists, tech companies, ethicists, 
and regulators to act virtuously in realising the vision of ethical and accountable AI in healthcare.
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1  Introduction

Artificial Intelligence (AI) continues to pervade several 
aspects of healthcare from diagnosis, epidemiology and 
drug-discovery to operational performance and value 
improvement [1–9]. For example, Ardilla et al. present a 
deep-learning system for predicting lung cancer with an area 
under the receiver operator characteristics curve value of 
94.4% [8]. Some have even gone as far as to suggest that AI 
will replace clinicians [10, 11]. Whilst this may seem sen-
sationalist, by facilitating data analysis at a level far beyond 
the limit of human capability, AI does have the potential to 

disrupt and revolutionize how we see healthcare from the 
system, clinician and patient perspectives.

Naturally, the significant disruption posed by the intro-
duction of AI to any industry is not straightforward to effec-
tively manage, nor without ethical challenges. The need for 
an ethical framework in AI to address this has long been 
recognized but to date, whilst specialised technical solutions 
have been proposed to parts of this problem [12–14], most 
efforts have delivered only high-level principles and value-
statements, understandably restrained in putting forward 
more detailed recommendations [15–18]. Even less work 
focuses specifically on bioethics and AI in healthcare and 
where it does, the stance often appears speculative [19–21]. 
As a result, the medical community remains largely unin-
formed as to the ethical intricacies introduced by AI [22].

While speculative and sensational arguments may serve to 
raise public awareness and focus debate on the ethical chal-
lenges that encompass the deployment of AI in healthcare, 
further discourse is needed particularly within the medical 
community, to evolve the argument towards tangible results. 
In this paper, we seek to contribute to this discussion. We 
collate relevant points from the literature and formulate our 
own to present a coherent argument for the central role of 
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clinicians in ethical AI. With this, we propose ideas to help 
advance efforts to employ Machine Learning (ML)-based 
solutions within healthcare.

We begin with an introduction to AI and ML and the dif-
ference between them. Henceforth we center mainly on ML 
due to its increasing popularity as an AI technology applied 
to healthcare. In “Section 2: the need for ethics in healthcare 
AI” we explain why ethics is needed in healthcare AI. We 
first propose the use of virtue ethics in the healthcare setting, 
focusing for illustration purposes on Aristotelian virtue eth-
ics and discuss our arguments for its suitability, contrasting 
it with other main moral theories encountered in AI Ethics 
literature—Kantian deontology and (utilitarian) consequen-
tialism. We go on to propose that virtue ethics also be used 
in further developments of ethical ML, drawing on exist-
ing arguments from the literature. These arguments help 
to further our main point, that the advancement of ethical 
healthcare AI will act to safeguard the role of the clinician.

Having made our case for virtue ethics in both health-
care and ML, we take this forward in “Section 3: practical 
ethical considerations of ML in healthcare” to respond to 
some popular objections to the use of ML in healthcare. 
Here we discuss practical considerations, suggest future 
work and touch upon the very important issue of reasoning 
under uncertainty. In doing so we argue that the clinician 
will not be replaced, nor their role attenuated. Rather, we 
illustrate how they are and will be integral to the responsible 
design, deployment, and regulation of AI in healthcare, and 
will keep their role as the moral exemplars for the virtuous 
machine.

2 � Section 1: artificial intelligence 
and machine learning

The terms AI and ML have gained buzzword-status in the 
healthcare domain but are erroneously often assumed to 
mean the same thing. Generally, AI describes the ability of 
machines to demonstrate intelligence, by performing tasks, 
problem-solving, or acting in ways that maximise its chances 
of reaching its goals. Artificial Intelligence is an all-encom-
passing field for related methods and agents that includes, 
amongst others, expert systems, ML and newer technologies 
and specialisations such as deep learning.

Expert systems make decisions by combing an extensive 
knowledge base using mainly logic-based “if–then” rules 
derived from domain-expert proficiency. They have long 
been trialed in healthcare and unfortunately have often met 
with limited adoption [23–25]. Due to this, as well as the 
growing frequency seen in the use of machine learning for 
novel AI implementations in healthcare, we shall henceforth 
focus our attention on ML. It has recently often yielded 
superior functionality compared to expert systems through 

its ability to learn from and adapt to the data it is provided 
with, without having been explicitly programmed to do so in 
any particular way [23–25]. ML algorithms are able to train 
on vast datasets, implicitly finding patterns and relationships 
therein and updating their parameters in an iterative fashion 
to create a system capable of deriving the most accurate 
predictions [26].

A tentative example that could illustrate the comparison 
between the above two methods is the following: imagine 
the expert system as a keen and able student of medicine 
with limited clinical experience, applying externally gener-
ated rules and general principles to new patients seen on 
the ward, and ML as a senior, experienced clinician, who 
has through their training reached a method of practice tai-
lored to their particular experience, which takes precedence 
over any prior rule-based approaches, able to learn from 
this past experience and even learn from new cases while 
continuously self-improving their behaviour and maintaining 
a decision-making process that has a probabilistic aspect to 
it. This is an analogy also seen in [27].

3 � Section 2: the need for ethics in healthcare 
AI

A lot of work on applying ethical AI has revolved around 
autonomous machine agents such as robots and self-driving 
cars that, by design, will be capable of making independ-
ent decisions that could impact on humans [13, 14, 28]. 
The need for a robust ethical framework to guide this deci-
sion-making is obvious through the lenses of safety, trust 
or explainability. However, whilst robots are already used 
in surgery, current advances in medical AI are not largely 
autonomous and have been designed to support rather than 
replace clinicians [29]. Even without autonomy, how we 
design and use such tools for virtuous means remains of 
utmost importance. For these reasons, just as clinicians’ 
decision-making is informed by their ethical character, 
machine agents built for healthcare should also be informed 
by ethical character and this should be decided as far in 
advance as possible, so as to ensure control and maximal 
representation of medical practice.

4 � The case for virtue ethics in healthcare

The rationale for why we believe virtue ethics to be the most 
suitable ethical framework for medical machine learning is 
made clear when we contrast it with the other two main 
families of ethical theories used as bases for work in AI eth-
ics: Deontology and Consequentialism (Fig. 1).

Both of these theories center on the action being per-
formed by an agent. Deontology, or duty-based ethics, 



169AI and Ethics (2022) 2:167–175	

1 3

focuses on inviolable principles and duties driving the intent 
of one’s action in a specific situation. We focus in particu-
lar on Kant’s moral philosophy and our opinion follows the 
received view on reading Kant which sees one’s rational 
will as the central element to be evaluated for goodness (as 
discussed in [30, 31]). In one formulation of his Categorical 
Imperative, Kant [32] argues that one should always ‘act in 
such a way that you always treat humanity, whether in your 
own person or in the person of any other, never simply as 
a means, but always at the same time as an end’. However, 
whilst this action may be beneficial for the object it does 
not always secure the same benefit for the wider population 
due, for example, to an uneven distribution of goods pos-
sible when acting without an explicit focus on wider conse-
quences. Some formulations of Consequentialist ethics, for 
example maximising utilitarianism, take up the opposing 
view, that the moral weight of an action is based not on the 
benefit to one individual, but its maximal utility to the entire 
population—‘the greatest good for the greatest number’[33]. 
However, our focus here is not on these two paradigms and 
so for brevity we shall take our eye away from the theory and 
instead focus on the practical aspects of their use.

In isolation, these contrasting ethical families could be 
difficult to apply and straightforwardly guide clinicians 
through the frequent ethical conundrums faced in health-
care, due for instance, to friction between conflicting prin-
ciples. For example, whilst we have a duty to provide the 
patient in our consultation room with as much time as they 
need to understand their condition, the most suitable treat-
ment plan and the best overall healthcare experience, we 
also owe this to all the patients in the waiting room. Thus, it 
is that for most healthcare systems, resources are finite and 
the responsibility of those who decide how to allocate them 
must be to employ a strategy that balances individual needs 
and those of society as a whole. This can lead to great dif-
ficulty in automating such decisions and also to some hybrid 
approaches such as using ML to inform a clinician’s decision 
making.

In reality, there is no easily formalisable way to make 
such decisions to be readily found in the literature and, 
when forced to, clinicians may turn to their inherent moral 
reasoning and character, tempered by emotions, for guid-
ance. Gardiner [34] states that ‘the nature of our character 
is of fundamental importance’ in moral decision making 
and that whilst care and consideration should be taken, 
that it is ‘unwise to strip this process of affect or attitude 
and focus on reason alone’. This brings to mind the ideas 
found in virtue ethics and resonates well with Aristotle’s 
theory that mirrors the above anecdotal evidence in refer-
ence to developing one’s moral intuition, which is then 
to be relied on in making good decisions. Furthermore, 
as Aristotle also points out (and as has been proven true 
by the lack of homogeneity or agreement in moral theory 
in the past millennia), there may not be any ground-truth 
upon which everyone agrees in terms of ethics, and thus 
we turn to moral exemplars and the building of moral char-
acter through habit.

In contrast to deontology and consequentialism, virtue 
ethics focuses on the character of the moral agent perform-
ing the action, rather than the action itself. In Aristotle’s 
formulation of this moral paradigm, a virtuous agent is one 
whose good character has been developed through learning 
and habitual practice of virtuous traits, such that they have 
become second-nature. Moving away from straightforward 
and rigid normative principles, it holds that the decisions an 
agent makes are rooted in its character and this makes it par-
ticularly relevant to ethical dilemmas in healthcare, where 
the decision reached (which stems from the clinician’s arete 
(excellence)) may not always satisfy all parties. This failure 
to satisfy all is mitigated by the very fact that the agent is 
acting virtuously. As Aristotle [35] states, ‘the virtue of man 
also will be the state of character which makes a man good 
and which makes him do his own work well’. Ideally, the 
clinician will make the best decision, because the clinician 
wants to make the best decision and he has built the virtuous 
character that makes him do his work well. Confidence in the 
clinicians’ decision-making can then be developed through 

Figure. 1   The families of ethical theories considered. While deon-
tology and consequentialism are based around discussing the ethical 
nature of the action being performed, as judged from the intentions/
duties behind the course of action or the consequences stemming 

from it respectively, virtue ethics focuses more on the nature of the 
agent performing the action, and how one can evaluate the agent’s 
character from his behavior
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repeated success and this focus on character in training may 
facilitate trust from patients through the transparency of its 
methods and visibility of its results.

5 � The case for virtue ethics in ML and how it 
has been made before

So far, we have argued for the importance of virtue ethics 
in facilitating a deeper appreciation of the ethical dilem-
mas seen in healthcare, but what of virtue ethics in AI? 
Truly autonomous agents will require the ability to abide 
by ethical principles [36]. In identifying which of the three 
families would be most suitable to ML particularly, Ber-
berich and Diepold [37] see virtue ethics as an obvious 
choice based on the way ML specifically is designed. We 
agree with their point and also hold that deontological and 
consequentialist frameworks can be seen as products of the 
top–down approach in building a moral expert system that 
can be obtained, for instance, by feeding it moral facts and 
either asking it to perform logical inference (deontologi-
cal, rule-based) or by defining an explicit value function 
which is maximized by the consequences of the correct 
action (consequentialist). They argue that ML design on 
the other hand takes the bottom–up approach in learning 
moral actions and that this is more aligned with virtue eth-
ics, as ‘it allows non-cognitivistic and anti-universalistic 
positions, and thus needs philosophical justification in 
the form of an underlying moral theory’. They go on to 
argue that the central notions of learning and habituation 
in virtue ethics make it a more seamless and natural choice 
compared to deontology or consequentialism.

In addition to this, the use of virtue ethics would give 
us a way of learning good habits through imitating the 
behaviour of those we consider to be good agents (the 
Phronimi), without needing a thorough theoretical under-
standing of action, as required by consequentialism (in 
evaluating consequences and total utility) or deontology 
(in selecting and operating with rules and duties). This 
mirrors well the ethical training given to medical students, 
whereby one learns from prior cases to emulate the expe-
rienced approach of an existing practitioner, who can be 
seen as the Phronimos in that context. There are four pil-
lars of medical ethics, the concepts of autonomy, benefi-
cience, non-maleficence and justice [38]. The wide-spread 
reliance on them demonstrates how medical ethics already 
has virtues at its core, as striving to integrate these four 
ethical values into one’s character is a markedly virtue-
building, character-driven approach.

However, whilst we believe virtue ethics represents the 
best chance at making progress, we note that it is not the 
only paradigm that would safeguard the clinician’s impor-
tance. The clinician’s role is also maintained should the 

other moral theories be used. Data used to inform both 
consequentialist learning algorithms and deontological 
rule-based ones would arise from existing clinical experi-
ence (and by extension the clinician), and, therefore, both 
consequentialist and deontological theories would revolve 
around the clinician’s activity.

6 � Behind every virtuous machine…

In their paper, ‘Toward the Engineering of Virtuous 
Machines’, Govindarajulu et al. [39] draw on Aristotle’s 
'Nicomachean Ethics’ to argue that the habitual practice of 
virtuous traits is learned from moral exemplars—Aristotle’s 
Phronimi or 'wise ones'—‘no one can become a master ten-
nis player or pianist without, specifically, playing tennis/
the piano with an eye to the mastery of great exemplars in 
these two domains’. Their argument is furthered by refer-
encing the work of Vallor who states that these virtuous 
traits are cultivated states of character ‘manifested by those 
exemplary persons who have come closest to achieving the 
highest human good’.

Given this, regardless of whether it refers to a truly auton-
omous machine agent or a ML algorithm designed to sup-
port clinicians, considering the lack of clear-cut rules for 
moral decision making in this context offered by other moral 
theories, it naturally follows that a machine may never be 
virtuous or used virtuously in healthcare without the clini-
cian as its moral exemplar.

There may be a worry that once we have trained a virtu-
ous machine using human moral exemplars, this machine 
could then act as the exemplar for others, rendering human 
exemplars redundant. However, we believe that this would 
only be possible if there were a virtuous machine that could 
act well in every conceivable clinical scenario, both now 
and in the future. Due to the continuously evolving nature 
of the clinical practice, new data and methods would need to 
be integrated into any model we have built. With every new 
treatment option, investigation modality or disease, come 
new ethical conundrums, and with them new agreed-upon 
solutions and beliefs about how to act best. To integrate all 
of this, as ML models are trained on specific data, a new 
training phase (or on-the-fly adaptation) would once again 
require our guidance as human moral exemplars.

7 � Section 3: practical ethical considerations 
of ML in healthcare

Let us now explore some practical considerations and con-
cerns around the use of AI in Healthcare, focusing in par-
ticular on ML. Through its very goal-oriented design, ML 
is expected to provide significant utility in healthcare by 
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performing tasks, more efficiently and faster than humans. 
The benefits of this will be crystallised into decreased work-
load, freeing up healthcare staff to handle more complicated 
tasks, helping optimise resource allocation and improving 
quality. Take for example, ML algorithms that can accu-
rately distinguish a benign from a malignant lung nodule 
[8] or predict which patients are likely to miss a particular 
hospital appointment and send them targeted reminders or 
even prescribe them an appointment they are more likely to 
attend [2].

There have, however, been ethical concerns raised by the 
prospect of the introduction of ML in healthcare. Here, we 
explore and challenge some popular concerns in more detail, 
highlight the central role of the clinician and, where relevant, 
point out the benefits of a virtue-based approach:

8 � “ML will erode the patient experience”

A patient’s experience of healthcare is more than diagno-
sis and treatment. Good care requires psychological as well 
as physical wellbeing and is determined by the emotional 
support received along a patient’s journey, shaped by their 
interactions with healthcare staff. Whilst ML applications 
may influence these interactions they are less well skilled at 
detecting non-verbal communication, tone of voice or other 
subtle cues and are not thought to be capable of emotionally 
driven decision-making, so would not be able to replace this 
human facet of care [40, 41]. This represents a key barrier 
to patients welcoming the introduction of AI in healthcare 
[42]. To allow the erosion of this important element of care 
would subvert the patient experience and would, therefore, 
be unethical [43]. Thus, as we see that traits of character 
such as trustworthiness or bedside manner are important, a 
virtue ethics or character-based approach may allow us to 
incorporate some of these traits, maintaining these aspects 
of the patient experience as much as possible. We look at 
this from another perspective in the next passage.

9 � “ML will undermine the clinician”—
decision support and reasoning 
under uncertainty

Framed in the notion that ML algorithms represent epistemic 
peers because they are trained and validated on the opinions 
of experts, Grote et al. raise the concern that such algorithms 
pose a source of uncertainty and challenge the authority of a 
clinician [26]. We believe that their argument, while valid, 
may rely on a yet unrealisable and perhaps even undesirable 
premise and thus may be unsound. The role of ML in health-
care does not necessarily need to be that of an autonomous 
peer setting off to manage cases whilst clinicians take a back 

seat. Taking the function of diagnosis as an example, it can 
instead serve as a decision support tool—the latest addition 
to the clinician’s arsenal, alongside the stethoscope or the 
CT scan. Indeed, at their introduction skeptics may have 
argued that these tools eroded a clinician’s diagnostic skill. 
In actuality, we believe it is obvious that they have enhanced 
the practice of medicine, allowing the diagnosis and treat-
ment of more and more patients with more and more com-
plicated diseases.

Furthermore, clinicians are well trained to deal with 
uncertainty. Taking a thorough history, examining the patient 
for physical signs, deriving further clues through blood tests 
and imaging and crucially, drawing on years of experience, 
they are experts in the multi-system integration and analy-
sis of data and know that these clues don’t always paint a 
clear picture. They are able to evaluate risk and make val-
ued judgements. The maxim “don’t treat the numbers, treat 
the patient” that senior clinicians use to teach junior col-
leagues exemplifies this. Consider a patient with suspected 
lung cancer recurrence on their CT scan. Where the clinician 
is uncertain as to whether this change is indeed lung can-
cer, they do not simply accept the CT findings and treat the 
patient. They can instead order a PET scan and/or request 
a biopsy for confirmation. Even the most sophisticated ML 
algorithm is unlikely to render uncertainty extinct and so in 
the same way, the clinician who has arete, or moral excel-
lence and virtue, would know how to interpret and use the 
view of the algorithm, not simply letting it “run the show” 
in isolation or allowing it to undermine their expertise or 
confidence.

10 � “ML threatens shared decision‑making”

Whilst not always strictly adhered to in all healthcare cul-
tures, ethical and shared-decision making is now common-
place in most settings and is recognised through “profes-
sional codes of practice and regulatory frameworks that 
establish fiduciary duties (of clinicians) towards their 
patients” [15]. These fiduciary duties are guaranteed through 
clinicians’ professional values and self-governance. Ethical 
and shared decision-making is, therefore, the product of a 
clinician’s commitments to promoting their patient’s best 
interests. Importantly, this is not solely the prolongation of 
life and what may be in one patient’s best interests may not 
be in another’s. Where two patients have the same diagnosis 
of advanced cancer with a poor prognosis, one may choose 
the best supportive care and to focus on the quality of life 
whilst the other may choose further chemotherapy. Neither 
is necessarily the wrong choice and it is the arete-imbued 
clinician that works with both patients to arrive at that which 
is best for them.
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McDougall [21] has suggested that ML algorithms 
pose a threat to shared decision-making as they (cur-
rently) do not facilitate consideration of patient values as 
parameters influencing their outputs. Although patient 
autonomy may be applied to the range of treatment 
options recommended based on a standardised value such 
as maximising lifespan, she argues that this is but a sec-
ondary consideration. It also fails to accurately replicate 
the clinician-patient decision-making process whereby a 
clinician would consider the patient’s values from the out-
set when formulating management options. In reference 
to the above example, if an algorithm was built largely 
on data from patients electing for further chemotherapy, 
it may be more likely to offer this to the patient who pre-
ferred best supportive care, unless the patient’s values 
were an input variable.

There are few cited examples of AI models that facili-
tate individual patient values as input variables. IBM’s 
Watson for Oncology, which was trained on data from 
MD Anderson Cancer Centre in America has been criti-
cised for its lack of concordance with clinicians in Asia 
[44, 45]. One argument for this is that cultural (patient-
centered) as well as clinical factors are key in shared 
decision-making.

In response, McDougal calls for value-sensitive design 
whereby an individual patient’s values can be used to 
weight the algorithm from the outset. We also espouse 
this value-based approach, and have upcoming work aim-
ing to show how to use this to construct artificial moral 
agents. As it allows for the inclusion of such external 
values, this is another reason why a virtue-based approach 
is useful in answering such concerns.

Di Nucci [46] raises an important criticism to McDou-
gall’s argument with said fiduciary duties in mind. It is 
because of these that moral clinicians would not coerce 
or bias patient decision-making. Furthermore, he argues 
that the neutrality posed by algorithms would help to 
counter biased decision-making and help facilitate per-
sonalised, patient-centred choice (It should be noted that 
the alleged neutrality of AI algorithms is highly contested 
with numerous examples of biased decision-making due 
to skewed training data [40, 47]). In response, McDou-
gall raises the point that the way in which ML tools are 
used in practice can be discordant to the intentions of 
their designers [48]. However, her point here relies on 
the assumption that ML designers had first considered 
patient-values, which is not necessarily the case. As such 
fiduciary duties as professional codes of practice, val-
ues, external regulatory structures and self-governance do 
not yet exist between technology developers and patients, 
there is no obligation or foundation for this to be built 
upon as of yet.

This, therefore, provides the virtuous clinician, together 
with the patients for whom they advocate, with a key 
objective: to engage with technology developers to ensure 
healthcare ML algorithms are developed with patient val-
ues at their core and to engage in research and debate on 
how such tools should be used ethically in practice.

11 � “ML cannot be understood, and this 
is dangerous for patient care 
and informed consent”

ML has been labelled as a ‘black box’ system, and it 
requires complex technical skill to understand the math-
ematical theory underpinning it and the programming 
languages used to write it. Also, and of most conse-
quence, because there exists an (at present) impassable 
gap between its high-dimensional mathematical ability 
and that of human reasoning and interpretation [49]. The 
former can be resolved through education and engagement 
of users (clinicians and patients) but although research into 
‘explainable AI’ is widely ongoing, the latter may repre-
sent a challenge to informed consent. Due to the opacity 
in understanding how a ML algorithm has reached a par-
ticular outcome, the patient may lack sufficient informa-
tion as to the accuracy of a diagnosis or the rationale for 
a particular treatment [26]. In addition to this, if the clini-
cian is unable to explain the machine’s decision, which is 
the crux of the ‘black box’ argument, this may undermine 
a patient’s confidence and autonomy and presents another 
example of how ML may threaten shared decision-making.

12 � From one black box to another—
medicine and ML

On the contrary, there are examples of black boxes in med-
icine itself where our understanding of pathophysiology 
and mechanisms of interventions is limited. London [50] 
argues that the opacity seen with ML is not radically dif-
ferent from that seen in some aspects of clinical decision-
making. Drugs with unknown mechanisms of action are 
routinely prescribed for numerous conditions. Bjerring 
et al. [51] argue that this pharmacological black-box is dif-
ferent to that of ML as the clinician can share with patients 
at least some information such as general characteristics of 
drug-trial participants, trial design and statistical measures 
that informed the result. However, is this really so differ-
ent to a ML model in healthcare? If the clinician is able to 
explain to the patient how the ML algorithm was trained 
and validated, how it has performed in previous cases and 
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how its performance compares to the next best option, 
wouldn’t that be sufficient to inform consent?

Furthermore, London [50] highlights Aristotle’s belief 
that knowledge of particular facts is critical to success in 
action and, therefore, more important than knowledge of 
the principles that explain them. Patients appear to support 
this belief, valuing accuracy over explainability in at least 
some healthcare scenarios [43].

One could, therefore, argue that considered, clinical 
judgement, based on empirical validation of an interven-
tion’s benefits is more important. One may not be able to 
explain how the machine reached its conclusion, but if 
the conclusion is validated as being the best option for the 
patient, how much does this matter?

13 � Who is to blame when ML gets it wrong?

It is true that ML decision-making is at risk of an under-
performance that could potentially lead to harm and it is 
important to highlight the scale of the impact that such 
ML-mistakes could have on not just one, but thousands of 
patients [52]. Of course, such ML algorithms should not be 
deployed until they have passed robust audit and validation 
measures, however, this raises the question of who is to be 
held morally and legally responsible when ML makes an 
error. In particular, note that any moral paradigm chosen at 
the system’s core would need to prove it is trustworthy as 
well as comply to relevant regulations and manage public 
accountability. Again, we can make a case for virtue ethics 
as the best central framework for ethical AI in healthcare. 
Every actor with arete playing their best part in the pathway 
from conceptualisation, construction and clinical use of an 
ML algorithm could reasonably feel responsible in the event 
of it failing. Schiff et al.[53] list a subset of actors who could 
principally be held responsible, detailing the roles they can 
play in mitigating medical ML errors.

All of these groups must fully understand the potential 
consequences for their intended course of action from the 
outset. Clinicians and patient-groups should engage with 
data scientists to produce responsible medical ML and regu-
latory bodies should work with these group to tackle issues 
around transparency, accountability, fairness and bias before 
ML can have a firm footing in healthcare. NHSX has already 
begun to do this through its code of conduct for data-drive 
technology which encourages innovation and technological 
development within the confines of ethical and regulatory 
boundaries [54].

We propose that future work examines these aspects, 
and in particular the role that virtue ethics could play in 
building responsibility into such systems compared to other 
approaches. We anticipate that being able to point to specific 

virtues or values will be of great use in understanding deci-
sions and attributing responsibility, more so than that of 
consequences or specific rules having been followed. This 
is because legal and moral responsibility can be separated, 
as in certain forms of corrective justice where there remain 
reasons to assign legal responsibility to actors who may not 
hold moral responsibility (for example, tort law and more 
generally criminal law, as discussed here [55]).

14 � Conclusion

Herein, we have sought to explain the need for an ethical 
framework in healthcare AI and the rationale for why this 
should be built around virtue ethics. We have gone on to 
argue that the introduction of AI in healthcare will not dis-
place the clinician, but instead cement their role as the virtu-
ous phronimos, or moral exemplar, for the moral machine. 
We have explored this further in the context of five key 
ethical concerns for the introduction of AI in healthcare and 
argued for virtue ethics’ suitability in dealing with them.

We strongly believe that it would be clearly wrong to 
deprive patients of the significant benefits that healthcare 
AI brings, provided that we can ensure its safety and ethical 
behaviour, and, therefore, healthcare systems must evolve 
to accommodate it. Medical ML, for instance, can signifi-
cantly improve clinical decision-making capability but for 
this to happen, clinicians must actualise their responsibility 
in engaging with and understanding it. This includes algo-
rithm architectures, the integrity of the data they are trained 
on and their limitations—how their accuracy and perfor-
mance vary and measure up against non-ML alternatives. 
Moreover, they must be able to explain the relevant parts 
of all these to patients to maintain patient autonomy and 
preserve informed consent.

Furthermore, other actors in the healthcare AI arena will 
also need to demonstrate virtue and play their part respon-
sibly. For data-scientists and technology companies, this 
means a commitment to creating explainable AI as much 
as possible and to conforming to the same principalism and 
similar fiduciary duties to patients as their clinical coun-
terparts. Finally, it is vividly clear that tech companies, 
patient-groups, clinicians, ethicists and regulators must work 
together to realise the vision of ethical and accountable AI 
in healthcare.
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