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Abstract
Autonomous vehicles (AVs) or self-driving cars have the potential to provide many benefits such as improving mobility and 
reducing the energy and emissions consumed, travel time, and vehicle ownership. Thus, in the last few years, both research 
and industry have put significant efforts to develop AVs. However, laws and regulations are not ready yet for this switch and 
the legal sector is unable to take the lead but follow the development of AVs. Besides, the social acceptance is considered as 
a main key factor for the success of any new technology. Despite the enthusiastic speculation of AVs, little is known about 
the public acceptance and perception of the AVs technology or the factors that influence the public acceptance. This paper 
reviews the previous studies that focuses on testing the public acceptance and perception of AVs and sketches out the main 
trends in this area to provide some directions and recommendations for the future. This paper focuses on the influence of 
safety, ethics, liability, regulations, and the recent pandemic on the public acceptance of AVs.
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1  Introduction

Research in vehicle automation has launched many years 
ago. In the 1920s, research focused on the vehicle-to-vehi-
cle communication system using radio waves [1]. This was 
followed by the invention of the electromagnetic guidance 
system in the 1940s [2]. In the 1980s, the first autonomous 
vehicle (AV) system was invented when Mercedes-Benz 
partnered with Bundeswehr University in Munich [3]. The 
invention of the first autonomous vehicle (AV) or self-driv-
ing car was a milestone that attracted many manufacturers 
and since this point many companies have been competing 
for introducing AVs [4]. According to the National High-
way and Transportation Safety Administration, there are 5 
levels of AVs’ functionality. Level 0: no automation and the 
driver perform all the driving tasks. Level 1: driver assis-
tance system which means that the driver takes control of 
the vehicle while some driving assistance features are added 

to the vehicle; level 2: partial automation which means that 
the vehicle has an automated function, but the driver must 
be engaged in the driving tasks; level 3: conditional automa-
tion which means that drivers must always be ready to take 
control of the vehicle; level 4: high automation which means 
that the vehicle can drive autonomously but the driver might 
have the option to take control; and level 5: full automation 
which means that the vehicle can take control of the vehicle 
under all conditions [5].

In the last decade, autonomous vehicles (AVs) have 
witnessed tremendous improvement because of the sig-
nificant effort dedicated to AVs from both research and 
industry [6]. In 2009, Google launched a project with 
the vision of introducing AVs by 2020 [7]. Uber and 
Volvo introduced the third generation of their AVs and 
it was expected that they would test it by 2020 [8]. In 
2014, Apple launched its AV project “Titan” and they 
announced that their AVs will be available by 2016 but 
the project faced many issues and it is expected that their 
AVs will be available between 2023 and 2025 [9]. Moreo-
ver, new startup companies launched with the vision of 
providing AVs. For example, Zoox was launched in 2014 
and its value was increasing rapidly and reached 3.2 $ 
billion by 2018 [10]. From cities perspective, many cities 
allowed AVs testing. Now, in the US, 20 states allowed 
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the deployment and testing of AV s on their public roads 
[11, 12]. The main point of these testing or pilot studies 
is to understand the implications of AVs and the attitude 
of the public towards AVs.

Over the past few years, the implications of AVs have 
been discussed intensively. While AVs are expected to 
provide a large number of benefits, they are also associ-
ated with risks or drawbacks. It is expected that AVs will 
increase the level of comfort [13], improve productivity 
[14, 15], and improve mobility for people with limited 
transportation [16]. On the other hand, it is expected that 
AVs might increase the vehicle kilometers traveled, and 
the level of congestion because of the extra empty trips 
[17]. The advantages and disadvantages of autonomous 
technology are coexisting, and AV technology is growing 
rapidly as both research and industry have put significant 
efforts to develop AVs. While AVs are often discussed 
in regard to their implications, benefits, technological 
development, and technological challenges, less atten-
tion has been paid to the public acceptance and percep-
tion of AVs. The process of innovation diffusion may 
not always be smooth. For many new technologies, the 
non-technological issues are more likely to be a barrier 
toward the adoption of this technology than the techno-
logical ones, and for sure AVs are one of these technolo-
gies. IEEE reported to CNN that the “biggest barrier to 
pervasive adoption of driverless cars may have nothing to 
do with technology but will be general public acceptance. 
While the average driver may grasp the basic benefits of 
autonomous cars—increased fuel efficiency and safety, 
along with a reduction in traffic—it may not be enough 
to get them to let go of the steering wheel” [18]. Thus, the 
main objective of this paper is to understand and analyze 
the main factors that influence the public acceptance of 
AVs as follows:

•	 AVs safety and the influence of the perceived level of 
safety on the public attitude towards AVs.

•	 The ethical dilemma and challenges facing the pro-
gramming of the vehicle.

•	 Liability and regulations and their implications of the 
public acceptance of AVs.

•	 The implications of the current pandemic on the per-
ception and acceptance of AVs.

•	 Reviewing the small but growing body of work examin-
ing public attitudes to AVs, which has tended to focus 
on a range of predictor variables including demo-
graphic characteristics, specific psychographic attrib-
utes, and willingness to pay additional amounts for 
AV technology. Previous work has primarily involved 
quantitative surveys.

•	 Then, the paper reveals some gaps in the literature and 
provides some recommendations for the future.

2 � AVs’ safety

Safety is a major pillar for the success of any new tech-
nology. While most of the previous studies assume that 
AVs can enhance traffic safety by more than 90% [19, 20] 
due to the elimination of the human error, safety studies 
show that other factors might replace the human error and 
increase the rate of collision. Additionally, safety studies 
show that AVs’ safety is extremely complex and still in 
the early stages.

In 2015, Sivak and Schoettle found that there are many 
factors which contribute to accidents and the contribution 
of these factors will change with the introduction of AVs. 
For example, while some vehicle failure might become 
obsolete, some other failures will show up. Lighting fail-
ure might become obsolete as vehicles will not depend on 
the visual input, but this might be a problem during the 
transition period when both conventional and autonomous 
vehicles share the same roads, as human drivers might not 
be able to see the vehicles ahead. Additionally, the com-
plexity of the system and sensors will increase the vehicu-
lar failure rates which might increase the rate of accidents. 
Moreover, sometimes accidents are unavoidable. In a situ-
ation, when a person suddenly appears in front of an AV 
and the distance ahead is not enough to brake, the AV 
will not have a choice but crashing. Although AVs react 
faster than the human drivers as they eliminate the per-
ception and reaction time, the braking distance might not 
be enough to stop [21]. Aside from the vehicular failure, 
some other factors contribute to accidents such as the other 
road users. For example, at the intersection level, pedes-
trians were responsible for 80% of accidents [22]. Finally, 
the behavior of AVs is unpredictable in many conditions 
and might be affected by the environmental and weather 
conditions of the surrounding area.

In 2017, two studies discussed the safety of AVs. Koop-
man and Wagner showed that safety of AVs is a complex 
process that requires coordination between different disci-
plines starting from machine learning, to sensor develop-
ment, to testing AVs, and developing a standard testing 
process [23]. Klara focused on the main issue or chal-
lenges for realizing AVs’ safety. First, there is no stand-
ard for testing AVs. For example, the use of the driving 
test will not be feasible for AVs, because this test will 
make sure that AVs have the ability to perform the basic 
driving tasks, while the behavior of AVs in different or 
complex conditions will not be tested [24]. May be one 
good approach is the one followed by Tesla. In 2016, Tesla 
announced that their vehicles have the ability to drive 
autonomously but this feature would operate in the shadow 
mode in which the vehicle make decisions, but these deci-
sions are not executed, instead the human driver actions 
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are the actions executed [24]. The main benefit of this 
approach is to gather information about AVs’ decisions 
and compare these decisions with the human driver actions 
and train the vehicles to mimic the human drivers in the 
future. Also, another benefit of this approach is to test AVs 
and make sure whether they take the right decisions or not 
and how AVs learn and improve over time. Second, there 
is no agreement on the definition of the safety of AVs. 
While some people think that AVs must be allowed once 
they provide a higher safety level than human driving, oth-
ers will not trust machines and will not accept the idea of 
putting their lives in the hands of machines [25].

There are many examples of AVs’ failures (next section 
discuss AVs accidents in details), but one of the most famous 
AV failures occurred in 2018 in the US when one of Uber 
(Volvo) AVs detected a passenger crossing the road and the 
vehicle chose not to make an action and continued driv-
ing until it hit the pedestrian. The National Transportation 
Safety Board (NTSB) reported that the vehicle detected the 
pedestrian six seconds before the accident but did not brake 
until 1.3 s before hitting the fatal accident [26]. Later in 
2018, the CEO of Waymo declared that he does not believe 
that AVs will be able to drive autonomously and in many 
conditions, it will require some human interaction [27, 28].

Research on the safety of AVs started at the University of 
Illinois more than two decades ago. In 2020, they reported 
that safety of AVs is a sophisticated process because of the 
complexity of the system that is equipped with more than 
50 processors and required to run million lines of codes to 
make instantaneous decisions. Additionally, the variety of 
conditions and situations make it hard or almost impossible 
to train AVs in all these conditions. When the team analyzed 
AVs’ data in 2020, results showed that AVs are much more 
likely to be involved in accidents than human drivers. This 
study defined the AV accident event as the event when the 
technology fails to appropriately handle the situations, disen-
gage the technology, and ask the human driver to take over. 
This situation is considered a system failure and might lead 
to an accident. Thus, it is considered as an accident [29].

In the next section, details on AVs’ reported accidents 
(as examples of vehicular failure) all over the world and the 
impact of these accidents or news on public acceptance will 
be discussed.

3 � Implications of AVs’ safety on the social 
acceptance

3.1 � Public perception of AVs’ safety and trust in AVs

Social acceptance is the main key for the success of any 
new technology. Accidents of AVs might have an influ-
ence on the public acceptance, especially it was found that 

some people cannot trust machines [30]. This subsection 
shed light on the public perception of the safety of AVs 
and the level of trust in AVs. One survey study by Casley 
et al. was conducted in the US with 467 respondents and 
with the aim of understanding the impact of three factors 
on the public acceptance of AVs. These three factors are 
the safety of the system, the cost of the technology, and 
the liability issue [31]. The following bullets are the main 
questions asked in the survey and their results:

•	 Respondents were asked to rank the importance of 
safety, costs, and laws on their perception of AVs. 82% 
of the respondents ranked safety as the most important 
aspect in order to adopt AVs, 12% believe that laws are 
the most important aspect, and 6% choose costs. These 
results show that safety is a top priority for people and 
illustrate that people will not adopt AVs until they 
make sure that this new technology is safe. Addition-
ally, laws are ranked as the second factor that influences 
the public acceptance towards AVs.

•	 Respondents were asked if they trust an autonomous 
system and if they believe that the autonomous system 
can drive better than a normal human driver. 74% of 
the respondents do not trust AVs nor believe AVs can 
perform better than a normal driver, while 26% of the 
respondents do.

•	 Respondents were asked if they have concerns regard-
ing the AV system. Respondents were very concerned 
about the safety aspects of the AV system that only 
6.9% of the respondents have no concerns regarding the 
AV system. On the other hand, 74% of the respondents 
believe that AVs would be prone to malfunction, 57% 
of the respondents were concerned about the system’s 
poor awareness of its surrounding environment, 52% 
were concerned about programming issues, and 50% 
were concerned about the poor control of the system 
such as braking and steering.

•	 Respondents were asked “How many years after the 
technology is introduced to the market would you feel 
comfortable purchasing a car with an autonomous driv-
ing system?” 4.4 responded they will consider purchas-
ing AVs immediately, 7.7% would feel comfortable 
using AVs after a year, 25.9% would feel comfortable 
using AVs in 1–2 years, 31.6% would feel comfort-
able in 3–4 years, and 30.5% would feel comfortable in 
more than 4 years. These results can translate the trust 
issue as most people (62.5%) prefer to wait more than 
two years before considering AVs. Probably, the ration-
ality behind this is that people do not trust new tech-
nologies at early stages especially if these technologies 
will affect their own safety and lives. Generally, any 
new technology is not totally perfect and include some 
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faults. Thus, people prefer to wait until the maturation 
of this technology before adopting it.

Another survey in Austin, US shed light on the trust 
issue in AVs’ technology. During this survey, respondents 
were asked to choose the reasons that discourage them from 
adopting AVs. 41% of the respondents stated that they will 
not consider AVs because of the lack of trust in the technol-
ogy, 24% stated they will not consider AVs because of their 
concerns about the safety of this new system, and 22% will 
not consider AVs because of the high costs. Results of this 
survey show that both safety and lack of trust in AVs are the 
main obstacles that prevent people from adopting AVs [32].

On a third international survey by Rezaei, and Caulfield, 
people were not likely to believe in the safety and security 
of AVs’ operation. Results show that 44% of the respond-
ents do not believe that AVs are safer than a normal human 
driver, while 25% believe AVs are safer. Additionally, 66% 
of respondents responded that they will not feel safe if the 
vehicle does not have a steering wheel, while only 14% have 
no problem if the vehicle does not have a steering wheel, 
which in turn indicates that a large proportion of people 
do not trust the system. Finally, respondents were asked 
whether they are willing to adapt AVs once they are avail-
able or wait to see the opinion of the early adopters. Results 
show that only 13% will adapt AVs once they are in the mar-
ket, and 87% of the respondents will wait to see the opinion 
of the early adaptors [33].

Different other surveys all over the world and across the 
years show that people have high levels of concerns regard-
ing the safety of AVs as follows:

•	 The survey by Schoettle and Sivak in US, UK and Aus-
tralia shows that 92% of the respondents are highly con-
cerned about the safety of the AV in poor weather and 
about the interaction between the vehicle and pedestrians 
[34].

•	 The survey by Schoettle and Sivak in the US shows that 
69% of the respondents are highly concerned about the 
safety of the AV system [35].

•	 The survey by Kyriakidis et al. that received response 
from 109 countries shows that 76% of the respondents 
are highly concerned about the safety of the AV system 
[36].

•	 The survey by Greaves et al. in Australia shows that 68% 
of the respondents are highly concerned about the safety 
of the AV system [37].

Thus, the safety of AVs is paramount. If the vehicles are 
not safe, they are significantly less desirable, regardless of 
their benefits. The perceived safety, or rather the perceived 
lack of safety of AVs, is what will truly sway the opinions 
of potential buyers. Given this, AVs’ manufacturers should 

emphasize the safety of AVs and prove to the public that 
operating an autonomous car is not a risky endeavor.

While it is expected that the public acceptance would 
increase with time, results of Šinko et al. showed that this 
is not the case when they compared their survey results 
with Schoettle and Sivak results. Results show that people 
become more negative about AVs in 2017 with an average 
acceptance of 3.3 out of 5 than in 2014 with an average 
acceptance of 3.6–4.3 out of 5 in different countries [38]. 
One reason might be the news about the first fatal accident 
that involves an AV which accompanied Šinko et al. study. 
Thus, it is essential to investigate the influence of accidents 
on the public perception of AVs.

3.2 � Implications of AVs’ accidents on the public 
attitude and trust in AVs

3.2.1 � Exploring the impact of a single accident (event) 
on the public attitude towards AVs

Studies on the implications of AVs’ accidents on the pub-
lic attitude are very rare. To the best of the author’s knowl-
edge, only one study on the literature focuses on the impli-
cations of AVs’ accidents on the public attitude. After one 
AV accident in 2019, Jefferson and McDonald quantified 
the implications of this accident on the public attitude 
using semantic analysis for social media data, specifically 
Twitter data. The main goal of this study is to understand 
the change in the public perception of AVs before and 
after the accident. Specifically, this study investigated 
the change in conversations about autonomous vehicles 
three days before the event, on the day the event was first 
reported, and three days after the event [39]. The main 
advantage of the semantic analysis for social media data is 
that, unlike traditional surveys, it provides a large amount 
of information. For example, more than 45% of adults aged 
18–24 years and 30% of adults aged 25–49 years use Twit-
ter in the US. Additionally, Twitter holds over 300 million 
active accounts worldwide [40]. The analysis shows that 
the word “crash” does not appear before the accident, but 
it becomes a common word after the accident. Addition-
ally, the common words three days before the accident 
were “Amazon”, “Startup”, and “invest”. However, on the 
day the crash was first reported, the most frequent terms 
were “vehicle”, “autopilot”, and “drive”. Three days after 
the crash was reported, the most frequent terms were 
“vehicle”, “crash”, and “autopilot”. Figure 1 shows the 
most frequent words used on Twitter for the three cases. 
Additionally, during the semantic analysis process text is 
analyzed to measure its positivity or negativity. The analy-
sis consists of looking up words or phrases in a sentiment 
dictionary and calculating a sentiment score. Sentiment 
dictionaries map words and phrases to emotional scores, 
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with higher emotions leading to larger scores, and other 
words leading to zero scores. Figure 2 shows the results 
of the semantic analysis. The figure illustrates that across 
time, both positive and negative sentiment decreased fol-
lowing the crash. However, the drop in the positive senti-
ment was much larger than the decrease in negative senti-
ment [39]. These results indicate that a large proportion 
of the positive tweets disappeared (almost half), while the 
negative tweets almost remain the same as before the acci-
dent, which means that a large number of people who were 
positive towards AVs before the accident might became 
worried about the technology. Additionally, this accident 
reduced the level of trust in the technology especially for 
people with positive attitude that they stopped tweeting 
about the positives of AVs.

3.2.2 � Exploring the impact of AVs’ accidents on the public 
attitude

The previous study shows how the news about one accident 
was discussed intensively and it became a trend on the social 
media platform. Such discussion regarding the safety of AVs 
has a significant impact on the public concerns and trust in 
this technology. Actually, news regarding AVs’ accidents 
are always covered extensively that Tesla’s CEO Elon Musk 
always complaint about the extensive media coverage of their 
AVs’ accidents. He stated that “One of the things I should 
mention, that frankly has been quite disturbing to me is the 
degree of media coverage of Autopilot crashes, which are basi-
cally almost non-relative to the paucity of media coverage of 
the 1.2 million people that die every year in manual crashes. It 

Fig. 1   FREQUENTLY words 
tweeted prior to the crash, on 
the day the incident was first 
reported, and 3 days after the 
crash [39]
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is something that I think does not reflect well upon the media. 
It really does not.” [41].

The previous study by Jefferson and McDonald investi-
gated the impact of one single accident on the public percep-
tion of AVs. Thus, it is critical to understand the influence of 
AVs’ accidents on the public attitude over time. Thus, Table 1 
and Fig. 3 summarize AVs’ accidents and show the relation 
between the level of fear of AVs [42–44] and the number of 
accidents reported. Table 1 summarizes AVs’ accidents, pro-
vide details about every accident, and finally show a very small 
group of newspapers (with the largest number of subscribers) 
that covered these accidents on the same day to show how 
extensive the media covered the news about every accident. 
This extensive coverage means that this news will be deliv-
ered to every person in the world and increase the level of fear 
of this technology. Figure 3 shows that both the public fear 
and the number of reported accidents have the same trend. 
While the number of AVs’ accidents increases, people become 
more scared of AVs, and while the number of AVs’ accidents 
decline the percentage of people afraid of AVs also declines. 
Thus, the safety of AVs is paramount. If the vehicles are not 
safe, they are significantly less desirable, regardless of their 
benefits. The perceived safety, or rather the perceived lack of 
safety of AVs, is what will truly sway the opinions of potential 
buyers. Given this, AVs’ manufacturers should emphasize the 
safety of AVs and prove to the public that operating an autono-
mous car is not a risky endeavor.

4 � Synopsis on the technological realization 
of AVs (sensor fusion, computer vision, 
and fault tolerance)

At this point, it is also important to discuss the techno-
logical development to support AVs’ safety. While AVs’ 
vision and object detection are hard tasks, AVs’ devel-
opers are currently adapting a new system that depends 
on diversity (different types of sensors) and redundancy 
(overlapping between sensors to detect objects with high 
accuracy) to support AVs’ visibility and decision-making. 
Commonly, three major sensors are used: camera, radar, 
and lidar. These three sensors can provide AVs with the 
required information of the surrounding information to 
operate safely. While cameras are the best way for visu-
alization, they have their own limitations. Camera sensors 
cannot calculate the distance to objects accurately and in 
many cases camera sensors find it difficult to detect objects 
in many conditions such as fog, rain, nighttime, or snow. 
Radars can support cameras in low visibility conditions 
to detect objects. Additionally, radars can detect speeds 
and distances accurately. In fact, most of the conventional 
cars used nowadays are supported with cameras and radar 
sensors to support specific tasks such as driver and parking 
assistance. However, the information provided by camera 
and radar sensors is not sufficient for a vehicle to oper-
ate autonomously. As a result, lidar sensors can provide 
a good solution. Lidar is a sensor that measures distances 
by pulsing lasers. Lidar sensors allow AVs to construct 3D 
views. Thus, AVs’ developers are using the three types of 
sensors to enhance the visibility of AVs through a process 
that is called sensor fusion. During the sensor fusion pro-
cess, sensors inputs are fed into a powerful and central-
ized computer to combine the data and support the vehicle 
decision-making process. Thus, sensor fusion support AVs 
to fuse various information from the sensor suite, instead 
of relying on a single and unreliable sensor. Also, sensor 
fusion provides redundancy as the same areas are covered 
by different types of sensors to support the vehicle deci-
sion [103–107]. While detecting information is an impor-
tant task, AVs must interpret the environment to make 
decisions. Manufacturers are employing artificial intelli-
gence and machine learning to support AVs’ decisions. 
However, the use of machine learning and artificial intel-
ligence is a very complex process that requires massive 
data to train the vehicle to make the right decision [104].

AVs’ navigation is a difficult task because of a variety 
of obstacles such as the weather conditions [108]. These 
obstacles create uncertainty when the vehicle is unable to 
gain sufficient information from the surrounding environ-
ment, which makes it difficult for the vehicle to precisely 
follow a pre-defined path [109]. This section focuses on 
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three major fields: sensor fusion, computer vision, and 
fault tolerance. Generally, the process of integrating 
data and knowledge from serval sensors to enhance the 
accuracy is called data fusion. The main goal of the data 
fusion process is to reduce the probability of errors and 
improve the reliability of the system. Due to the increase 
in the number of sensors used in AVs and the data fusion 
process, the probability of software or hardware failures 
increases in terms of sensor failures, actuators malfunc-
tions, and processing failures [110]. Thus, a fault tolerance 
strategy is critical to improve the performance of the vehi-
cle. Fault tolerance aims at preventing small faults from 
developing into serious failures.

4.1 � Sensor fusion

Data fusion can be defined as the process of combining data 
from different sensors in order to enhance the overall perfor-
mance and accuracy of the vehicle, this accuracy cannot be 
achieved relying on a single sensor. This section summarizes 
and shed light on sensor fusion methods and results from 
recent studies. Generally, state estimation methods are based 
on the control theory that employs the laws of probability 
to compute a vector state from a vector measurement or a 
stream of vector measurements. In general, there are three 
estimation methods as follows:

•	 Machine learning methods
•	 Kalman filter methods
•	 Particle filter methods

4.1.1 � Machine learning (ML) methods

ML is an estimation method that is based on the probabilis-
tic theory. Generally, probabilistic methods are convenient 
when the state variable follows an unknown probability dis-
tribution [111]. The main drawback of this method is that it 
needs analytical or empirical model of a particular sensor to 
compute the likelihood function and ascertain prior distribu-
tion values. Additionally, this method might underestimate 
the distribution variance, which might lead to data biases. 
However, this problem can be avoided by increasing the 
number of data points (N) used as the variance of the sample 
equals the variance of the original data at the limit N → ∞ . 
Over the past few years, many research studies employed the 
particle filter approach for sensor fusion such as [112, 113].

4.1.2 � The Kalman filter methods

The Kalman filter is the most common estimation tech-
nique. This method is mainly used to fuse low-level data. 
In case the system can be represented as a linear model 
and the error can be represented as a Gaussian noise, the Ta
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filters can estimate the optimal statistical estimations [114]. 
However, for the nonlinear dynamic models, other meth-
ods are used such as the modified Kalman filter [115]. The 
modified Kalman filter is the most popular method used for 
data fusion in robotics. However, the major drawback of 
this approach is the computation of the Jacobians which is 
extremely expensive, but some research has been made on 
this area to reduce the computational costs such as applying 
linearization, but this approach may introduce new errors in 
the filter and thus makes it more unstable [109]. Over the 
past few years, an extensive number of studies employed the 
Kalman filter approach in order to fuse data from different 
sources such as:

•	 In 2006, Caron et  al. employed the Kalman filter 
approach based on fuzzy subsets to fuse multi-sensor 
GPS and inertial measurement unit (IMU) data. The 
simulation was carried out using GPS and IMU data from 
real vehicle tests. In many cases, the GPS signal was not 

credible because of the drifts on the INS. In these cases, 
the Kalman filter was fed by the IMU data [116].

•	 In 2015, Li et al. proposed a hybrid system for relia-
ble navigation of vehicles. This system employees the 
Kalman filter to ascertain the filtering fusion. The pro-
posed system fuses data from low-cost sensors such as 
GPS and acts to enhance the performance over the inte-
gration scheme of these sensors [117].

•	 Xian et al. (2015) introduced a system that integrates 
data from stereo camera and a low-cost GPS to obtain the 
exact motion estimation for the AV navigation. An algo-
rithm was developed to estimate the motion within the 
overall system based on an iterative extended Kalman fil-
ter (IEKF). This system benefits from the inertial sensor’s 
fast response and the visual sensor’s slow drift [118]. 
Figure 4 illustrates the integration flowchart between the 
GPS or IMU data.

•	 In 2016, Ryu et al. integrated the GPS with INS using the 
extended Kalman filter and the unscented Kalman filter 

Fig. 3   Change in the number of 
accidents and people fear over 
years
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Fig. 4   The integration flowchart 
between the GPS or IMU data. 
The flowchart is divided into 
four parts with different colors, 
namely inertial navigation part 
(black part in the flowchart); 
image processing (blue) consist-
ing of feature detecting, tracking 
and outlier rejection; the part of 
iterative extended Kalman filter 
(green) and the system states 
management part (red) [118]. 
(Color figure online)
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in order to reduce the errors associated with low cots 
sensors and estimate positions accurately. Moreover, this 
method was assessed in a field test and results show that 
the obtained data are accurate [119].

4.1.3 � Particle filter methods

This approach is based on the iterative implementation of 
Monte Carlo technique [120] in order to solve the filtering 
problem. This approach builds upon the density function 
using several random samples called particles. During the 
filtering process, the particles that receive the same state 
variables are employed and weights are added to each parti-
cle according to the quality of the particle. The final estima-
tion is a weighted sum of all the particles. Generally, there 
are two phases for each algorithm: the prediction phase, and 
the updating phase. During the prediction phase, particles 
are modified based on an existing model, taking into account 
the impact of the random noise in order to simulate the noise 
effect. During the updating phase, the weights assigned to 
each particle are re-evaluated based on the observations 
from the last available sensor. Over the past few years, many 
research studies employed the particle filter approach for 
sensor fusion such as [121–124].

4.2 � Computer vision

The image processing algorithms required for an AV to oper-
ate safely are extremely complex. Additionally, AVs should 
be equipped with the required power to process images on-
board so that the vehicle can react to the surrounding world 
ad avoid objects. Additionally, another challenge facing AVs 
is the required hardware platform to facilitate the image pro-
cessing task because this platform should be lightweight, 
small, and provide the required processing power with low 
consumption rate in order to operate autonomously, for long 

times, and without having to be re-charged. Over the past 
few years, an extensive number of studies focused on the 
computer vision or image recognition process of AVs such 
as:

•	 In 2010, Oniga and Nedevschi proposed the digital ele-
vation map (DEM) based approach which is one of the 
major contributions to the obstacle detection research 
field. This approach builds the DEM and another two 
density maps from a set of 3-D points in order to repre-
sent the adjacent surrounding environment. Additionally, 
an obstacle detection algorithm was developed to iden-
tify the density of these 3-D points per DEM. Then, the 
algorithm classifies each cell in the DEM as an obstacle 
or road object based on a slope-based threshold criterion. 
Figure 5 shows an example output of the proposed sys-
tem [125]. in 2014, Danescu and Nedevschi built upon 
the DEM approach and applied the particle filter strat-
egy in performing DEM tracking, which followed the 
dynamic DEM approach [126].

•	 In 2011, Min et al. developed an image recognition algo-
rithm for AVs based support vector machine to identify 
objects received from a camera. This algorithm was able 
to measure the headway distance between the vehicle 
itself and the vehicle in front. Additionally, this algorithm 
was able to recognize lanes and avoid the vehicle drop-
ping out of the lane by measuring the distance between 
the wheels and the lane. Moreover, this algorithm was 
able to recognize signs through pattern matching and 
color matching tasks so that the vehicle was able to react 
appropriately [127].

•	 In 2016, Schaub et  al. developed an obstacle avoid-
ance system that relies solely on the data received from 
a monocular camera stream. The developed algorithm 
was able to identify dynamic obstacles using two-stage 
clustering and an optical flow. Due to the direct cou-

Fig. 5   Example output of the 
algorithm provided by Oniga 
and Nedevschi—road area with 
blue, obstacles with red and 
traffic isles with yellow [125]. 
(Color figure online)
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pling between the controls of the vehicle and the image 
motions, without a transformation into the Cartesian 
space, it was possible to explicitly consider and evade 
dynamic obstacles utilizing image data from a monocular 
camera [128].

4.3 � Fault tolerance

4.3.1 � Introduction to fault tolerance

There are two sources of fault that might occur in AVs as 
follows: hardware defect, or software imperfections. In order 
of appearance, faults can be divided into two categories hard 
or soft faults. Hard faults occur suddenly when the data 
changes from the normal state to a faulty state. Soft faults 
occur gradually. The period when the data are delivered in a 
faulty state is called the service outage period [129]. There 
are four main approaches to avoid service outage periods 
as follows:

•	 Fault prevention: this approach focuses on preventing 
errors.

•	 Fault removal: this approach focuses on the application 
of corrective actions [130].

•	 Fault forecasting: this approach focuses on estimating the 
number of faults and their consequences. this approach 
is usually used for faults that cannot be removed.

•	 Fault tolerance: this approach denotes the ability of the 
system to avoid failure with the presence of faults.

While fault preventions and fault removal focus on the 
avoidance or removal of faults, fault forecasting and fault 
tolerance deal with focus on avoiding the system failure with 
the existence of faults to avoid unplanned behaviors [131]. 
In complex systems, it is not possible to achieve a fault-free 
system, so the fault forecasting or fault tolerance approaches 
are the preferred approaches. For AVs, the fault tolerance 
approach is the most common approach followed [129]. 
The most common methods used for sensor fault detection 
are the analytical methods or the model-based models that 
require mathematical modeling of the system, inputs, and 
outputs in order to produce the detected features. Theses fea-
ture, then, are compared with the variables of the system to 
estimate the residual values. The residual is compared with 
the nominal values to detect faults and their locations. Math-
ematical models are very popular for fault tolerant control 
systems because their parameters can usually be obtained. 
However, in complex tasks, it is hard to develop a good and 
representative mathematical model, and this might not be 
possible. In those complex cases, other techniques such as 
artificial neural networks are used for fault detection and 
diagnosis [132]. In the last few years, researchers focused 
on implementing fault tolerant modules for AVs in many 

areas such as the vehicle navigation sensors. Generally, the 
architectures developed for the safe navigation of AVs can 
be divided into two categories centralized architectures and 
federated architectures.

Centralized architectures employ one global filter to pro-
cess the measurements of all the local sensors. This architec-
ture can detect hard sensor failures through the detection of 
residuals. However, the single centralized filter architecture 
is not powerful enough to detect soft sensor failures. On the 
other hand, federated architectures consist of a group of fil-
ters that work in parallel and a master filter. This architecture 
isolates the data from faulty sensors before integrating it into 
the system as the local filters fuse the data independently 
from a specific sensor with the common reference sensor 
information. Then, the information is fused in the master 
filter to generate the best estimations [133, 134]. After iden-
tifying the error, two methods are used for the fault recovery: 
direct redundancy or analytical redundancy. In the direct 
redundancy, an additional module is employed to replace 
the faulty one. However, the analytical redundancy implies 
to utilize the working modules to complete the tasks which 
failed [135].

4.3.2 � Fault tolerance systems for AVs

The main objective of the FTC is to detect faults in the sys-
tem and allow the system to perform conveniently even with 
the presence of some faults. Generally, FTC can be classified 
into two categories: passive and active control. Active FTC 
depends on fault detection and diagnosis process to moni-
tor the system performance, while passive FTC deals with 
predefined faults by using a specially designed fixed con-
troller. The main advantage of the active FTC is the ability 
to detect and identify faults in the system and reconfigure 
the controller online and in real-time [136–138]. Any FTC 
system should have the ability to deal with many challenges 
such as the fast response time to avoid the degradation of 
the system performance to an undesired level, and failure 
coverage to allow the system to deal with as many failures 
as possible. Over the past few years, fault tolerance systems 
attracted many researchers such as:

•	 Fourlas et al. focused on developing a model-based fault 
diagnosis, for a four-wheel skid steering mobile robot. 
The main objective of this study is to develop a FTC 
system that detects faults as early as possible and recalcu-
late command inputs in order to achieve fault tolerance, 
which offered a feasible solution to the residual genera-
tion of nonlinear systems. The proposed system consists 
of two parts. First, the fault detection module accepts, as 
inputs, the measurement of the linear and angular veloc-
ity of the SSMR robot and further decides the appropri-
ate type of fault to use according to the detection algo-
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rithm. Second, the fault accommodation module, which 
accepts, as inputs, the type of fault required as well as the 
measurement of the linear and angular velocity [139].

•	 Vlantis et al. study dealt with faults for an omni-direc-
tional mobile platform using four mechanized wheels 
moving within a flat and constrained workspace along 
with several static-based obstacles. conventional and 
dipolar Navigation Functions were combined using adap-
tive control techniques to deal with the parametric uncer-
tainty associated with the robot and its dynamics [140].

•	 Bader et al. study developed an FTC system that is based 
on the traditional duplication comparison. The developed 
approach offers detecting and diagnosing faults in a data 
fusion mechanism. The fault tolerance process consisted 
of two main tasks: error detection and system recovery. 
In the error detection tasks, the system detects the erro-
neous state of the system before errors are propagated. 
Then, the system develops an error-free state to be sub-
stituted in place of an erroneous state. Figure 6 shows the 
architecture of the FTC system developed in this study 
[141].

Finally, the process of AVs’ navigation is a complex 
process that requires coordination between different disci-
plines starting from machine learning, to sensor develop-
ment, to testing AVs, and developing a standard testing 
process. As shown above, the public acceptance of AVs 
is significantly influenced by the perceived level of safety 
of AVs. If the vehicles are not safe, they are significantly 
less desirable, regardless of their benefits. The perceived 
safety, or rather the perceived lack of safety of AVs, is 
what will truly sway the opinions of potential buyers. 
Thus, the technological maturation is a critical key factor 
for the acceptance and success of AVs.

5 � Ethical dilemma and implications 
on the public behavior and acceptance

5.1 � The ethical dilemma and social challenge

Similar to AVs’ accidents, ethics have a significant influ-
ence on the public acceptance of any new technology. AVs’ 
ethical dilemma is similar to the famous trolley paradox; 
however, the paradox will be more frequent for the case of 
AVs. This dilemma can occur when a collision is unavoid-
able, so the vehicle’s software has to choose how and what 
to crash. [142–145]. To understand this dilemma, imagine 
a situation where an AV has no chance to avoid collision 
and must choose between swerving right to hit a young girl 
or swerving left to hit an old woman or moving ahead and 
hit both. While it seems better to swerve to the right direc-
tion and hit the young girl to reduce the vehicle loss as the 
vehicle might choose to hit the lighter object to protect the 
owner, it also looks better to swerve left and hit the old 
person as the young girl still has her entire life. However, 
based on the code of ethics the two choices are unethical as 
the Institute of Electrical and Electronics Engineers (IEEE) 
emphasizes on treating fairly all persons regardless of their 
race, religion, gender, disability, age, national origin, sexual 
orientation, gender identity, or gender expression” [146].

One solution might be providing a cost function that 
can be used to minimize the collision impacts or risks. 
This cost function will be able to transfer ethics into cost 
according to their weights then optimize the function to 
provide the ideal result. However, this approach will not 
be appropriable for complex situations as the vehicle will 
have to evaluate the different types of damage (injury, 
death, property damage) to the parts involved in the acci-
dent then reduce the overall costs [147, 148], but such a 
solution requires a significant amount of information about 
the surrounding objects and results of different actions. 
Unfortunately, this approach might not be convenient at 
all. Let us imagine a situation where a vehicle cannot avoid 

Fig. 6   Duplication–comparison 
architecture for fault tolerance 
in multisensory perception 
[141]
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a crash and has to choose one of two motorcycles to hit 
one wearing a helmet and the other do not. Based on the 
cost function, the vehicle will take the action that mini-
mizes the cost function which is hitting the one with the 
helmet as his chances of survival are higher. However, this 
behavior will discourage people from wearing helmets to 
avoid being crashed [147].

Another suggestion is to allow vehicle owners to deter-
mine the vehicle’s ethical values, as people will not use a 
vehicle that might sacrifice themselves in a life-or-death 
dilemma. On the other hand, it might look better that laws 
should intervene and determine the ethical standards that 
all AVs should follow [142, 149]. In 2016, the German gov-
ernment appointed a commission to understand and study 
this ethical dilemma [150]. In June 2017, the commission 
proposed its final report that provides twenty ethical rules 
that all AVs must follow [151].

Generally, manufacturers and regulators will need to 
accomplish three potentially incompatible objectives: con-
sistency, avoiding public outrage, and not discouraging buy-
ers. One step toward solving this problem is trying to learn 
how people feel about alternative decisions that self-driving 
vehicles’ AI might have to make. Thus, MIT lab created a 
platform called Moral Machine to allow the public to express 
their opinion on what actions should AVs choose in dif-
ferent scenarios [152]. The platform gathered the opinion 
of millions of people from 233 countries with 40 million 
decisions in ten languages. However, results show broad 
differences in relative preferences among different coun-
tries [153]. However, results show countries within close 
proximity to one another showed closer moral preferences, 
with three dominant clusters in the West, East, and South 
[154]. Generally, results of the moral machine show that 
people prefer sparing humans over animals, sparing more 
lives, and sparing young lives [153]. In general, results of 
the Moral Machine suggest that people want AVs to treat 
people unequally, preferentially killing some people over 
others. For example, results show that people prefer saving 
the lives of women, the young and the rich than the lives of 
men, the old, and the poor [155].

These results by contrast clash with many rules such as 
the IEEE code of ethics and some of the German ethical 
rules that clearly prohibit any distinction based on personal 
features such as age. However, results of the moral machine 
show that people strongly preferred sparing the young (such 
as children). These results do not mean that policymakers 
should adopt the public opinion. Given the strong prefer-
ence for sparing children, policymakers must be aware of a 
dual challenge if they decide not to give a special status to 
children: the challenge of explaining the rationale for such a 
decision, and the challenge of handling the strong backlash 
that will inevitably occur the day an autonomous vehicle 
sacrifices children in a dilemma situation [153].

In another survey that was conducted on the US results 
shed light on the complexity of the decision-making pro-
cess in dangerous situations. In this survey, respondents 
were asked whether the vehicle should save passengers or 
pedestrians. Generally, respondents approved that the vehi-
cle should minimize the number of casualties. However, 
respondents show positive attitude towards saving the AV’s 
passengers when they had to imagine themselves and another 
person, particularly a family member, in the AV [154].

Generally, previous surveys shed light on the social 
dilemma associated with AVs as follows:

•	 In 2015 and 2016, Bonnefon, et al. investigated the public 
acceptance of two possible AVs’ crash algorithms: utili-
tarian (sparing more lives) and non-utilitarian (protect 
passengers of AVs). Respondents show a strong prefer-
ence for the utilitarian algorithm (76%), especially if 
passengers of the AV are not sacrificed. On the other 
hand, when respondents were asked for the likelihood 
of buying a car with a utilitarian algorithm, they show 
higher likelihood for purchasing vehicles with the non-
utilitarian algorithm. Additionally, respondents stated 
that they do not agree that governments should enforce 
the utilitarian algorithm [156, 157]. The previous results 
indicate a social dilemma as people generally agree on 
what should be done for the greater good of everyone, but 
it is in everybody’s self-interest not to do it themselves.

•	 In the study by Hohenberger respondents were asked to 
choose one of pre-specified car ethical settings. These 
ethical settings were based on one of four choices as 
follows: utilitarian, self-focused, random, or law-based 
approach. Results show that respondents do not accept 
the self-focused approach nor the utilitarian. Generally, 
respondents follow the law-based approach or the random 
approach. Thus, Hohenberger concluded that the protec-
tion of one’s own life is not a priority for the partici-
pants and that users of AVs should have the possibility 
to choose ethical settings by decision guidance [158].

•	 Frison et al. used a simulator in order to understand how 
crash risks influence peoples’ decisions in the crash. Par-
ticipants had to choose between two options: swerve and 
kill pedestrians, or swerve and make a random crash, to 
avoid pedestrians, with a randomly determined probabil-
ity of 0%, 25%, 50%, or 75%. Results show that respond-
ents show no distinction between friends and strangers. 
Additionally, people are less likely to sacrifice children’s 
lives. Additionally, many people will choose to sacri-
fice their own life to rescue others even if they have no 
survival chance and only 16% of the participants would 
sacrifice the pedestrians and save their own lives [159].

•	 In the experimental setup by Faulhaber et al. using vir-
tual reality, participants drove manually along a street 
in a suburban area and two obstacles ahead appeared on 
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the two lanes ahead of them and the participants had to 
decide which of the two they would save. Results show 
that people prefer the utilitarian approach and decided 
in favor of the (quantitative) greater good. Additionally, 
results show that almost half of the participants were 
willing to sacrifice themselves to save only one other 
road user [160].

Summarizing the results of the previous studies gives a 
similarly mixed picture as in the ethicists’ discussions. There 
are findings in which respondents call a utilitarian approach 
for good, but also a selfish attitude can be found. Addition-
ally, even those who in principle consider the utilitarian 
approach, are apparently not sure whether they want to sit 
in a car that sacrifices their lives to save a higher number of 
lives. In conclusion, one of the main problems facing AVs 
is that unlike human drivers, the decisions of AVs on how 
to crash are pre-defined by a programmer [148]. This is not 
only about ethics but also about the social acceptance of AVs 
that has a significant influence on the market penetration of 
AVs. Ethics and expectations are always challenging each 
other to all automotive stakeholders, so results can never 
satisfy everyone [143]. We find ourselves in a situation that 
is new to the world as vehicles will be able to make decisions 
on who should live and who should die with no real-time 
human supervision. This problem is not limited to a niche 
market but will affect everyday transportation and all road 
users, no matter whether they drive, walk, or ride a bike.

5.2 � Programming of the ethical decision making 
in autonomous vehicles

The process of formulating the ethical rules in AVs faces two 
main challenges. The first one is how to define the value of 
the society across different scenarios. The second challenge 
is how to translate the set of ethical rules into a language that 
the vehicle can understand independently from any human 
intervention. From the academic perspective, previous stud-
ies can be categorized into one of three categories: rational 
approaches, artificial approaches, and hybrid rational and 
artificial intelligence approaches.

5.2.1 � Rational approaches

The rational approach can be divided into two subcatego-
ries: deontological, and consequentialism. The deontological 
rules force the vehicle to follow a set of principles, while the 
consequentialism approach is an optimization approach that 
maximizes the overall benefits of the system. One well-know 
deontological in the domain is the Isaac Asimov’s Three 
Laws of Robotics as follows: [161, 162]

•	 A robot should not be allowed to harm humans.

•	 A robot must obey human orders except where these 
orders conflict with the first law.

•	 A robot must protect its own exitance as long as this pro-
tection does not conflict with the first and second laws.

These laws can be translated for the case of AVs as fol-
lows [163]:

•	 An AV should not collide with a pedestrian or a cyclist.
•	 An AV should not collide with another vehicle unless this 

collision would not conflict with the first law.
•	 An AV should not collide with any other object in the 

environment unless avoiding such a collision does not 
conflict with the first and second laws.

The deontological approach can provide guidance in 
many scenarios, however, it cannot be considered as a com-
plete ethical system because of the difficulty involved in the 
articulation of complex human ethics [148]. Additionally, 
this approach cannot address the problem related to the 
human factors in edge scenarios shown in a social dilemma, 
such as: would it matter if the pedestrian was child or was a 
pregnant woman [164]?

The other rational approach is called the consequential-
ism approach that analyzes the expected utility and evalu-
ates a set of actions that maximizes the overall benefit. This 
approach has the potential to formulae the ethical decision 
making as an optimization problem [165] that maximizes the 
overall utility. For AVs, the utility can be defined as dam-
age cost. However, this approach has its own shortcomings, 
such as the difficulty in defining the cost function or mak-
ing it comprehensive and representative. Additionally, this 
approach will create new issues. For example, if the vehicle 
chooses between hitting a cyclist with a helmet and another 
one without a helmet, the vehicle will choose to hit the one 
with the helmet. This generates a new dilemma where those 
who paid or prepared for safety were unfairly targeted in 
emergency situations [166]. If this approach is followed no 
one would be willing to pay extra money to purchase a car 
with a better warranty or some motorcyclists might choose 
not to wear helmets. Thus, this approach might discourage 
people from following the safety procedures.

5.2.2 � Artificial intelligence approaches

Since they have shortcomings, mostly due to the incom-
pleteness to deal with the complex environment, alternative 
Artificial intelligence (AI) approaches have achieved much 
more success [167]. The main advantage of this approach is 
its ability to learn human ethics by rewarding the system’s 
actions or observing human behavior [168]. However, the 
AI approach has its own shortcomings. First, the behavior 
learned by the AI approach cannot maximize overall safety 
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on road due to the self-preservation instincts from a human. 
For instance, a human driver may intuitively decide to push 
another vehicle into an accident to avoid self-collision. Thus, 
the AI system should be designed carefully to capture ideal 
behaviors. The second shortcoming of the AI approach is the 
traceability [169]. Usually, artificial neural networks cannot 
explain how the decision was made based on the input data. 
The relationships are not easy for human brains to under-
stand. The AV system designers should be cautious in imple-
menting the AI approach. Since AI ethical method allows 
computers to mimic human ethics without human interven-
tion to perform the difficult task of articulating ethics as 
computer code, they can not make sure the actions they take 
are not justified or explained in an understandable way. Even 
worse, it could learn behaviors that are completely undesir-
able if trained with a limited set of data.

5.2.3 � Hybrid rational and artificial intelligence approach

As shown above, both the rational and AI approaches have 
their own shortcomings. Thus, a hybrid approach might rep-
resent a better solution. This hybrid approach adopts the 
machine learning method to study the human responses or 
actions on the basis of a wide range of real-world and hypo-
thetical accident scenarios to formulate the ethical rules, 
meanwhile, the rules from the rational approach play the 
role of behavioral boundaries. This hybrid approach requires 
sophisticated software that does not exist yet, however, the 
neural network is likely a good candidate, which would be 
trained based on the data from recordings and simulations 
of crashes and near-crashes within a diverse set of training 
scenarios to promise the computer cannot learn an unin-
tended ethical rule. To ensure reasonable decisions made 
by the vehicle, boundaries should be provided by rational 
approaches. To sum up, in this hybrid approach, the rule sys-
tem from the rational approach remains in place as boundary 
requirements, and the AI method focuses on situations not 
covered by the rational ones [163]. Table 2 summarizes the 
different approaches used for ethical decisions in AVs.

6 � Liability and regulations, and implications 
on public acceptance

6.1 � Liability and regulations for AVs

Similar to accidents and ethical issues associated with AVs, 
liability, and regulations have a significant influence on 
public acceptance. One of the main challenges facing the 
introduction of AVs is the required changes in laws to fit 
AVs. Several regulations need to be adjusted to fit the AV 
technology such as the laws that state that every car must 
have a steering wheel, accelerator, or braking pedal [177]. 

The main issue is that most counties deal with the vehicle as 
a thing and the driver is the human who is liable in case of 
error or accident [178]. For example, the Vienna convention 
(1968) that was agreed by 74 countries states that drivers are 
always responsible for controlling the vehicle [30]. There-
fore, the key question is: can AVs drive?

One of the proposed solutions is to define the AV software 
as the driver. However, this raises new concerns about liabil-
ity, especially in complex situations [179, 180]. One answer 
might be programming AVs with different ethical theories 
and let owners determine the vehicle’s ethical values. In this 
approach, liability will be similar to liability nowadays and 
drivers will be liable in case of collision [178]. The soft-
ware of AVs must be able to mimic human decisions, but 
some guidelines must be programmed to be ethical. As a 
result, the use of a black box might be mandatory to support 
the legal decisions. The German Ethical Guidelines (2017) 
stated that AVs must give priority to human life over ani-
mals or things [151]. They also stated that the AVs must be 
programmed to reduce the damage [30].

There are three types of liability: civil liability (damage 
to a third party), criminal liability (responsibility for death 
or injury), and administrative liability (driving with the 
absence of authorized requirements).

The administrative perspective is not significantly 
affected. However, the introduction of the AVs might change 
regulations. For example, a specific driving license might 
be required, or the insurance requirements might change. 
Laws will determine the circumstances of violations, so lit-
tle concerns about the administrative aspect [48]. Moreover, 
there is a group of questions that need to be addressed about 
AVs in the administrative law such as: Can AVs operate on 
all roads or specific roads with separated lanes? Shall AVs 
follow the same traffic rules as traditional vehicles? [181].

Civil liability: According to the general liability laws, 
AV’s occupant will not be responsible for the damage as he 
or she is not controlling the car similar to a bus passenger 
who is not liable in the case of collision. the manufacturer 
will be liable for errors in the final product (product liabil-
ity). However, manufacturer liability might be limited if the 
manufacturer did everything to make the vehicles’ owners 
aware of the defect and offer to remove it, but the owner did 
not take any action. On the other hand, AVs are trained using 
artificial intelligence (AI) and machine learning techniques, 
which makes it hard to identify the reason behind taking a 
specific decision. AI training involves millions of connec-
tions by means of training phase, which makes the process 
of tracking the decision at a specific moment a hard process 
and almost impossible [178].

In general, there might be two scenarios [182]. The first 
scenario is based on the driver liability and this approach is 
expected at the initial stage when both human drivers and 
AVs share the roads. In this scenario, the driver will be liable 
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in case the vehicle provided him with sufficient warnings to 
take manual control and take an action to avoid collisions 
and with sufficient time to control. The second approach 
is expected to be adopted with high market penetration of 
AVs and it is based on manufacturer liability for defective 
products [178].

6.2 � Criminal liability and situational awareness 
dilemma

Criminal liability is based on the strict responsibility of a 
crime. In the situation when no driver can be held respon-
sible for the event, liability might be transferred to the 
manufacturer. However, the main question is whether the 
driver is still responsible in some situations or not. It is 
a sophisticated question as the driver might be oblivious 
(sleeping or reading). This motivates a new question "is 
the driver allowed to be oblivious during his trip?" or the 
diver is expected to be attentive and take control. Legally, 
there is no difference between the liability of the ordinary 
vehicle driver and AV’s driver to the moment. As a result, 
it is possible to assume that it is not possible to exempt the 
driver from the liability at the moment. As AVs are in the 
initial state, the correct solution might be the driver liabil-
ity. However, in the future with high penetration of AVs, it 
is expected that the driver liability will be mitigated. Possi-
bly, a combination of the two extremes might be expected 
as the vehicle might include an alarm to ask the driver to 
take the manual control of the vehicle with enough time to 
react [178]. However, recent studies show that switching 
the control from the vehicle to the driver might be chal-
lenging because of the reduction in drivers; situational 
awareness. Situational awareness (SA) can be defined as 
the perception and comprehension of the surrounding 
information that allows a person to take the needed set of 
actions in response to the dynamic environment [183]. For 
the case of AVs, SA can be defined as the degree to which 
the is aware of the surrounding environment [184]. Poor 
situational awareness contributes to vehicle crashes as SA 
is a critical factor in drivers’ ability in making decisions 
[185–187]. Safety of drivers demands an appropriate level 
of situation awareness, and this is of particular importance 
in autonomous vehicles for two reasons. First, the pres-
ence of the autonomous system will reduce drivers SA as 
the driving task will become a secondary task. Secondly, 
by definition, levels 2 and 3 of AVs require transitions 
between human driving and autonomous driving. As a 
result, it is extremely important for the safety of people 
that they can rapidly and comfortably reestablish aware-
ness of the state of automation and awareness of the driv-
ing situation [188]. Maintaining sufficient alertness may 
be challenging for AVs, as making sudden rises in cogni-
tive demand is exceedingly challenging and potentially 

dangerous because with low attentional demand, cogni-
tive resources may throttle back to conserve energy [189]. 
To quote Hancock’s Automation Paradox “if you build 
systems where people are rarely required to respond, they 
will rarely respond when required” [190]. Previous studies 
applied a variety of research methodologies to understand 
the impact of vehicle automation on the SA, but simula-
tors and questioners are the dominant methodologies used 
across the literature. Different studies show that increasing 
the level of automation reduces passengers SA as follows:

•	 One of the early studies that investigate the SA issue 
is the study by Endsley and Kiris. Results of this study 
showed that increasing the level of automation reduces 
the SA level from 98% (in manual driven vehicles) to 
almost 75% (in fully AVs) [191].

•	 Behavioral data from Miller, et al. study that was con-
ducted using a simulator show significant differences in 
time to initiate evasive action across conditions. Addi-
tionally, participants in fully AVs show greater com-
fort and trust in the system than partially AVs. Thus, 
the required time for drivers in fully AVs to take control 
increases [192].

•	 Behavioral data from Sirkin, et al. study that was con-
ducted using a simulator to investigate the appropriate 
method to alert people to take control of the vehicle. 
Results show that 58% of respondents could correctly 
differentiate between different events in case of visible 
alert, 83% in case of audible alert, and 95% in the case 
of visible and audible alerts. Additionally, respondents 
need an average response time of 5–9 s in order to take 
control back depending on the alert method [193].

•	 Lin, et al. investigated the behavioral adaptations of early 
partially AVs’ adopters after short-term usage. Interviews 
were conducted with 20 T drivers who have high expe-
rience (at least one to five months) with the autopilot 
mode. Results showed that partially AVs’ drivers had 
a very positive attitude towards AVs, reported that they 
frequently got engaged in secondary activities. The man-
ufacturer requests that Tesla owners keep their hands on 
the wheel in order to avoid abuse of the Autopilot and 
to ensure that they can take over immediately in critical 
situations [194, 195]. Although reports of engaging in 
potentially distracting activities were highly prevalent, 
all respondents stated that they already know that getting 
engaged in a secondary task was contrary to the instruc-
tions. Respondents stated that the time associated with a 
secondary task engagement, when eyes are off the road, 
is between 3 and 5 s and this time becomes longer when 
they drive on familiar roadways. 30% of the respondents 
stated that they frequently keep one hand on the phone 
and the other hand on the steering wheels. One of the 
twenty respondents stated that one time he spent half an 
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hour playing on his phone without looking into the road 
[196].

•	 Behavioral data from Sun, et al. study that was conducted 
using a simulator to investigate the factors that influence 
trust levels on AVs shows that on average, participants 
had a higher level of situational awareness during manual 
driving, compared with those in AVs [197].

Thus, establishing a safe transition from the autonomous 
system to the human-driven system increase the complexity 
of the system. This complexity requires specific regulations 
to force people and manufacturers to comply with prespeci-
fied safety procedures such as forcing people to keep their 
hands on the steering wheels and forcing manufacturers to 
provide the appropriate alert to hand over the vehicle control 
safely.

6.3 � Impact of liability on the public acceptance

While the mentioned liability issue is expected to influence 
the public acceptance of AVs, rare studies endeavored to 
understand this phenomenon and how it impacts the public 
acceptance. As discussed before the survey study by Casley 
et al. was conducted in the US with 467 respondents and 
with the aim of understanding the impact of three factors 
on the public acceptance of AVs. These three factors are 
the safety of the system, the cost of the technology, and the 
liability issue [31]. The following bullets are the main ques-
tions asked in the survey and their results:

•	 Respondents were asked to rank the importance of safety, 
costs, and laws on their perception of AVs. 82% of the 
respondents ranked safety as the most important aspect 
in order to adopt AVs, 12% believe that laws are the most 
important aspect, and 6% choose costs. These results 
show that safety is a top priority for people and illustrate 
that people will not adopt AVs until they make sure that 
this new technology is safe. Additionally, laws are ranked 
as the second factor that influences the public acceptance 
towards AVs.

•	 Respondents were asked if they would be comfortable 
sending their cars out on an errand by itself knowing 
that I am liable if it gets into an accident. The majority of 
respondents were not comfortable with the idea of being 
liable for an accident the car gets in if they were not driv-
ing it. 72% of the respondents were not comfortable with 
being liable, and 10% were comfortable with this idea, 
while 18% were in the neutral state.

•	 Respondents were asked the following question “By law, 
if a car’s autonomous system fails the car is required to 
alert the driver and either give the driver control or pull 
over and come to a stop. I am comfortable knowing that 
this is required by law.” The majority of respondents 

were comfortable knowing that the car will alert the 
driver, pull over, and stop if the autonomous system fails.

•	 Respondents were asked if a specific driving license 
should be required in order to legally operate an AV. 
Results show that 80% of people believe that a driving 
license should be required, 10% are in the neutral state, 
and 10% believe that no license is required.

•	 Respondents were asked “how do the laws concerning 
autonomous cars influence your desire to purchase one?”. 
10% of the respondents believe that laws will not impact 
their desire to purchase an AV, 50% were in the neutral 
state, and 40% believe that laws will affect their desire 
in adopting AVs. These results show how liability can 
influence the public attitude towards AVs and that a large 
proportion of respondents might not adopt AVs for policy 
reasons. It must be mentioned that 50% of the respond-
ents are in the neutral state which indicates the low level 
of awareness regarding AVs’ laws.

A second survey by Rezaei, and Caulfield show that peo-
ple are not at all willing to accept liability for AVs. Results 
show that almost 60% of the respondents believe they must 
not be liable in case of accident, while only 14% believe 
they should be liable. Additionally, 71% of the respondents 
believe that AVs’ manufacturers should be the liable agency 
in case of accident, while 22% believe that insurance com-
panies should be liable [198].

Different other surveys all over the world and across the 
years show that people have high levels of concerns regard-
ing the liability of AVs as follows:

•	 The survey by Richardson et al. shows that 60% of the 
respondents are highly concerned about the liability of 
the AV in case of accident [34].

•	 The survey by Piao et al. in France shows that 56% of the 
respondents are highly concerned about the liability of 
the AV in case of accident [199].

•	 The survey by Cunningham, Ledger, and Regan in Aus-
tralia and New Zealand shows that 84% of the respond-
ents are highly concerned about the liability of the AV in 
case of accident [200].

•	 The survey by Greaves et al. in Australia shows that 64% 
of the respondents are highly concerned about the liabil-
ity of the AV in case of accident [37].

Also, AVs will face new issues related to cybercrime and 
hacking. The criminal law will have to address new ques-
tions such as: who should be responsible if an AV is used 
in a crime? As incidents happen in different environments, 
will the responsible subject change depend on the circum-
stances? [181].

For example, in 2016, a team of researchers hacked a 
Tesla car and took control of the car for almost 12 miles. 
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The Chinese researchers were able to control every elec-
tronic feature of the vehicle remotely such as brakes and 
car locking. The attack requires the car to be connected to a 
malicious Wi-Fi system set by the team and the attack can 
be done only if the car browser is opened. Tesla stated that 
the probabilities to meet the attack requirements were very 
low, but this would not stop them from responding quickly 
[201]. In fact, cybersecurity represents a major concern for 
the public. Surveys showed high levels of concerns regard-
ing security as follows:

•	 90.9% of respondents are concerned about vehicle secu-
rity [34]

•	 54% of respondents are concerned about vehicle security 
[199]

•	 68% of respondents are concerned about vehicle security 
[37]

As a result, vehicle security is an important feature to 
gain customers’ trust.

In conclusion, there is a critical issue in the liability 
between human drivers and manufacturers that will be raised 
soon. Future legislations must limit the liability of passen-
gers in case of inattentive, especially the main benefit of 
AVs is to allow passengers to be involved in other activities 
during their trips. Thus, if the driver is asked to keep atten-
tion on the road while the car is moving, then what is the 
difference between the AVs and the conventional vehicle?! 
In such a case, will people accept to buy such a vehicle?! 
Unfortunately, in general, governments are following the 
principle of blame avoidance because of the safety concerns, 
which hinder the technology and increase the costs [202]. 
Also, the legal sector is following the development of AVs 
instead of taking the lead [178].

Given this, autonomous car manufacturers should empha-
size the safety of autonomous cars and prove to the public 
that operating an autonomous car is not a risky endeavor (as 
discussed on the safety Sect. 3). These manufacturers must 
also push to have thorough and reasonable laws for autono-
mous cars developed. Only when the cars have been made 
safe and the laws surrounding them made legally satisfactory 
the people will judge the cost of these cars to be affordable 
or not. Until these concerns are met, the price of the vehicle 
is inconsequential to the purchase of the vehicle.

7 � Public acceptance and perception 
of the AV technology

As discussed in the previous sections, there are many fac-
tors that influence the public acceptance of AVs’ technology 
and might push people from adopting this technology. This 
section discusses in detail the public perception of AVs to 

reveal the main factors that might motivate or discourage 
people from adopting AVs.

7.1 � Impact of previous experience (awareness)

Piao et al. evaluated the public opinion about AVs with the 
aim of understanding the impact of the previous experience 
with AVs technology on public acceptance of the technol-
ogy using an online survey and telephone interview in La 
Rochelle, France because six automated buses piloted in the 
city in 2015 [199]. Results of the survey imply the following:

•	 87% of the survey have previous experience with AVs.
•	 Majority of respondents were optimistic about the AV 

technology with 50% believe that AVs reduce energy and 
emissions.

•	 2/3 of respondents prefer autonomous buses than human-
driven buses because of the cost reduction due to no 
driver costs.

•	 73% of people with previous experience with AVs prefer 
trips on AVs compared with 55% for respondents without 
previous experience. Thus, previous experience with AVs 
has a significant influence on the public acceptance.

Simulators can provide a second approach to evaluate the 
impact of previous experience. Consequently, Wintersberger 
et al. used a driving simulator to study the user acceptance 
with 48 participants riding an AV with positive and nega-
tive affect schedule (PANAS), affect grid [two-dimensional 
grid measuring pleasure against sleepiness to arousal], inter-
views. and questionnaires that were conducted twice; one 
before and another after the trip to analyze the participants’ 
emotions. The experimental setup attempt to answer the fol-
lowing question “Do people accept an AVs the same way as 
they accept human drivers”, by testing the following hypoth-
eses: “There is no difference in the mental condition nor the 
emotional state of front-seat passengers of an AV, male or 
female driver” [203]. Overall conclusion, respondents who 
had previous background in AVs were more optimistic about 
it.

On the other hand, Richardson and Davies created an 
online survey in UK with 199 respondents then compared 
the results with a similar survey concluded earlier in 2014 
to understand the change in public opinion over time. 
Results showed that: in 2017, there was a negative shift 
in the public opinion about AVs, when compared to 2014 
results. Although more people became more aware of AVs in 
2017, the percentage of respondents with positive opinions 
dropped by 25% in the 3 years [204]. Results of this survey 
comply with the results from Fig. 3 as in 2014 there were no 
AVs available and there were no accidents, so people were 
optimistic about AVs, however, with time AVs’ accidents 
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are reported and people became more concerned and less 
positive towards AVs.

7.2 � Impact of economic conditions on public 
acceptance of AVs

Bazilinskyy et al. (2015) conducted three surveys in 112 
countries with 8862 respondents to estimate the public 
acceptance in the national level. Results revealed that peo-
ple from low-income countries are more likely positive 
towards AVs than people from high-income countries. 40%, 
20%, and 23% of respondents from high, medium, and low-
income countries were concerned about the AV technology. 
Respondents from high-income countries were concerned 
about their software failure. Additionally, developed coun-
tries were less comfortable with the idea of vehicle transmit-
ting data than developing countries [205].

7.3 � Truck drivers and fleet operators perception 
of AVs

Although truck drivers and freight industry are expected to 
get affected significantly with the introduction of AVs, rare 
studies focused on the perception of truck drivers and fleet 
operators. Consequently, it is essential to understand the 
opinion of truck drivers and fleet managers on AVs. Rich-
ardson et al. conducted an online and in paper survey for 69 
truck drivers and 17 fleet managers [34]. Results showed 
that:

•	 Significant portion of the truck drivers (44%) are not 
aware of the AV technology, while 90% of fleet managers 
already have the knowledge about the new technology.

•	 74% of truck drivers feel safe about their jobs.
•	 51% of the truck drivers believe that AVs might increase 

traffic safety and comfort.
•	 47% of truck drivers choose their job because of driving 

pleasure.
•	 Privacy and liability of AVs are the major sources of fleet 

managers and truck driver concerns, and a significant 
portion of truck drivers (46.2%) are concerned about the 
loss of driving pleasure.

A significant portion of truck drivers feels safe regarding 
their jobs. Maybe because they are not aware of the new 
technology or they believe that AVs will not replace them. 
Actually, a recent study by Gittleman and Monaco revealed 
that although the risk on truck drivers is real, the projections 
touted are exaggerated because companies will always need 
drivers because not all the driver’s tasks can be automated. 
For example, sensors can detect safety problems, but they 
cannot do anything about them, so fixing these problems 
requires human interaction [206].

7.4 � Willingness to pay

Willingness to pay is a key factor for the success of any 
new technology, especially in the initial state where the 
cost of the new technology is high. Previous surveys show 
that a small proportion of people are willing to pay more 
for AVs as follows:

•	 Schoettle and Sivak found that almost 60% of respond-
ents in the US, UK, and Australia are not willing to 
pay more for the new technology, while only 10% are 
willing to pay much more [34].

•	 Kyriakidis et al. found that only 5% of respondents are 
willing to pay more than $ 30,000 for an AV. Addi-
tionally, results showed that AVs are more attractive to 
people who make long trips and to people who live in 
countries that register high accident rates [36].

•	 Cunningham et al. found that 66% and 57% of respond-
ents are not willing to pay more for AVs [200].

In summary, a small proportion of the respondents are 
willing to pay more for AVs [26].

7.5 � Precepting of AVs for different age groups

Surveys showed that younger people are more enthusiastic 
towards AVs’ technology as follows:

•	 Piao et al., found that 56% of respondents aged > 65 
would consider making trips using AVs, compared to 
62% and 61% for people aged between 18 and 34, and 
35–64 [199].

•	 Abraham et al., found that 40% of the 25–34 years 
old participants prefer AVs, while only 12% for 
65–74 years old consider making trips in AVs [207].

•	 Richardson and Davies found that people become dis-
couraged about AVs with the increase in the number of 
years driving [204].

While many studies assume that AVs have the potential 
to increase accessibility for aged individuals and consider 
this segment as the early adaptor of AVs [19, 208–211], 
results show that younger people are more interested in 
AVs, which contradict with the theory that elder will ben-
efit more from AVs.

Additionally, while the disabled are considered as one 
of the early adaptors of AVs, no study survived this group 
to estimate their acceptance of this new technology. As a 
result, further surveys are required to understand the disa-
bled perception of the new technology instead of making 
assumptions similar to the elder adaption theory.
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7.6 � Perception of males and females

Surveys showed that males are always more optimistic 
towards AVs than females as follows:

•	 Schoettle and Sivak, illustrated that males are more posi-
tive toward AVs’ adoption [34].

•	 Schoettle and Sivak, found that males are more interested 
in AVs, with 19% of the males fully AVs compared to 
12.4% of the females. Additionally, females responded 
with higher levels of concern than males as 30% of males 
were concerned about fully AVs compared to 40% of 
females [35].

•	 Piao et al., found that males are likely to use AVs than 
females. Of the male respondents, 64% have no problem 
in making trips in AVs, compared to 55% females [199].

•	 Abraham et al., found that males were comfortable with 
higher levels of automation with 53% of the males have 
no problem allowing the vehicle to take control compared 
with 40% of females [207].

•	 Richardson and Davies: females are more concerned 
about the risks of AVs than males, with an average 3/5 
of the males believe that AVs will increase the safety 
compared with 2.37/5 of the females [204].

7.7 � Impact of educational level on AVs’ acceptance

Higher education people are more aware of AVs’ benefits 
and concerns and generally skeptical [34]. Results of Piao 
et al., study showed that people with higher educational lev-
els are more positive towards AVs. 71% of high education 
respondents stated that they prefer AVs, compared to 52% 
for people with low education [199].

7.8 � Public preference of different modes of AVs 
(public vs. private) and the cost of technology

Affordability is a major concern facing the introduction of 
AVs. For example, according to the National Automobile 
Dealers Association, Americans spend an average of 30,000 
$ for buying a new car. However, the cost of an AV is almost 
322,000 $ because of the Velodyne LIDAR system, visual 
and radar sensors, and the cost of the driving computer and 
software [212, 213]. Autonomous taxis can circumvent this 
cost issue. In 2019, Nunes and Hernandez studied the cost 
competitiveness of autonomous taxis when compared to 
conventional vehicles. The study went through four main 
phases: first, estimated the cost of owning an older vehicle; 
second, use the public data to estimate the operating costs of 
taxis; third, adjust expenses to include the new technology; 
finally, econometric testing. Results indicate that autono-
mous taxis can cost customers up to three times more than 
conventional vehicles [213].

On the other hand, the US department of transportation 
(2017) conducted an economic analysis that considered the 
current technology, the associated ownership, operating 
costs, and compared them to the estimates in the future. 
Results indicate that AVs have the potential to reduce the 
operating costs by 30 to 50 cents per mile [214]. Similarly, 
Ongel et al. conducted an economic analysis that indicates 
that autonomous taxis can reduce the operating costs by 
60 to 75% compared to conventional vehicles [215]. Todd 
Litman provided a comparison between the costs of tradi-
tional driving vs. AVs in different modes. Results showed 
that operating costs of private AVs will be cheaper than 
traditional taxis but higher than the traditional transit and 
traditional vehicles. However, shared AVs will be cheaper 
than any other mode [216]. Figure 7 shows a cost com-
parison for the different modes of AVs and conventional 
vehicles.

While shared AVs have the potential to reduce the oper-
ating costs, it cannot provide high service quality. Conse-
quently, it is expected that most of the surface will be stain-
less steel and plastic to minimize the cleaning and vandalism 
costs. Additionally, passengers will be monitored by security 
cameras. Shared AVs will be similar to public transportation 
modes where people share their private space, encounter 
previous occupants’ garbage, and there will be no driver to 
help passengers. Additionally, passengers might encounter 
additional delays because of the pickup and drop of events. 
Thus, private AV might be the preferred mode for many 
people [216]. Thus, it is essential to investigate the public 
preference of different AVs’ mode (public, private).

Piao et al. survey in France showed that 67% of respond-
ents preferred autonomous buses over human-driven buses 
because of the cost reduction due to the reduction of the 
driver costs. On the other hand, 33% of respondents pre-
ferred autonomous taxis over conventional taxis. It must be 
mentioned that 33% of the respondents stated that they do 
not know which mode they prefer because they are no famil-
iar with the sharing service provided by AVs [199]. In 2018, 
Moreno et al. survey in German showed that 42% of the 
respondents are willing to share their trips while using AVs 
[217]. However, 23% of the overall trips in Germany are 
made using a shared mode [218]. As a result, AVs have the 
potential to shift the personal transportation from personal 
use to shared use.

However, it must be mentioned that findings of the pre-
vious surveys are not guaranteed, because highly or fully 
autonomous and connected vehicles are not currently avail-
able on the market. Thus, results of the previous surveys rely 
on the imagination of the respondents regarding the opera-
tion of AVs in the future. Thus, over time communities and 
individuals learn more about this new technology, and their 
perceptions, expectations, and stated behavioral responses 
are likely to change, in some cases rapidly. Consequently, 
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the public preference for different modes of AVs must be 
investigated over time.

Figure  8 provides a statistical summary of the pub-
lic perception covered in this paper. The figure shows the 
minimum, maximum, and average percentages of the dif-
ferent attributes covered in this paper. In general, males are 

more positive towards AVs than females. Young and mid-
age groups are more positive towards AVs than the older 
age group. A significant portion of people are not willing 
to pay more for AVs, and a small proportion is willing to 
pay much more. People from low GDP countries are more 
positive towards AVs than people from medium and high 

Fig. 7   Cost comparison 
between the different modes of 
AVs and conventional vehicles 
[216]
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GDP countries. Finally, people with previous experience 
with AVs are more positive towards AVs than people with 
no experience.

8 � AVs in pandemics and implications 
on the public attitude towards AVs

The global COVID-19 has made radical changes in our 
world, as people had to adapt to a new lifestyle. In the last 
few months, public health experts advised people to avoid 
crowds, enclosed spaces, and time spent in close contact 
with others, which are normal features of the transit system. 
The level of fear of public transit service increases signifi-
cantly after this pandemic as many people blame subways 
and buses for coronavirus outbreaks [219]. For example, it 
was found that ridership on bus and rail systems in the USA 
had dropped by 74% in New York, 79% in Washington, D.C., 
and 83% in Boston. In Canada, transit ridership dropped by 
80% in Toronto and 82% in Montréal [220]. Additionally, 
one study in New York City entitled “The Subways Seeded 
the Massive Coronavirus Epidemic in New York City” by an 
MIT economics professor shows that subways are the major 
source for the widespread of the virus [221] that some of the 
city officials requested the governor to shut down the New 
York’s transit system [222]. In Ontario, Canada, the prov-
ince asked the TTC to consider replacing some of their bus 
routes with microtransit service through partnerships with 
companies like Uber [223]. Thus, it is essential to look for 
an alternative for the public transportation service (buses, 
subways, etc.) to fill this gap and at the same time maintain 
equity. This alternative must be affordable to everyone and 
provide a service similar to the public transportation service. 
As mentioned above in section (7.8 Public preference of the 
mode of AVs (public vs. private) and the cost of technol-
ogy:), AVs might be the future alternative for the public 
transportation service. Previous AVs’ simulation models 
show that AVs as a shared mode (similar to Uber- the vehi-
cle is shared between customers, but it serves one customer 
at a time) can provide the same mobility with low trip costs 
when compared to human-driven vehicles or human-driven 
taxis as follows:

•	 A simulation model for Ann Arbor, Michigan, USA to 
achieve a customer waiting time of two minutes or lower 
shows high-cost reduction from 21 $ to 2 $ (90% reduc-
tion) per day due to reduction in the ownership cost, 
operating expenses, parking fees and value of time [224].

•	 Two simulation models for Babcock Ranch, Florida, 
USA and Manhattan, New York, USA showed radically 
low trip cost with an average waiting time less than two 
minutes. In Manhattan, results show high-cost reduction 
from 7.8 $ per trip (using the traditional yellow taxi) to 

0.8 $ per trip (88% reduction) due to the reduction in the 
ownership cost, operating expenses, and central coordi-
nation. For the Babcock Ranch case, the mobility service 
cost would be less than 3$ per day per person or 1$ per 
trip [224].

•	 The US department of transportation conducted an eco-
nomic analysis that considered the current technology, 
the associated ownership, operating costs, and compared 
them to the estimates in the future. Results indicate that 
AVs have the potential to reduce the operating costs by 
30 to 50 cents per mile [225].

•	 Ongel et al. conducted an economic analysis that indi-
cates that autonomous taxis can reduce the operating 
costs by 60 to 75% compared to conventional vehicles 
[215].

•	 Litman provided a comparison between the costs of tra-
ditional driving vs. AVs in different modes. Results show 
that operating costs of private AVs will be cheaper than 
traditional taxis but higher than the traditional transit 
and traditional vehicles. However, shared AVs will be 
cheaper than any other mode [216].

From the previous discussion, it is shown that AVs can 
provide the same mobility with low trip costs. This cost 
reduction guarantees equity and affordability of this service 
to everyone. Therefore, experts believe that this pandemic 
is a turning point that will accelerate the new digital revolu-
tion. Although the pandemic has halted many AVs’ pilot 
studies [215, 226], it is expected that this crisis will acceler-
ate the introduction of AVs as AVs can be useful in emergen-
cies and pandemics as follows:

•	 AVs have already proven their value in the times of 
pandemics. China used autonomous vans for food and 
medical supplies delivery and sanitize streets [227]. For 
example, Apollo has partnered with Neolix for the deliv-
ery of food and medical supplies in Beijing [228]. Addi-
tionally, in Florida, the Mayo Clinic has started using 
the AV developed by Beep to transport COVID-19 tests 
from the testing site to the processing laboratory [229]. 
In the future, during pandemics, AVs can be used as a 
transportation mean to transport people to grocery stores, 
healthcare, and pharmacies, while maintaining isolation 
and sterilization [226, 227].

•	 Start-up companies such as Vayyar are developing vehi-
cles for monitoring vehicle cleanliness and air quality 
that measure airborne contaminations for infected pas-
sengers. This feature can be useful for the early detection 
of diseases [227].

•	 More importantly, AVs could replace public transporta-
tion in pandemics which is a main source for the spread 
of diseases. For example, in 2018, Goscé and Johansson 
found a correlation between the use of public transport 
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and the spread of diseases in London. Additionally, it was 
found that underground transportation plays a significant 
role in the spread of airborne infections [230].

AVs have proven their ability in addressing some of the 
biggest challenges confronting society in pandemics. AVs 
can provide effective, safe mobility to help people to move 
to their essential activities. Although the use of AVs is still 
uncertain, as well as it needs a long time in terms of the 
regulatory process, the previous discussion, and the men-
tioned use cases above have proven the worth of autonomous 
vehicles that makes AVs a major tool in the fight against 
pandemics. Consequently, AVs have the potential to become 
part of our daily life in a post COVID-19 world. As a result, 
it is expected that this pandemic will have a significant influ-
ence on the public acceptance of AVs and people might 
become more optimistic towards AVs.

A recent survey by The Motional Consumer Mobility in 
the US shows that the public enthusiasm in AVs is growing 
[231]. The Motional Consumer Mobility Report surveyed 
1,003 U.S. consumers in the mid of July to find public enthu-
siasm toward driverless vehicles is generally growing [232]. 
Results show that:

•	 COVID-19 has redefined the definition of safety. 70% of 
the respondents agree that COVID-19 has changed how 
cities should be planned in the future.

•	 83% of the respondents agree that access to safe, clean 
transportation is a public health issue.

•	 70% of respondents admit that the risk of infection is a 
real concern impacting their transportation decisions.

•	 60% of the respondents are reconsidering their transpor-
tation choices to accommodate social distancing.

•	 86% of the respondent will travel in an AV if they are 
given the opportunity.

•	 66% of the respondents will consider using AVs regu-
larly.

•	 82% believe that AVs are the way to the future.

Result of this survey shows that the level of awareness, 
and interest in autonomous systems in general, increases 
while people are facing this new world as they can not nec-
essarily do things in the same way that they did in the past. 
Additionally, results of this survey show significant increase 
in the level of interest in AVs in the US when compared 
with another survey that was conducted by Partners for 
Automated Vehicle Education (PAVE) just before the wide-
spread effects of COVID-19 hit the U.S [233]. PAVE survey 
showed that 48% of the Americans would never consider an 
AV for their trip. Thus, this pandemic has caused conversa-
tions around autonomous driving systems to happen more 
broadly than before, which has opened consumers’ eyes to 
the benefits of AVs [232].

The ongoing COVID-19 pandemic has created a surge 
in the public interest and demand for autonomous delivery 
robots since it can provide contactless delivery as discussed 
above. Thus, another study for evaluating the public accept-
ance of autonomous delivery robots during COVID-19 pan-
demic was conducted in Portland, US with 483 respondents. 
This study focuses on the consumers’ willingness to pay for 
this emerging technology. Results show that 62% of respond-
ents are willing to pay more than 2.3 $ to receive deliveries 
using autonomous delivery robots or AVs [234].

9 � Conclusions

Since the development of the first AV by Mercedes-Benz 
and Bundeswehr University in Munich, tremendous efforts 
have been dedicated to AVs. While AVs are often discussed 
in regard to their implications, benefits, technological devel-
opment, and technological challenges, less attention has 
been paid to the public acceptance and perception of AVs. 
Thus, This paper reviews the previous studies that focused 
on testing the public acceptance and perception of AVs and 
sketches out the main trends in this area with the focus on 
implications of safety, ethics, liability, and regulations on the 
public acceptance. This paper shed light on the main trends 
and factors influencing the public perception and acceptance 
of AVs as follows:

•	 While AVs have the potential to increase traffic safety 
due to the avoidance of the human error, vehicular failure 
might replace the human error due to many reasons such 
as the variety of situations or scenarios AVs might be 
involved in and the variety of the environmental condi-
tions. These reasons make the process of training AVs 
a highly sophisticated process that requires a high level 
of cooperation and coordination between multiple disci-
plines from machine learning, to sensor development, to 
AVs’ testing and developing a standard testing process

•	 In general, people are highly concerned about AVs, and 
the level of fear of AVs increase with the increase in the 
number of accidents reported.

•	 AVs faces an ethical dilemma similar to the famous trol-
ley paradox, however, the paradox will be more frequent 
for the case of AVs. The main issue is that unlike human 
drivers, AVs’ decision on how to crash is pre-defined by 
a programmer. This dilemma has a significant influence 
on the public acceptance of AVs.

•	 There is a critical issue in the liability between human 
driving and manufacturer that will be raised soon. The 
future legislations must limit the liability of passen-
gers, otherwise, if drivers are forced to keep attention 
on the road while the car is moving, then what is the 
difference between AVs and conventional vehicles?! In 
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such a case, will people accept to buy such a vehicle?! 
Apparently, the legal sector is following the develop-
ment of AVs instead of taking the lead.

•	 Previous experience with AVs has a significant influ-
ence on the public acceptance of AVs. People with pre-
vious experience with AVs’ features are more positive 
towards adopting AVs. However, it must be mentioned 
that previous experience might affect the public accept-
ance negatively as discussed in Richardson and Davies 
(2018) study [204] because the public acceptance is 
affected by other factors such as AVs’ accidents.

•	 While truck drivers are expected to suffer from job loss 
with the introduction of AVs, rare studies focused on 
the perception or the opinion of truck drivers on AVs’ 
technology. Nevertheless, a recent study by Gittleman 
and Monaco (2020) revealed that although the risk on 
truck drivers is real, the projections touted are exag-
gerated because companies will always need drivers as 
some of the driver tasks cannot be automated. While 
sensors can detect safety problems, they cannot do 
anything about them, so fixing these problems requires 
some human interaction [206].

•	 While the disabled are considered to be one of the early 
adaptors of AVs as AVs increase their accessibility, no 
study surveyed this group to understand their accept-
ance and perception of the AV technology. Similarly, 
the elders are considered one of the early adaptors of 
AVs as AVs will increase their accessibility. However, 
surveys showed that older people are the most pessi-
mistic towards AVs, which contradicts the theories that 
the elder will benefit more from the AVs.

•	 While willingness to pay is a key factor for the success 
of any new technology, especially in the initial state 
where the cost of the new technology is high, previous 
surveys show that a small proportion of people are will-
ing to pay more for AVs.

•	 Males are more positive towards AVs than females. 
Similarly, people with high education levels are more 
positive than people with lower education levels.

•	 AVs have the potential to help people in their fights 
against pandemics. AVs can be used to transport people 
while maintaining isolation and sterilization. Addition-
ally, AVs can be used for the delivery of food and medi-
cal supplies. Thus, the COVID-19 pandemic has caused 
conversations around autonomous driving systems to 
happen more broadly than before, which has opened 
consumers’ eyes to the benefits of AVs and in turn has 
increased the public enthusiasm towards AVs.

Figure 9 summarizes the main conclusions and out-
comes of this study.

10 � Final remarks and recommendations 
for the future

•	 Safety: the safety of autonomous cars is paramount. 
If the vehicles are not safe, they are significantly less 
desirable, regardless of their benefits. The perceived 
safety, or rather the perceived lack of safety of auton-
omous cars, is what will truly sway the opinions of 
potential buyers. Given this, autonomous car manufac-
turers should emphasize the safety of autonomous cars 
and prove to the public that operating an autonomous 
car is not a risky endeavour.

•	 Liability: AVs’ manufacturers must also push to have 
thorough and reasonable laws for autonomous cars 
developed. Only when the cars have been made safe 
and the laws surrounding them made legally satisfac-
tory the people will judge the cost of these cars to be 
affordable or not. Until these concerns are met, the 
price of the vehicle is inconsequential to the purchase 
of the vehicle.

•	 Ethical dilemma: one of the main problems in the AVs 
is that unlike the human driving, AVs’ decision on how 
to crash is pre-defined by a programmer. These deci-
sions have a great influence on public acceptance of 
AVs. This issue is similar to the Trolley paradox; how-
ever, for AVs the dilemma seems much more serious as 
AVs will be involved in this dilemma much more fre-
quently than a train running in a railway. Further stud-
ies are required to understand the appropriate decision 
in similar situations and understand the social accept-
ance of different alternatives.

•	 Target segment: AVs’ providers should target young, 
educated males as this segment is the most attracted to 
AVs’ technology. Probably AVs’ provider should train 
their vehicles in universities to familiarize this segment 
with the new technology. However, this segment cannot 
pay much for this technology so the use of shared AVs 
might be a good and affordable solution. For example, 
autonomous shuttles can be used as a first-mile and 
last-mile solution between transit stations to universi-
ties.

•	 Elder and disabled debate: AVs are expected to increase 
the accessibility for elders and the disabled. While the 
disabled are considered to be one of the early adaptors 
of the AVs, no study surveyed this group to understand 
their acceptance of the AVs. As a result, future studies 
are required for this group instead of making assump-
tions. Similarly, elders are considered one of the early 
adaptors of AVs as AVs will increase their accessibil-
ity. However, surveys showed that the elder is the most 
pessimistic segment towards AVs, which contradicts 
the theories that the elder will benefit more from AVs. 
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Fig. 9   The main results and conclusions of this study
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In other words, it is noteworthy that, although acces-
sibility to the elderly and disabled was among the key 
benefits of AVs, little to no research focused on the 
disabled to understand their acceptance of AVs. Addi-
tionally, results showed that old people are pessimistic 
about AVs, which contradicts the hypothesis that the 
elderly would benefit more from AVs.

•	 Cost of negative news (accidents): generally, people are 
highly concerned about AVs and the level of fear of AVs 
increase with the increase in the number of accidents 
reported. For example, the first AV fatal accident that 
involved Tesla’s AV in 2016 had a significant impact on 
public acceptance of AVs and the level of interest in the 
AVs declined greatly after the accident that Tesla’s share 
declined 1% in the day of the accident [48]. Although 
AVs might increase safety and reduce collisions, such 
news put the public against AVs. Consequently, AVs’ 
providers must be aware of such an impact; especially 
in early stages when people are not familiar with the AV 
technology. Such accidents might harm the safety reputa-
tion of AVs and associate AVs with accidents in minds of 
the public which might discourage people from traveling 
in AVs.

•	 Liability issue: there is a critical issue in the liability 
between human drivers and manufacturers that will be 
raised in the near future. It seems non-logic to consider 
the occupant of the AV liable for an action in an AV, 
especially the main benefit of AVs is to allow the pas-
sengers to be involved in other activities. Thus, if the 
driver is asked to keep attention while the car is moving, 
then what is the difference between AVs and conven-
tional vehicles? In such a case, will people accept to buy 
such a car? This point is critical for the future of AVs 
and requires additional studies to provide solutions that 
handle this liability issue.

Author contributions  KO: literature search and review, research meth-
odology, data preparation, data analysis, manuscript writing.
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