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Abstract
In the literature, it is widely discussed whether the pharmaceutical industry is going 
through an innovation crisis. Unfortunately, no comprehensive review exists to date 
that outlines the main empirical findings. In this paper, we provide an extensive 
survey on what is currently known about the crisis and its reasons. The empirical 
evidence shows that project success rates decreased over time, while attrition rates, 
development times, and the costs per new drug increased. The reasons for these 
developments are quite complex. The crisis seems to have largely technological 
causes. The enormous scientific progress in biotechnology and related disciplines 
has increased the opportunities to treat diseases, but the firms have difficulties trans‑
forming these advances into new and effective medicines. More basic research is 
necessary and the links between science and industry should be strengthened. Some 
measures have recently been taken to better adapt the approval process to current 
developments. However, the persistently high number of consolidations in the indus‑
try seems to have largely detrimental effects.
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Introduction

In the 1990s, many important technological developments took place in the phar‑
maceutical industry that provoked deep changes in the previously established way 
to conduct research and development (R&D). The decoding of the human genome 
released a huge progress in biotechnology (Martin et al. 2009, p. 158). Parallel to 
this, advances were achieved in other scientific fields such as chemistry, pharma‑
cology, synthetic and structural biology, or bioinformatics (Gassmann et al. 2008, 
pp. 33). Since the demand for drugs is rising due to aging societies and a greater 
access to healthcare systems (IMS Institute 2015), the new technological devel‑
opments offer huge opportunities for firms and the evolution of the industry as a 
whole. In light of these good prospects, it is surprising that no more new drugs 
are being approved and launched. A discussion about whether the industry has 
entered an innovation crisis already began in the 1990s with some analyses on the 
number of approvals or project success rates (Bienz‑Tadmor et al. 1992; DiMasi 
et al. 1995). It gained momentum with the turn of the century when the costs to 
develop a drug escalated, many blockbusters were about to lose patent protec‑
tion, and the firms had only very few promising compounds in their pipelines 
(Abrantes‑Metz et al. 2004; Adams and Brantner 2006; Danzon et al. 2005; Kola 
and Landis 2004; Munos 2009). While there have been slight signs of improve‑
ment in recent years (Evaluate 2019; Pammolli et al. 2020), it is not clear whether 
the industry as a whole is recovering. Thus, the discussion is still very relevant 
and no consensus exists yet about the true scope of the crisis, its significance, and 
its underlying reasons.

From an economic policy perspective, the problem is quite puzzling: Econo‑
mists would usually assume that there are not enough innovations because of an 
underinvestment in R&D. Firms may lack incentives to invest in R&D when pat‑
ent protection is ineffective or when the demand for new pharmaceutical products 
is low. But these causes do not seem to grasp the actual problem of the industry: 
Statistics show that huge sums are continuously invested in the development of 
new drugs (EFPIA 2017, p. 5). Another factor that is often mentioned when bar‑
riers to innovation are discussed is overregulation. However, it seems that the lit‑
erature does not regard the complex regulations which firms have to fulfil to get 
market approval for their compounds as the main problem (Munos 2009, p. 964). 
These regulations may even increase the innovativeness of the industry in terms 
of the quality and novelty of drugs. So why are the firms not able to develop more 
truly innovative medicines? The problem seems to be rooted in the R&D process 
itself. This is quite unusual and thus especially interesting since it does not cor‑
respond to the arguments usually made when an industry generates only a few 
innovations. Interestingly, the discussion focused rather early on the question of 
whether the R&D process itself has problems and whether it is getting more and 
more difficult for firms to develop new drugs due to technological reasons.

More recently, another debate came up about whether management problems 
or factors related to the structure of the industry can be made responsible for the 
low R&D productivity. However, in many studies only individual reasons are 
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considered without relating them to a broader context. Moreover, many analyses 
that try to verify the existence of the crisis only examine single indicators, such 
as project success rates, development times, or costs per new drug, and only very 
few of them consider their development over time. Thus, a detailed and wide‑
spread survey of the literature may help to outline and clarify our state of knowl‑
edge concerning the following questions: What problems is the industry really 
facing? Has the situation improved or do the problems persist? What can be done 
from a policy perspective? Only with the help of a more detailed analysis will it 
be possible to derive useful recommendations for policy and management.

The paper is structured as follows: The next section examines the current condi‑
tion of the industry based on economic facts. Then, empirical studies are presented 
that provide possible evidence for the existence of the crisis. Subsequently, a brief 
overview of the pharmaceutical R&D process is given to illustrate its special char‑
acteristics. This is followed by a detailed analysis of possible reasons for the crisis 
mentioned in the literature. Finally, the results obtained are critically discussed and 
conclusions are drawn for policy, management, and science.

Stylized facts about the crisis

Due to the enormous scientific progress that took place in the past three decades, 
one would expect a significant growth in the pharmaceutical industry’s innova‑
tion rate. However, contrary to these expectations, the pharmaceutical firms were 
not able to substantially increase their innovation output so far. Figure 1 shows that 
the number of drugs approved by the US regulatory authority, the Food and Drug 
Administration (FDA), was largely constant between 1980 and 2010. In the litera‑
ture, the peak in the approval rate in 1996 is mostly attributed to the Prescription 
Drug User Fee Act (PDUFA) (Berndt et  al. 2005). This law was passed in 1992 
and allowed the FDA to charge fees from manufacturers to fund and accelerate the 
review process. As a result, the FDA was able to reduce a backlog of applications, 
which led to a higher number of approvals in the following years (Kaitin and DiMasi 
2011; Light and Lexchin 2012). Afterwards, the number of drug approvals per year 

Fig. 1  Annual novel drug approvals of the FDA between 1980 and 2019.  Source: Our elaboration 
on FDA (2018b, 2019a)
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declined again to its previous level. It was not until after 2010 that the rate seemed to 
recover slightly, with particularly high approval figures after 2016.

Figure 2 presents the five‑year average of all New Chemical or Biological Enti‑
ties1 (NCEs or NBEs) approved on the world market and differentiated according to 
the nationality of the mother company. It shows decreasing approvals between 1994 
and 2008 for American, European, as well as Japanese firms. However, between the 
periods 2009–2013 and 2014–2018, the average approval rate of US firms increased 
sharply. In contrast, the rates of European and Japanese firms only slightly recovered 
but were not able to significantly exceed their relatively low levels from the period 
1999–2003.

The decline in approval counts between 1994 and 2008 is insofar remarkable 
since R&D expenditures increased significantly during the same time period in the 
US, Europe, and Japan (EFPIA 2015, p. 5). In the US, expenditures escalated from 
$ 11.9 to $ 40.7 billion between 1995 and 2010 (see Fig. 3). In Europe, the respec‑
tive parameter rose from € 11.5 to € 27.9 billion, while in Japan, R&D investments 
almost doubled. This mismatch between R&D input and output has been called the 
‘productivity paradox’ in the literature (Gassmann et al. 2008, p. 1).

A high activity on the input side is also documented by a strong increase in 
employment figures. The number of people employed in the pharmaceutical indus‑
try worldwide rose from 3.6 million in 2006 to almost 5.1 million in 2014 (IFPMA 
2017, p. 44). In Europe, employment in the pharmaceutical sector grew from 
500,879 to 670,088 people between 1990 and 2010, and the number of persons 
working in R&D increased from 76,126 to 117,035 (EFPIA 2019, p. 13). Moreover, 
the number of firms with an active R&D pipeline almost doubled between 2001 and 

Fig. 2  Five‑year average of the number of NCEs or NBEs approved on the world market between 1994 
and 2018 (according to the nationality of the  mother company). Source: Our elaboration on EFPIA 
(2014, 2019)

1 A New Chemical Entity is a chemical drug that contains no active moiety that has previously been 
approved by the FDA in another application (FDA 2018a). In contrast, a New Biological Entity is a new 
biological product used to prevent or treat a disease, such as a protein, peptide, antibody, virus, or a vac‑
cine (Branch and Agranat 2014, p. 8751).



SN Bus Econ (2021) 1:164 Page 5 of 37 164

2010, from 1198 to 2207 (Informa 2019, p. 12). Thus, the figures related to the input 
side of the R&D process do not indicate that the industry actually is in an innovation 
crisis.

In general, the R&D intensity of the pharmaceutical sector is much higher than 
in other sectors. In 2018, the industry spent 15 percent of net sales2 for R&D, while 
software and computer services only spent 8.4 percent and electronic and electrical 
equipment only 4.9 percent (EFPIA 2019, p. 10). High incentives to invest in R&D 
are triggered by the expectation that the innovation—if successfully developed—
will generate a financial revenue. This expectation is raised by a high demand for 
pharmaceuticals on the one hand and the ability to appropriate the returns from the 
R&D investment on the other. Due to aging societies in industrialized countries, a 
higher standard of living in developing countries, and a greater access to pharma‑
ceuticals worldwide, global drug demand has grown in recent years and is predicted 
to rise continuously in the following years (IMS Institute 2015). Worldwide pre‑
scription drug sales increased from $ 649 to $ 768 billion between 2008 and 2016 
and are expected to grow further at 6.5 percent per year to reach $ 1060 billion in 
2022 (Evaluate 2017). Reimbursement issues may restrict the demand for certain 
drugs, but these regulations only apply to single countries and can be compensated 
with the entry into other markets with better reimbursement conditions.

Incentives to invest in R&D are also created by the patent system, which can 
be regarded as being very effective in the pharmaceutical sector (Mansfield 1986; 
Scherer 2000, p. 1318). Patents are the most important form of intellectual property 
protection in this industry due to the public nature of the development process and 
the low costs of imitation (Scott Morton and Kyle 2012). In general, it is not possi‑
ble to circumvent a pharmaceutical patent since the respective compound is usually 
precisely defined and even slight modifications constitute patent infringements as 

Fig. 3  Pharmaceutical R&D expenditures in Europe, USA, and Japan between 1990 and 2015 (million 
of national currency units; for Europe million €, USA million $, and Japan million ¥ × 100). Source: Our 
elaboration on EFPIA (2010, 2014, 2018)

2 Net sales are calculated as gross sales minus customer discounts, sales returns, and allowances.
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long as function and mode of action remain largely the same (Lakdawalla 2018, p. 
410). But the time of effective patent protection is often quite short because patents 
are filed at early discovery stages and development takes several years. This was 
considered by the Hatch–Waxman‑Act of 1984. With this act, the patent term for 
pharmaceutical products was extended by a maximum of five years (ibid., p. 403) 
and a market exclusivity provision was introduced. The latter enabled the FDA to 
grant periods of exclusive marketing rights after the approval of a drug to protect it 
from the early entry of generics (Scherer 2000, p. 1322). This provision ensures that 
sufficient incentives to invest in R&D remain, independent of the length of effective 
patent protection.

To sum up, an effective protection of intellectual property, as well as a rising 
worldwide drug demand, provide sufficient incentives to invest in R&D, and R&D 
expenditures, as well as employment figures, have actually increased during the last 
decades. So why is the development on the output side not in line with the develop‑
ment on the input side? Why is the approval rate lagging behind the large gain in 
R&D spending? So far, we only regarded statistics on R&D inputs and outputs at the 
industry level. To get a more comprehensive picture of the supposed crisis, we will 
review empirical studies analysing innovation productivity at the level of pharma‑
ceutical R&D projects in the next section.

Productivity crisis in the pharmaceutical industry: Empirical evidence

In this section, we start by presenting studies analysing the success rate of pharma‑
ceutical R&D projects, that is the share of successful projects on all projects con‑
ducted within a given time period. It can also be interpreted as the probability that 
a compound will be successfully developed and launched. Nevertheless, it does not 
tell anything about the quality of the new drugs and their market success in terms 
of revenues generated. To present a comprehensive overview of possible indica‑
tors, we also included studies that examine the attrition rate, the development time, 
and the R&D costs per new drug in our review. To identify all relevant analyses, 
we applied the PRISMA methodology (Moher et al. 2009). We searched for certain 
combinations of terms in the abstracts of the articles included in the EBSCO Aca‑
demic Search Ultimate database.3 We only considered studies in which first‑hand 
data analyses were conducted and in which the data sets used covered R&D projects 
from the whole range of disease fields. The search terms and numbers of excluded 
and included studies are given in Table 1.

Only the studies by Backfisch (2017), DiMasi (2001), and Wong et  al. (2019) 
analyse the development of the success rate over time. In addition to these three 
analyses, we, therefore, included studies in our review in which success rates for dif‑
ferent time periods were determined. However, these studies often differ in regard to 
the degree of novelty or innovativeness of the compounds examined in the samples. 

3 Included sources were Business Source Premier, EBSCO eBook Collection, ERIC, GreenFILE, MED‑
LINE, EBSCO Open Dissertations, and Library, Information Science & Technology Abstracts.
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For example, NCEs have the highest degree of novelty because they are based on a 
previously unknown active ingredient. Therefore, the development of these types of 
drugs is usually more difficult, takes longer, and is associated with higher costs than 
the development of already known substances.

There are only two studies examining NCEs, DiMasi et  al. (1995) and DiMasi 
(2001). DiMasi et  al. (1995) estimate different success rates for firms of different 
sizes and consider NCEs that entered clinical trials between 1970 and 1982. They 
find a success rate of 0.197 for small, 0.209 for medium‑sized, and 0.279 for large 
firms. DiMasi (2001) distinguishes between self‑originated and licensed or pur‑
chased compounds and considers NCEs that entered clinical trials between 1981 and 
1992. He finds that the success rate of self‑originated NCEs fell from 0.198 to 0.123 
during the examined time period, whereas the rate of purchased or licensed ones 
rose from 0.308 to 0.373. Based on the results of both studies, it is therefore not 
possible to make a clear statement about how the success rate of NCEs that started 
clinical trials between 1970 and 1992 has developed.

Nevertheless, there are also investigations with more recent data that do not 
restrict their analyses to NCEs, but also include R&D projects for line‑extensions, 
“follow‑on” therapies, or “me‑too” drugs. The development of these pharmaceuti‑
cals is mostly based on already known substances that have partly been examined 
or tested in other contexts previously. However, these studies also show major dif‑
ferences: Some only examine success rates for individual indications, while others 
determine success rates for the entire active ingredient – that means for all indica‑
tions for which the compound is in development. Using the latter approach, success 
rates tend to be higher in general because a project is already considered to be a suc‑
cess when the compound has reached the next development stage or gained market 
approval for the first indication (Hay et al. 2014, p. 41). Possible subsequent failures 
in the further development of the compound for the other indications are not taken 
into account.4

Unfortunately, three studies do not specify whether they analyse compounds only 
for single or for all indications for which they are in clinical studies. Nevertheless, 
we briefly describe their results to give an overview of the development of the suc‑
cess rate between 1983 and 2002: DiMasi et al. (2003) find a success rate of 0.215 
for projects that entered clinical trials between 1983 and 1994. Abrantes‑Metz et al. 
(2004) and Adams and Brantner (2006) both examine pipeline products that started 
human testing between 1989 and 2002 and estimate the success rate to be 0.264 and 
0.24, respectively.

Four studies calculate success rates for individual indications for which the com‑
pounds are being tested: Arora et al. (2009) estimate a success rate of 0.34 for pro‑
jects that began clinical trials between 1980 and 1994. Hay et al. (2014) find a suc‑
cess rate of 0.104 for projects that started tests in humans between 2003 and 2011. 
According to Thomas et al. (2016), the success rate of projects that entered clinical 
development between 2006 and 2015 is 0.096. Thus, taken together, the results of 

4 Hay et  al. (2014) apply both project definitions and actually find a lower success rate for the single 
indications of drug candidates than for all indications (0.104 compared to 0.153).
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these three studies indicate a sharp decrease in the success rate concerning clinical 
trials for individual indications between 1980 and 2015. However, the findings by 
Wong et al. (2019) are less clear cut. According to the latter analysis, the success 
rate falls from 0.112 to 0.052 between 2005 and 2013 but then rises again to 0.067 
in 2014 and 0.138 in 2015.

Hay et  al. (2014) and Backfisch (2017) calculate success rates of entire com‑
pounds, which means they do not differentiate between individual indications. Hay 
et  al. (2014) estimate a success rate of 0.153 for compounds that entered clinical 
trials between 2003 and 2011. Backfisch (2017) also includes projects in preclini‑
cal development in the analysis and finds that the success rate almost halved from 
0.069 to 0.036 between 1995 and 2010. However, since preclinical projects are also 
included in the sample, the success rate tends to be lower than in the analysis of 
Hay et al. (2014). This is due to the fact that a further selection takes place before 
entering clinical trials and many projects are already discontinued at the end of the 
preclinical phase.

Unfortunately, other factors further limit the comparability of the results from the 
studies presented above. Firstly, some studies focus only on projects developed in 
the US, whereas others look at global R&D activities. Abrantes‑Metz et al. (2004), 
Arora et al. (2009), Hay et al. (2014), and Thomas et al. (2016) only consider pro‑
jects that were in clinical trials in the US, while Adams and Brantner (2006), Back‑
fisch (2017), DiMasi (2001), DiMasi et al. (2003), and Wong et al. (2019) examine 
drugs that entered clinical testing anywhere in the world.5 Secondly, the data sets 
of the studies differ substantially in terms of the number and size of the included 
firms that were responsible for the development of the projects: Abrantes‑Metz et al. 
(2004), Arora et al. (2009), Backfisch (2017), and Wong et al. (2019) contain broad 
samples with a variety of firms of different sizes, whereas DiMasi et  al. (1995), 
DiMasi (2001), and DiMasi et al. (2003) include only a small number of firms in 
their investigations.

Having the limitations of comparability in mind, we can cautiously infer the 
development of the success rate from 1980 to 2015. Overall, the studies indicate 
that the success rate decreased between 1980 and 2013 (Arora et al. 2009; Backfisch 
2017; Hay et al. 2014; Wong et al. 2019). However, some evidence points to a slight 
increase during the subperiod 1983–2002 (Abrantes‑Metz et  al. 2004; Adams and 
Brantner 2006; DiMasi et al. 2003). The analysis of Wong et al. (2019) suggests a 
recovering success rate for the years 2014 and 2015.

To complement the evidence on the development of the success rate, we now look 
at the attrition rate of pharmaceutical R&D projects. 6This indicator is measured as 
the number of projects that were terminated in a certain development phase during 
a specific time period, related to the number of all projects that were in this devel‑
opment phase during that period. A higher attrition rate shows that fewer projects 

5 DiMasi et al. (1995) do not indicate where the clinical trials in their data set take place. However, their 
sample only contains US firms.
6 The studies presented here were found during the extensive systematic search for studies on the success 
rate
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reach the next development phase. DiMasi (2001) compares the attrition rate of 
projects that entered clinical trials anywhere in the world between 1981 and 1986 
with that of projects that were first in clinical studies between 1987 and 1992. He 
shows that the attrition rate of projects in phase I clinical trials increased between 
the two periods, while it remained unchanged for projects in phase II, and decreased 
for those in phase III. Pammolli et  al. (2011) present evidence for rising attrition 
rates within all stages of development for projects started between 1990 and 2004 
in the United States, Europe, and Japan. In the updated version of their paper, they 
compare attrition rates of projects entering any development phase during the three 
different periods 1990–1999, 2000–2009, and 2010–2013. They find that attrition 
rates increased between the first two observation periods for all development phases, 
while they significantly decreased between the second and the third period for all 
phases except phase III, for which only a small number of observations was avail‑
able (Pammolli et  al. 2020). However, the authors also show that even if attrition 
rates have decreased after 2010, they have remained above the levels of the period 
1990–1999.

Another important indicator of changes in R&D productivity is the development 
of average project duration over time. Longer development times indicate that there 
are problems in the innovation process and that new drugs cannot be brought to mar‑
ket as quickly as desired. Furthermore, R&D costs increase when the development of 
drugs takes longer. DiMasi (2001) and Pammolli et al. (2020) present evidence that 
the firms in the industry managed to identify and terminate potentially unsuccessful 
projects earlier during the R&D process. But for successfully approved drugs, the 
time required for clinical development has grown. The duration from phase I to the 
submission of a registration application increased from 68.6 to 72.1 months for pro‑
jects that entered clinical studies between 1983 and 1994. Thus, the decrease of total 
development time from phase I to approval from 98.9 to 90.3  months was solely 
based on a faster drug review by the FDA (DiMasi et al. 1991, 2003). Kaitin and 
DiMasi (2011) confirm these results with drugs approved in the US between 1980 
and 2009. While the time required for clinical development increased from 5.7 to 
6.4 years, regulatory approval times decreased from 2.8 to 1.2 years. The latest study 
by Pammolli et al. (2020) shows a further increase in development times after 2010, 
especially in phase III clinical trials. Accordingly, the time it takes to develop a drug 
remains a matter of concern.

Finally, another important indicator is the estimated cost per approved drug, 
which is calculated based on actual costs of successfully approved drugs and esti‑
mated costs of discontinued projects.7 While out‑of‑pocket costs are obtained by 
simply adding up the estimated expenditures over the whole development time, capi‑
talized costs also include the costs of capital at a given interest rate per year. DiMasi 
et al. (1991) estimate out‑of‑pocket costs per approved drug for NCEs that entered 
clinical studies between 1970 and 1982 to be $ 114 million and capitalized costs to 

7 The latter are determined by the help of actual R&D spending per successfully approved drug, project 
duration, and success rate per development phase (DiMasi et al. 1991, p. 115).
 .
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be $ 231 million (in 1987 dollars). In a study conducted by the US congress, the 
capitalized costs determined in DiMasi et al. (1991) are recalculated to be $ 359 mil‑
lion (in 1990 dollars) by using an interest rate that varies over the drug development 
lifecycle (OTA 1993). DiMasi et al. (2003) calculate capitalized costs per approved 
drug for compounds that entered clinical testing between 1983 and 1994 to be $ 802 
million (in 2000 dollars). Adams and Brantner (2006) use data on compounds that 
started clinical development between 1989 and 2002 and find average out‑of‑pocket 
costs to be $ 282 million (in 2000 dollars), while capitalized costs are estimated to 
be $ 868 million. Adams and Brantner (2010) use the phase durations and success 
rates from their previous study and recalculate capitalized cost to be $ 1214 mil‑
lion (in 1999 dollars). Munos (2009) takes the $ 802 million estimate by DiMasi 
et al. (2003) and complements it with assumptions concerning the development of 
the success and the inflation rate in the period 2000–2009. He determines capital‑
ized costs per approved drug to be $ 1754 million (in 2000 dollars). DiMasi et al. 
(2016) estimate capitalized costs of compounds that started with clinical develop‑
ment between 1995 and 2007 to be $ 2558 million (in 2013 dollars). Finally, Wout‑
ers et al. (2020) find that capitalized costs per approved drug ranged from $ 1801 
million to $ 2215 million in the period 2009–2018 (in 2018 dollars). Taken together, 
there is strong evidence that capitalized and out‑of‑pocket costs per approved drug 
increased sharply since the end of the 1980s.

However, some studies indicate that this increase in total development costs is 
largely based on a surge in the share of costs dedicated to clinical trials. DiMasi 
et  al. (2016) show that for projects started in the 1980s, the share of preclinical 
development costs was 67 percent of total capitalized costs per approved drug. This 
share decreased to 43 percent for projects started between 2000 and 2015. A recent 
study by Wouters et  al. (2020) confirms these findings and shows that for drugs 
approved between 2009 and 2018, preclinical development costs accounted for only 
39 percent of total development costs. Therefore, there seems to be evidence that the 
costs of drug development have increased particularly during the clinical phase.

To sum up, many empirical studies analyse different indicators that may, in total, 
reflect the pharmaceutical industry’s development. However, the comparability of 
the empirical findings over time is limited since the samples underlying the analyses 
differ in regard to regional focus, number and size of included firms, and novelty 
of examined drugs. This applies to all indicators presented above, but in particular 
to the development of the success rate. Nevertheless, aside from these limitations, 
the studies show that the success rate decreased between 1980 and 2013, even if 
there was a slight increase in the subperiod from 1989 to 2002. In the years 2014 
and 2015, the success rate seems to have recovered somewhat. However, whether 
this development indeed took place as described by the studies presented above and 
whether it is sustainable should be investigated and confirmed by further long‑term 
research. It seems that the attrition rate of pharmaceutical R&D projects has also 
improved recently, whereas the time required to successfully develop a drug still 
continues to grow. The latter rather indicates that problems in the innovation pro‑
cess persist, which retard the development of new medicines. Moreover, the costs 
per approved drug have escalated dramatically since the end of the 1980s. There is 
also evidence that the share of costs dedicated to clinical compared to preclinical 
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development has strongly increased. Taken together with the number of new drug 
approvals that is only recovering recently and that is still far lower than it could 
be, given the extraordinarily good framework conditions, there is strong reason 
to assume that the industry is indeed in a productivity crisis. The rising costs and 
the increasing time required for the successful development of drugs are mostly 
attributed to the comprehensive requirements that are associated with the approval 
of medicines. Because of these high requirements, which exist in most industrial‑
ized countries, the R&D process in the pharmaceutical industry shows considerable 
peculiarities compared to other sectors. In the next section, this process is therefore 
described in more detail and the individual development steps are explained. This 
should serve as a basis for being able to better understand and discuss the possible 
reasons for the crisis.

The drug approval process

In general, the R&D process in the pharmaceutical industry can be divided into two 
superordinate phases: drug discovery and drug development.

In the past, drug discovery was largely a random process. In the 1990s, it became 
more systematic with the shift from the so‑called physiology‑based to the target‑
based approach (Sams‑Dodd 2013, p. 211). Since then, the search for drug candi‑
dates has essentially been based on basic research that aims at the understanding 
of cell mechanisms and their relation to diseases (Seyhan 2019, p. 3). Usually, the 
process starts with the discovery or identification of a target molecule – a protein, 
DNA or RNA – that is directly or indirectly involved in a certain disease (Lakda‑
walla 2018, p. 399). To validate the identified target, it has to be demonstrated that 
its modulation has a therapeutic effect (Drews 2000, p. 551). Then, a so‑called assay 
is developed with which many active substances can be screened. The aim is to find 
at least one agent that binds to the target and changes its function in the desired way. 
Often, a small group of potential candidates is determined, the so‑called lead com‑
pounds. These compounds undergo preclinical testing in vitro or in vivo to exam‑
ine their pharmacological and toxicological characteristics. After that, one is usually 
selected that can proceed to clinical tests in humans (Posey Norris et  al. 2014, p. 
10). A patent application is often filed once the compound has been chosen. When 
preclinical tests with the drug candidate are completed successfully, the inventor can 
submit an Investigational New Drug Application (IND) to the FDA.8 If the applica‑
tion is granted, the inventor is allowed to begin testing the compound in humans 
(Lakdawalla 2018, pp. 399).

Drug development is structured in three main phases. It starts with phase Ia in 
which a single dose is applied to 20–80 healthy volunteers (Seyhan 2019, p. 3). 
This is followed by phase Ib in which many increasing doses are administered to 

8 Since most of the literature refers to regulatory standards in the US, we will focus our description on 
the approval process determined by the FDA. However, quite similar standards exist in Europe and Japan 
(Scherer 2000, p. 1309).
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determine safety, pharmacokinetics, and pharmacodynamics. These trials are also 
increasingly used to conduct proof of concept studies in which, ideally, mechanism 
of action and concept are confirmed (Posey Norris et al. 2014, p. 11). In phase II, 
the transition from healthy individuals to patients takes place (Seyhan 2019, p. 3). 
The compound is tested on 100–300 patients to obtain important data on its effi‑
cacy and to reveal possible side effects. Moreover, the optimal dose is determined 
and a risk–benefit‑profile is established (Lakdawalla 2018, p. 400). In phase III, 
the effectiveness of the compound is examined in comparison to a placebo or an 
already approved and used drug (ibid., p. 401). In general, the tests are carried out 
on 1000–5000 patients. Ideally, so‑called randomized controlled trials (RCTs) are 
applied in which patients are randomly assigned to either the treatment or control 
group (Seyhan 2019, p. 3). Once phase III trials have been successfully completed, 
the inventor can submit a New Drug Application (NDA) to the FDA. The NDA is 
reviewed by the regulatory authority and if it is granted, the drug can be launched 
on the market. Usually, a compound is initially approved for one indication, but 
approval can be extended to other indications.9 Moreover, drugs are often subject 
to further testing after they have been launched (Lakdawalla 2018, p. 402). These 
phase IV trials are conducted to demonstrate that the medicines also work effec‑
tively and safely under real‑world conditions, outside the artificial setting of the clin‑
ical trials. In addition, comparative studies are carried out to determine the benefits 
and costs compared to other forms of therapy (Seyhan 2019, p. 3).

Only when a potential drug candidate successfully passes preclinical research and 
all three phases of clinical trials can it ultimately receive marketing authorization. In 
each individual phase, many factors determine whether development can be success‑
fully continued or not. The empirical studies presented in Sect. 3 indicate that it may 
have become more difficult for firms to survive the complex approval process and 
to bring innovative new drugs to market. The possible reasons for this development 
discussed in the literature will be explained in more detail in the next section.

Possible reasons for the crisis

For this part of our literature review, we also used the PRISMA methodology to 
identify studies that discuss possible causes of the crisis. We searched for specific 
combinations of terms in the EBSCO Academic Search Ultimate database. We only 
included studies in the qualitative synthesis that focused on the last decades and 
that discussed possible reasons in relation to the industry as a whole. Therefore, we 
excluded analyses that only proposed measures to increase innovation output or that 
looked at single countries or individual firms. The search terms and the number of 
excluded and included studies are given in Table 2.

The potential causes of the crisis discussed in the literature can be largely 
grouped into four main classes: scientific or technological reasons, regulatory 

9 The indication is defined “… by a disease area, a line of therapy, and a patient population” (Lakda‑
walla 2018, p. 402).
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causes, management problems, and factors related to the structure of the industry 
and its organization. We will explore these types of reasons in more detail in the fol‑
lowing subsections.

Problems related to science and technology

A possible reason that has already been discussed for some time is the so‑called 
“low hanging fruit” or “mining out” problem (Cockburn 2006, p. 14; Danzon and 
Keuffel 2014, p. 424). It says that the comparably easy scientific problems have 
already been solved in the past and only the more complex diseases are left which 
are not entirely understood yet, more difficult to investigate in regard to biochem‑
istry and disease pathology, and more challenging to cure (Cockburn 2006, p. 14). 
On the one hand, this may be partially true for some therapeutic areas: for example, 
some neurological disorders may be more complex to treat than certain cardiovascu‑
lar diseases. On the other hand, technological opportunities are not finite and have 
increased sharply in recent years due to the exceptional scientific progress in bio‑
technology and related disciplines (ibid., p. 17). Thus, the knowledge stock today 
is greater than ever before. However, the firms seem to have difficulties exploiting 
these advances and transforming them into new and effective medicines. So far, it is 
not really clear why. Has the potential that the new scientific findings can contribute 
significantly to the cure of human diseases been overestimated? Or is the knowledge 
gained so far simply not enough? Or is it sufficient but major obstacles exist con‑
cerning its transfer to clinical applications?

Biotechnology can mainly influence traditional drug development in three ways: 
First, drugs can be developed that stem from living organisms – so‑called large‑mol‑
ecule compounds such as monoclonal antibodies (Drews 2000, p. 547). Second, the 
technology can provide additional tools and improved techniques for the develop‑
ment of medicines, also for chemical ones. For example, improved biotech‑based 
assays resulted in the creation of high‑throughput screening platforms (Hopkins 
et  al. 2007, p. 5). And finally, it can contribute to the understanding of illnesses. 
Thereby, it allows the identification of many more target molecules on which certain 
compounds can exert their effects (ibid., p. 7).

After the decoding of the human genome in the 1990s, a transformation of the 
industry through a “genomic revolution” was widely anticipated (Martin et al. 2009, 
p. 158). It was assumed that the previously used technological paradigm, chemis‑
try‑based drug development, had already entered the maturity phase of its lifecycle. 
Therefore, only decreasing marginal returns to R&D could be achieved with its use. 
In contrast, biotechnology was only at the beginning of its development but was said 
to have the potential to replace chemistry as dominant design (Cockburn 2006, p. 
16). However, it was supposed that the incumbent firms would have to undertake 
considerable efforts during the transition phase to be able to adopt the new tech‑
nology (Fagerberg 2005, p. 14). This would initially lead to rising R&D costs. But 
with the increasing dissemination of the new technology, the costs would decrease 
(or at least stabilize) and a large number of innovations would be brought to market 
(Cockburn 2006, pp. 16).
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Some authors believe that these expectations were largely exaggerated. Munos 
(2016, pp. 588) argues that diseases do not all have clear genetic causes. Instead, 
many seem to depend on external influences. For example, evidence exists that the 
microbiome plays an important role in many disorders. Hopkins et al. (2007) show 
that biotech rather has an incremental impact on technological change because the 
technology builds on previous research methods instead of disrupting them. Drews 
(2000, p. 551) believes that expectations were realistic in principle, but that the 
estimate of the required time span in which the new technology should develop its 
potential was unrealistic. Other authors point out that biotech already had a strong 
influence on drug development so far and that it can be seen as the major growth 
engine in the pharmaceutical industry today (Evens 2016; Waldman and Terzic 
2016). For example, Evens (2016, p. 283) highlights that the share of approvals of 
NBEs by the FDA increased steadily between 1990 and 2014 and even accounted for 
37% of all approvals between 2010 and 2014. Overall, there seems to be a general 
consensus that biotechnology can make a significant contribution to drug develop‑
ment. However, it is still unclear how large this contribution will actually be.

Agreement also seems to exist that the knowledge necessary for the development 
of drugs is still very incomplete, despite the scientific advances of the last decades. 
Many processes in the human organism are largely unexplored. For example, it is 
not clear what role genes play in normal physiology (Cockburn 2006, p. 18). Human 
biology seems to be much more complicated than previously thought (Munos 2016, 
p. 589). Some authors emphasize that new disciplines such as proteomics, metabo‑
lomics, transcriptomics, microbiomics, or connectomics are becoming increasingly 
important for drug discovery, but that research in most of these fields is still largely 
in its infancy (Gassmann et al. 2008, pp. 33). Moreover, there are also significant 
gaps in our knowledge of human diseases (Sams‑Dodd 2013, p. 212). The causes 
and mechanisms of many complex illnesses, in particular, are still unknown (Munos 
2016, p. 589). A frequently cited example is Alzheimer’s: Although 350 compounds 
have already been tested against the neurological disorder, its etiology is still unclear 
(Munos 2016, p. 589; Posey Norris et al. 2014, p. 5). Thus, various authors highlight 
that much more scientific research is necessary and knowledge from different dis‑
ciplines should be combined in a more structured way (Munos 2010, p. 534; Posey 
Norris et al. 2014, p. 13; Seyhan 2019, pp. 5).

Other authors point out that there are major obstacles in transferring existing 
knowledge to clinical applications (Butler 2008; Mankoff et al. 2004). There seems 
to be a gap between basic and clinical research that has been referred to in the lit‑
erature as the “Valley of Death” (Bowen and Casadevall 2015; Roberts et al. 2012). 
Translational medicine aims at the transfer of results from basic science to the 
treatment of human disorders. This includes all steps of the development process 
described in Sect. 4, from target identification to testing of potential drug candidates 
in humans (Seyhan 2019, p. 2). Drug development is a very complicated, time‑con‑
suming, and costly process in which different stakeholders from academia, industry, 
or government are involved (Cowlrick et  al. 2011). Whether the transfer is possi‑
ble depends on various factors. Important determinants are primarily the quality of 
the findings from basic and preclinical research and the methods available for their 
processing and transmission (Posey Norris et  al. 2014, p. 16; Seyhan 2019, p. 5). 
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However, some empirical studies show that many published results from biomedi‑
cal science are misleading, not as robust as stated, or cannot be replicated (Ioan‑
nidis 2005, 2016). A growing awareness that there are qualitative problems with 
basic research has led some authors to speak of a “reproducibility crisis” (Begley 
and Ioannidis 2015; Scannell and Bosley 2016). Other authors point out that many 
new targets which could be identified in the past were only poorly validated (Garnier 
2008; Morgan et  al. 2012). Empirical evidence shows that the main reasons why 
compounds fail in clinical trials are a lack of efficacy or a poor safety profile (Hay 
et al. 2014; Scannell et al. 2012). This indicates that weaknesses in the validation 
of targets and the selection of compounds for further development exist (Bunnage 
2011, p. 335). Some authors highlight that especially animal models may be respon‑
sible for these deficiencies (Akhtar 2015; Garnier 2008). Many of the results from 
animal studies cannot be directly applied to human trials. This is probably because 
animal models can only partially mimic complex human diseases (Posey Norris 
et al. 2014, p. 15). Furthermore, the efficacy end points used are often quite differ‑
ent from those measured in humans. Thus, dosages and risk–benefit ratios can differ 
substantially (Chu 2006). The prediction of the effectiveness of a compound based 
on these models may therefore be risky (Paul et al. 2010, p. 211). However, other 
authors question whether the main part of the problem is actually based on animal 
models or whether other factors, such as a lack of understanding of the compound’s 
pharmacokinetic and pharmacodynamic properties, are more decisive (Morgan et al. 
2012, p. 419).

Regulatory reasons

As described in Sect. 4, the R&D process in the pharmaceutical industry consists 
of individual, precisely defined steps that must be carried out in a relatively strict 
sequence. The high requirements associated with drug approval represent signifi‑
cant entry barriers for new firms (Scherer 2010, p. 554). Moreover, there is some 
evidence that the complexity of these requirements has even increased in recent dec‑
ades: A study of the association of the Pharmaceutical Research and Manufacturers 
of America shows that, for example, the number of admission criteria, the workload 
per trial, and the number of pages of the approval protocols rose after 2000 (PhRMA 
2016, p. 37).10

Two factors are mainly made responsible for the increase in regulatory requests: 
Firstly, it is of lesser value to develop a drug for the treatment of a certain disease 
when a safe and effective therapy already exists. Then, it is more difficult to demon‑
strate that the new drug has advantages over the existing one. Over time, the steady 
improvement of medicines may result in a continuous increase of approval hurdles. 

10 Certainly, this largely represents the point of view of the affected firms. From an economic standpoint, 
higher regulatory demands can be reasonable what will be discussed in more detail below.
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In the literature, this phenomenon is called the “better than the Beatles” problem 
(Scannell et al. 2012, p. 193).11

Secondly, after each safety scandal, the regulatory authorities gradually lowered 
their risk tolerance (Ruffolo 2006, p. 101). For example, after the problems that 
emerged with Vioxx,12 the FDA issued the Amendments Act in 2007 which enabled 
the authority to demand the submission of risk evaluations before approval and to 
require additional clinical studies of already approved medicines when safety prob‑
lems emerge (Kaitin and DiMasi 2011, p. 184).

On the one hand, challenging standards ensure a high quality of drugs and are 
thus good for consumers. In general, access to pharmaceuticals needs to be regu‑
lated since effectiveness and safety are critical to patients’ health but not immedi‑
ately apparent (Danzon and Keuffel 2014, p. 407). In a free market, manufacturers 
would probably not carry out enough tests, there would be insufficient evidence on 
the quality of drugs, and it would be far too costly and time‑consuming for indi‑
vidual patients or physicians to collect this information (ibid., p. 429). Strict regula‑
tory standards may even raise incentives to invest in R&D since the companies are 
going to face less competition when they manage to launch their medicines and can 
therefore expect higher revenues. Furthermore, they force firms to be more critical 
in the selection of compounds and to develop really innovative drugs. For example, 
Thomas (1996) examines the share of sales that companies from nine leading drug‑
developing nations achieved outside their home markets in 1985. He finds that the 
higher the regulatory standards in one country, the larger are the domestic compa‑
nies’ sales abroad. Therefore, he concludes that higher standards encourage firms to 
focus their R&D activities on drugs of superior effectiveness that—if approved—are 
particularly competitive internationally. In this regard, higher standards seem to be 
good for innovation.

On the other hand, there seems to be a certain level over which standards should 
not be further increased. Some authors emphasize that the risk–benefit ratio should 
not shift to a nearly unachievable level (Ruffolo 2006, p. 102; Scannell et al. 2012, 
p. 194). All medicines have a certain level of risk. It is clear that this level should be 
kept small, but it is not possible to develop drugs that are absolutely safe (Scherer 
2000, p. 1315). Therefore, regulators often find themselves caught in the dilemma 
of reducing uncertainty about possible side effects of a compound and providing 
patients with timely access to it (Woodcock 2012, p. 378). Moreover, some authors 
emphasize that the decisions of the regulatory authorities are based on highly imper‑
fect information since the quality of the data gained in clinical trials is often poor 
(Manski 2009; Seyhan 2019). Trials are not carried out long enough to investigate 

11 It differs from the “low hanging fruit” problem as follows: The latter means that the relatively simple 
problems have already been solved and only the more challenging tasks remain. In contrast, the former 
argues that the solutions developed so far reduce the value of possible future solutions (Scannell et al. 
2012, p. 193).
12 In September 2004, Merck & Co. withdrew its successful drug, a treatment of osteoarthritis and acute 
pain, from the market because of concerns about increased risks of suffering a heart attack or stroke 
when used during a long time. Merck withheld information about these risks from doctors and patients in 
over 88,000 cases (Topol 2004).
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rare but serious side effects such as heart attacks or strokes. Instead, only surro‑
gate end points are used such as, for example, progression‑free survival for cancer 
therapies. In addition, samples are not randomly assembled in reality since patients 
have to participate voluntarily in the trials (Lakdawalla 2018, p. 418). Therefore, the 
probability that errors occur seems to be generally high. Type I errors (approving 
a drug that is not safe or effective) can theoretically be remedied, for example, the 
drug can be withdrawn from the market or its use restricted.13 In contrast, type II 
errors (rejecting a drug when it is actually safe and effective) may be more perma‑
nent (Manski 2009).

An indication that standards have rather been too low (at least in some therapeu‑
tic fields) is given by the discussion on “me‑too” drugs: Many authors claim that a 
lot of approved drugs are not or only marginally better than existing therapy (Light 
and Lexchin 2012; Light and Warburton 2011; Munos and Chin 2011). A study con‑
ducted by Prescrire International (2003) shows that only 3 percent of the 2693 new 
drugs assessed between 1981 and 2002 provided significant therapeutic gain over 
already launched medicine. However, me‑too drugs can also emerge because several 
companies – triggered by advances in basic research – are simultaneously pursu‑
ing R&D projects in a certain therapeutic area (Aronson and Green 2020, p. 2117). 
These projects can all be equally innovative, but one of them will be the first to gain 
approval (Lakdawalla 2018, p. 421). But the latecomers may also be beneficial for 
consumers since they compete with already existing therapies and provide alterna‑
tives for patients who do not respond very well to the previously registered medicine 
(Aronson and Green 2020, p. 2114). Thus, total benefits to society increase (Gagne 
and Choudhry 2011, p. 711). However, an indication that firms partially invest more 
in R&D than would be optimal for society is that many me‑too drugs can be found 
in therapeutic classes with high sales, such as antihypertensive drugs, antibiotics, or 
antidepressants (CBO 2006, p. 12).

A related but slightly different discourse focusses on incrementally modified 
or so‑called “follow‑on” drugs. These treatments constitute about two‑thirds of 
all drugs approved by the FDA (Frank 2003, p. 327). Generally, they cause fewer 
R&D costs, require less time, and may provide significant benefits to consumers, for 
example due to better dosing requirements. Nevertheless, they are criticized because 
firms are often able to demand high prices for these drugs although they are only 
marginally different from older and cheaper ones. Thus, the price difference may not 
correspond to the additional value provided by the new product (Lakdawalla 2018, 
p. 422). Doctors and consumers have generally weak incentives to consider the 
prices of drugs since medicines are usually reimbursed by health insurances. How‑
ever, attempts have been undertaken in recent times to reinforce these incentives, for 
example through the introduction of multitier copayment structures (CBO 2006, p. 
48).14

13 Of course, the consequences in practice cannot simply be remedied, especially in the case of safety 
deficiencies.
14 In general, copayment amounts are higher for substances with relatively little therapeutic value (Gil‑
man and Kautter 2008, pp. 478).
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A certain qualitative and innovative level can better be ensured when clinical 
tests are conducted against existing therapy, like it is done in Europe, and not against 
placebos, like in the US (Danzon and Keuffel 2014, p. 420). However, the former is 
more difficult and costly because quality differences are likely to be smaller, which 
makes larger trials necessary to provide statistically significant results (CBO 2006, p. 
24). In recent decades, policy in the US, as well as in Europe, has taken a number of 
measures to increase the incentives of firms to develop truly innovative or especially 
needed drugs (Baird et  al. 2014). In the US, several expedited approval programs 
have been created for drug candidates that treat a serious condition, are expected to 
provide significant improvements over existing therapy, or address an unmet medi‑
cal need. A priority review procedure was already introduced with the PDUFA in 
1992 and helped to reduce review times from ten to six months (Darrow et al. 2014, 
p. 1253). In the same year, the FDA also enacted the “accelerated approval” process 
that allows applications to be conditionally approved based on surrogate end points. 
A “fast‑track” pathway was created in 1997 that provided an expedited development 
time due to a staggered submission of applications and a more intensive support by 
the FDA (Baird et al. 2014, p. 560). And finally, the “breakthrough therapy” pro‑
gram was established in 2012 that enabled the approval of drugs already after phase 
II, when clinical evidence shows substantial treatment advantages over existing 
therapy (Darrow et al. 2014, p. 1254). It covers all elements of the fast‑track path‑
way and a more intensive support from the FDA, in which even agency executives 
are involved. Similar programs have been introduced by the European Medicines 
Agency (EMA) as well, such as the “accelerated assessment” pathway which facili‑
tates shorter review times for medicines of major interest to the public. In addition, 
the “approval under exceptional circumstances” was created for situations in which 
comprehensive effectiveness and safety data cannot be provided, for example due to 
the rareness of the disease. And finally, the “conditional marketing authorization” 
was introduced which permits approval of drugs for the treatment of life‑threatening 
diseases already after phase II, provided that a favorable risk–benefit profile can be 
demonstrated.15

These measures to facilitate early access to medication were supported by several 
reimbursement provisions. In the US, Medicare created the so‑called “coverage with 
evidence development” path which ensures that the new drugs approved by the FDA 
through one of the accelerated processes are reimbursed (Mohr and Tunis 2010). A 
condition for its application is that real‑world data is collected to reduce uncertain‑
ties about benefits and possible harms (Baird et al. 2014, p. 566). In contrast, incen‑
tives to develop medicines for already overcrowded therapy classes are diminished 
by the fact that significantly fewer drugs of these classes have to be included in the 
reimbursement lists of the public healthcare programs (ibid., p. 567). Furthermore, 
to be able to negotiate a higher price with insurers or pharmacy benefit managers, 
firms in the US must increasingly provide evidence that their new product is of bet‑
ter quality than already existing drugs (Jommi et al. 2020, p. 21). In contrast to the 

15 An elaborated overview of the different accelerated access pathways established in the US and the EU 
is provided by Baird et al. (2014).
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US, drug prices are more strictly regulated by law in most European countries. In 
Germany, Italy, and France, forms of value‑based pricing are deployed on the basis 
of the clinical quality of the products (ibid., p. 19). More far‑reaching measures have 
been undertaken, for example, in the United Kingdom. Here, comparisons based on 
cost effectiveness are possible and even relevant for securing reimbursement by the 
National Health Service. When the National Institute for Health and Clinical Excel‑
lence (NICE) determines that a medicine is not cost effective at the current price, the 
National Health Service can deny access to the drug (Miller 2012, p. 218).

However, in the more recent discussion the focus is set on the question of whether 
even more far‑reaching measures are necessary to make the development process 
more efficient and to provide patients faster access to medication. In particular, it is 
discussed whether forms of staggered approval or “adaptive licensing” in conjunc‑
tion with the use of real‑world data should be applied more broadly (Corrigan‑Curay 
et al. 2018; Eichler et al. 2015; Sherman et al. 2016; Woodcock 2012).16 In contrast 
to the different accelerated access pathways described above, these concepts aim at 
the flexibilization of the development process and the generation of data through 
the entire life span of a drug. Therefore, they also include reimbursement questions 
and a greater monitoring of the use of the medicines in practice (Eichler et al. 2015, 
p. 235). Both the FDA and the EMA conducted pilot projects to explore ways to 
implement these measures (Baird et al. 2014, pp. 561). In Europe, this resulted in 
the introduction of the adaptive pathway approach in 2016 (EMA 2016a, 2016b). 
The FDA developed a framework to evaluate the use of real‑world evidence in post‑
approval studies or in the registration of further indications of already approved 
drugs in 2018 (FDA 2018c). Additionally, the US agency issued new guidance on 
the use of adaptive designs in November 2019 (FDA 2019b). In September 2020, 
the EMA also published a draft guideline on registry‑based studies, on which the 
public could comment over the following three months (EMA 2020). When final‑
ized, these guidelines are intended to support the use of registry‑based studies as a 
source of real‑world evidence.

Recent empirical work shows that both the staggered approval options and the 
use of real‑world evidence are increasingly applied in the US as well as in Europe, 
particularly in the field of oncology (Bolisis et al. 2020; Bothwell et al. 2018). How‑
ever, it remains to be seen to what extent these measures will have a positive impact 
on the overall number of registrations.

Problems related to the management of the R&D process

Some authors criticize that the pharmaceutical industry concentrates too much on 
the development of drug candidates that have the potential to generate a lot of sales 
(Cockburn 2006, p. 19; Eichler et al. 2015, p. 241; Seyhan 2019, p. 5). The focus on 
blockbuster drugs and thus the concentration on the most lucrative markets became 

16 Adaptive licensing means that a drug is partially approved based on limited evidence about effective‑
ness and safety and that approval is later expanded or restricted, when more evidence is available, gener‑
ated either through randomized clinical trials or based on real‑world data (Woodcock 2012, p. 378).
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possible with target‑based drug development. In comparison to the previously used 
random selection of compounds, it made research more purposive, controllable, and 
easier to explain to managers and investors (Martin et al. 2009, p. 151). However, the 
blockbuster strategy may have become too risky today. Usually, in therapy classes 
with high patient populations many drugs are already available and competition is 
fierce. Therefore, new compounds often require larger clinical trials to demonstrate 
advantages over existing therapies. This causes higher development costs. However, 
when these costs arise, it is still uncertain whether the drug will actually be approved 
and successfully marketed and whether it will meet sales forecasts (Cockburn 2006, 
p. 19). Moreover, in the case of chronic diseases, patient populations are often very 
heterogenous (Posey Norris et al. 2014, p. 1). That means that a high risk exists that 
the compound will show poor effectiveness in some patient subgroups or that safety 
problems will arise (Eichler et al. 2015, p. 241).

Other authors claim that the focus on target‑based drug discovery has strongly 
restricted creativity concerning other discovery methods (Bowen and Casadevall 
2015; Sams‑Dodd 2013). Moreover, it caused some sort of “reductionism”: To make 
screening more effective, many firms want their researchers to search for compounds 
that act only on a single target molecule (Bowen and Casadevall 2015, p. 11,335). 
Experience from the past however shows that this is not always a good strategy. For 
example, major advances in the treatment of HIV were only achieved when differ‑
ent compounds were combined (Richard and Wurtman 1997). The objective to act 
on just one target may not suffice because the human organism functions over many 
pathways (Sams‑Dodd 2013, p. 213). Moreover, some diseases stem from a faulty 
network of receptors, genes, and proteins, all of which contribute to the pathology 
(Munos 2016, pp. 588). Hence, the link between a single target molecule and a dis‑
ease state may be weaker than previously thought (Scannell et al. 2012, pp. 194). 
This could play a particularly important role in regard to complex diseases such as 
nervous system disorders. In recent decades, even fewer new drugs were approved 
in this therapeutic class than in others (Posey Norris et al. 2014, p. 1). Therefore, 
some scholars propose that drug development should consider from the outset that a 
broader approach might be necessary to achieve success (ibid., p. 7).

Sometimes the R&D process may be simply not managed very well, which may 
be reflected in a slow recruitment of patients for clinical studies, a low quality of the 
recorded data, or a poor communication with regulators (Buonansegna et al. 2014, 
p. 193; Cockburn 2006, p. 18). Some authors emphasize that, in addition to pro‑
ject management and negotiation skills, data management competences are becom‑
ing increasingly important for drug development (Posey Norris et al. 2014; Seyhan 
2019). They suggest that data, protocols, and other R&D processes should be made 
publicly available. Moreover, negative results and reasons for failure should be pub‑
lished as well (Posey Norris et  al. 2014, p. 8). This would be helpful not just for 
review purposes, but could also aid in the development of new creative ideas and 
could prevent failures from being repeated (Seyhan 2019, p. 9).

Furthermore, there is evidence that managers are at a high risk of making imper‑
fect decisions. Especially in preclinical development, decisions are usually made 
intuitively since the high level of uncertainty during this development phase makes it 
difficult to apply portfolio management approaches (Betz 2011, p. 609). But studies 
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show that experts assess the benefits and risks of further development of a com‑
pound quite differently (Cowlrick et al. 2011, p. 321). This indicates that individual 
decisions are largely based on incomplete information, personal bias, and varying 
levels of expertise in the respective disease area (Seyhan 2019, p. 11). Thus, there 
is a considerable risk that the development of an actually marketable compound is 
wrongly discontinued or that the development of an unmarketable substance is fur‑
ther pursued. Both scenarios have negative consequences for the firm as well as for 
its clients. The problems are even reinforced by the long period of time between dis‑
covery and market launch. Feedback on the outcome of a selected strategy can only 
be obtained with a considerable time lag (Schmid and Smith 2004, p. 25). How‑
ever, involving teams in such a decision seems to enhance results and reduce failures 
(Disis and Slattery 2010, p. 1).

Some authors emphasize that interaction and collaboration between scientists and 
clinicians are particularly important for translational medicine to work well (Disis 
and Slattery 2010; Posey Norris et al. 2014; Seyhan 2019, p. 2). Most of the basic 
research is conducted outside firms, in universities or public research institutions 
(Coombs and Metcalfe 2002, p. 262). Thus, it is crucial for firms to cultivate strong 
links with these institutions to stay informed about new scientific findings and to get 
access to the knowledge generated there (Belderbos et al. 2016). However, it seems 
that cooperation between academia and industry has not yet taken place to a suffi‑
cient extent (Seyhan 2019, p. 2). Additionally, to be able to use the knowledge gen‑
erated externally, a firm has to care for its absorptive capacity (Cohen and Levinthal 
1990). Existing routines that are based on cumulative and embedded firm‑specific 
knowledge may constrain the ability to absorb new knowledge coming from outside 
(Fagerberg 2005, p. 11). This is especially the case when the new findings signifi‑
cantly question the existing know‑how of the firm.

Reasons related to the structure of the industry and its organization

Traditionally, the pharmaceutical industry is composed of a core of large firms and a 
significant fringe of smaller ones. The level of concentration is generally low (Dan‑
zon and Keuffel 2014, p. 441). A firm may just obtain a dominant position in a sub‑
market since the knowledge needed in one of these markets is usually quite specific 
and cannot be easily used in other submarkets. And this dominance may be difficult 
to defend since the current success does not guarantee a promising pipeline in the 
future (Malerba and Orsenigo 2015, pp. 670).

With the biotech boom at the end of the 1970s, many small spin‑out and start‑up 
companies entered the industry (Kinch 2014, p. 1689). This seriously challenged 
the traditional pharmaceutical firms that had mainly relied on synthetic chemistry 
so far. To stay competitive and to gain access to the new technologies, they increas‑
ingly entered into mergers and acquisitions. Kinch and Moore (2016) analyse the 
development of the number of firms that contributed to an FDA‑approved drug over 
time. Their analysis shows that company formations strongly increased after 1970, 
but declined again after the turn of the millennium. Simultaneously, the number of 
consolidations rose sharply and remained at a high level until 2015. As a result, the 
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total number of successful companies fell significantly between 2001 and 2015, to 
a level similar to that in 1945 (ibid., pp. 644). And more recent data show that this 
trend is even accelerating (Kinch et al. 2021).

Some authors suggest that the surge in consolidations in the 1980s was the 
response of the established pharmaceutical firms to the shock triggered by the sci‑
entific advances in biotechnology (Grabowski and Kyle 2012, p. 557; Kinch and 
Moore 2016, p. 644). The resulting pressure was compounded by extremely high 
R&D costs, expiring patents, impending generic competition, and the need to have 
promising candidates in the pipeline (Henderson 2000, p. 11). However, the fact that 
there are fewer innovating firms does not necessarily mean that R&D competences 
are lost and the innovation capacity of the industry as a whole is deteriorated (Kinch 
2014, p. 1688). A broader portfolio of R&D projects and the bundling of diverse 
resources and competences can spur innovation since more opportunities for mutual 
learning and knowledge spillovers exist (Cockburn and Henderson 2001). Moreo‑
ver, large firms have more financial resources and are better equipped to build the 
necessary infrastructure to conduct a costly and complex clinical trial. There is also 
evidence that the established pharmaceutical firms are benefiting from their previous 
experience with the high regulatory requirements (Danzon et al. 2005). This expe‑
rience has even been characterized as the “key complementary assets” needed to 
develop an innovation (Coombs and Metcalfe 2002; Pisano 2006). Additionally, it is 
particularly expensive and challenging to obtain market approval in different coun‑
tries because approval standards lack international harmonization (Garnier 2008, p. 
70). However, large international companies, in turn, can better organize their R&D 
activities according to local comparative advantages (Pammolli et al. 2011, p. 436). 
And finally, they are better able to carry out extensive marketing activities, which 
increases post‑approval profits and can have a positive impact on R&D investments 
(Lakdawalla 2018, p. 442).

But many empirical studies rather indicate that mergers and acquisitions have 
negative effects on the innovative ability of the firms involved (Danzon et al. 2007; 
De Man and Duysters 2005; LaMattina 2011; Ornaghi 2009). They require exten‑
sive financial resources and reduce the funds available for R&D (Hall 1999; Hitt 
et al. 1991). Entire research sites are being eliminated afterwards (LaMattina 2011, 
p. 560). R&D projects are terminated on a larger scale than usual, especially those 
of the acquired or smaller firm (Laermann‑Nguyen 2015). This reduces the extent of 
parallel research conducted at the firm and the industry level (Comanor and Scherer 
2013). There is also evidence that firms use mergers to escape innovation competi‑
tion by buying others with potentially competing projects in the pipeline and termi‑
nating their development (Cunningham et al. 2021). Furthermore, the restructuring 
following a consolidation may damage important intangible resources through the 
exit of key personnel or the inadequate integration of both firms’ R&D departments 
(Ernst and Vitt 2000; Granstrand and Sjölander 1990). R&D may be disrupted for 
approximately three years while scientists try to get used to the new organization 
and deal with the accompanying uncertainties (Ruffolo 2006, p. 100). Using the 
example of the merger between Pfizer and Wyeth, LaMattina (2011, p. 560) dem‑
onstrates that the progress of drug candidates in the development process can be 
significantly slowed down after a merger.
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In contrast, strategic alliances and licensing deals seem to have much more posi‑
tive effects on innovation (Grabowski and Kyle 2012, p. 552). With both strategic 
instruments, firms can revive their pipelines if patents of existing drugs threaten to 
expire (ibid., p. 567). Especially with alliances, they can explore new ways of work‑
ing and get familiar with new technologies (Mittra 2007, p. 289). Substantial benefi‑
cial effects on R&D productivity are possible through the sharing of technological 
knowledge and the specialization of activities.

Deeds and Hill (1996, p. 42) show that the innovation rate of a firm and the num‑
ber of strategic alliances it has entered are linked by an inverted U‑shaped relation. 
This means that strategic alliances have a positive impact on innovation, but the 
effect begins to decrease as the number of alliances increases. Danzon et al. (2005) 
find that compounds developed in an alliance have a higher probability to reach the 
next development stage, at least for those in phase II and III clinical trials. More 
recent studies demonstrate that strategic alliances are particularly important for the 
development of breakthrough innovations (Dong et al. 2017; Dong and McCarthy 
2019). A whole network of alliances can be even more advantageous, whereby its 
composition seems to play an important role and not too many parties should be 
involved. Moreover, it seems to be particularly beneficial when a university, which 
has special competences in relevant research fields, participates in the network 
(Dong and McCarthy 2019, p. 676).

With licensing deals, companies are able to “cherry pick” promising compounds 
(Mittra 2007, p. 293). These licensed‑in compounds seem to have a higher probabil‑
ity of success than self‑originated ones (Kola and Landis 2004, p. 713). But ineffi‑
ciencies may also emerge with the use of both strategies due to market imperfections, 
such as information asymmetries or transaction costs. Nevertheless, in comparison 
to mergers and acquisitions, they represent lower cost and risk alternatives.

In light of escalating R&D costs and the lack of new drug approvals, some 
authors even question whether the fully integrated pharmaceutical company is still 
an adequate business model (Kaitin and DiMasi 2011, p. 184). They, therefore, 
suggest that a paradigm shift should take place towards more open forms of R&D 
(Munos 2010; Shaw 2017). These may be better suited to combine all the relevant 
know‑how and integrate the different technology strands necessary to develop truly 
innovative drugs (Munos 2009, p. 966). Maybe the knowledge gained so far is just 
too complex for any company to bundle and employ it on its own (Gassmann and 
Reepmeyer 2005, p. 241; Seyhan 2019, p. 14).

Empirical evidence shows that open innovation models are enjoying ever wider 
acceptance in the industry and are increasingly used in different stages of drug 
development (Munos 2010, p. 536; Shaw 2017, p. 147). Examples include the shar‑
ing of genome sequences, crowdsourcing platforms such as InnoCentive or Scien‑
tist.com or the “Drugs for Neglected Diseases initiative” (DNDi). This initiative is 
an independent network, founded by various university institutes and non‑govern‑
mental organizations, with the aim to develop drugs for the treatment of understud‑
ied, mostly tropical diseases. It mainly operates virtually and outsources all its R&D 
activities through public–private partnerships (Munos 2016, p. 590; Seyhan 2019, p. 
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15).17 However, these models also bear some risks. For example, information may 
be accidentally revealed or firms may lose their competitive advantage through the 
disclosure of their intellectual property (Da Silva 2019).

Discussion

Our literature analysis has shown that the success rate of pharmaceutical R&D pro‑
jects declined between 1980 and 2013, while there was a subperiod from 1989 to 
2002 with a modest increase. More recent data demonstrate that the rate is slightly 
recovering again. However, the results of the different studies are only comparable to 
a limited extent. Therefore, further analyses with longitudinal data are necessary to 
obtain more reliable evidence on the development of the success rate over time. The 
attrition rate also rose sharply between 1980 and 2010, but has somewhat decreased 
after 2010, even though it is still above the level of the 1990s. Furthermore, the 
duration of the clinical development phase has increased considerably since the 
1980s and seems to be rising even further. Finally, overall drug development costs 
escalated dramatically in recent decades, and this trend is also continuing. Taken 
together, these developments strongly indicate that the industry is indeed in an inno‑
vation crisis. Another sign of the existence of the crisis is that the approval rate is 
only recovering recently but is far lower than one would expect given the extraordi‑
narily high R&D investments and the enormous scientific progress of the last dec‑
ades. However, other reasons for the development of the indicators may also come 
into consideration. A falling success and a rising attrition rate can be caused by 
certain developments that do not indicate a decline in innovation performance. For 
example, the innovative activity of the industry has generally intensified, as shown 
in the higher total number of R&D projects conducted by firms (Informa 2019, p. 
12). Thus, the lower success rate may be simply based on the fact that more backup 
compounds are started in early development stages and these are later discontinued 
when the lead compound turns out to be safe and effective. Findings by Arora et al. 
(2009) demonstrate that firms conduct large research programs with many different 
projects aimed at treating the same disease to raise the likelihood that one of them 
will eventually be successful. The authors call this phenomenon “portfolio effect” 
(ibid., p. 1648). Since it is only important for a firm to get one drug launched on 
the market, the development of the other compounds is terminated. As a result, the 
success rate is decreasing, although this does not reflect the existence of a productiv‑
ity crisis. However, the importance of parallel research and backup compounds is 
still largely unexplored. Thus, with our current level of knowledge, it is impossible 
to assess to what extent these strategies have contributed to rising costs, declining 
success rates, and growing attrition rates. Further research on this topic is therefore 
necessary.

17 Outsourcing is also an alternative model of drug development which is increasingly used in the indus‑
try, not only by small start‑ups but also by established pharmaceutical firms (Kinch and Moore 2016, p. 
651).
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Nevertheless, the increase in the time required for clinical development cannot 
be directly explained by a higher amount of parallel research. Companies have an 
incentive to bring their drugs to the market as quickly as possible, as otherwise 
R&D costs rise and the remaining time of effective patent protection is reduced. 
But the longer development time may also be caused by an increased focus of the 
firms on more difficult disease fields. For example, Kaitin and DiMasi (2011) show 
that longer clinical development times are partially due to a higher number of com‑
pounds developed in therapy classes with relatively long average development times. 
This result is confirmed by Pammolli et al. (2011). They note that firms are increas‑
ingly directing their R&D activities to disease fields with unmet therapeutic need, 
less validated targets, and new mechanisms of action. And the concentration on ther‑
apy classes with a generally lower success probability and a higher risk of failure 
seems to have even increased after 2010 (Pammolli et  al. 2020). However, if the 
development of the indicators is based on strategic firm decisions, it does not point 
to the existence of an innovation crisis. Nevertheless, this demonstrates that much 
more research is necessary to uncover the true reasons for the development of the 
indicators. According to the current state of knowledge, it is difficult to provide clear 
evidence on the existence of the crisis. While several signs point in this direction, 
they should be generally supported and validated by further analyses. In this context, 
studies on the quality and novelty of the approved drugs would also be informative. 
For example, if the approval rate is constant at a low level, but the approved drugs 
are more innovative and of higher quality, the crisis would be less severe. Future 
research should therefore differentiate between the diverse types of drugs and use 
appropriate indicators to measure their degree of novelty and quality.

There is also some evidence that the higher total number of R&D projects is 
based on the increased entry of small firms in the industry. Backfisch (2018) finds 
that the share of projects conducted by small firms has grown, while these firms 
generally have a lower success rate than their larger rivals. Thus, the productivity 
crisis may also be driven by the overall lower ability of small firms to successfully 
develop new drugs. This could be a cause of concern, but again, more research is 
needed to confirm these results. Analyses based on more recent data that examine 
the number of small firms in the industry and their success rate over time would be 
particularly instructive.

Our review further shows that many possible reasons for the crisis are discussed 
in the literature. Some of them may indeed matter, others seem to be less relevant. 
In our opinion, one important cause is based on the technological change induced by 
the biotech boom. Many scientific discoveries and technological advances have been 
generated in recent decades, but both the traditional pharmaceutical firms and the 
biotech entrants have enormous difficulties transforming this progress into new and 
effective medicines. Considerable knowledge gaps still exist, for example, in regard 
to certain processes of the organism, specific cell mechanisms, the importance of 
genes, the pathology of diseases, and the biological function of target molecules. 
Much more basic research is necessary and ways must be found to better combine 
the knowledge from the different scientific disciplines. Moreover, more transla‑
tional research and a stronger collaboration between basic researchers and clinical 
scientists are particularly needed. A higher public funding of these research areas 



 SN Bus Econ (2021) 1:164164 Page 28 of 37

could help to alleviate the problems. In addition, economic policy should take meas‑
ures to strengthen cooperation between science and industry. Some studies indicate 
that there are problems with validating target molecules and selecting appropriate 
compounds for further development. These problems can have various causes. For 
example, the methods used for validation may be unsuitable for certain diseases or 
insufficient knowledge of the underlying disease mechanism may lead to incorrect 
decisions. Further research is also needed in this regard and more differentiated tools 
should be developed, based on a deep understanding of the disease in question and 
its complex mode of action in the human body. The development of better biomark‑
ers could be particularly helpful for stratifying patient groups. Better phenotyping of 
the patient population could make a significant contribution to improving outcomes, 
accelerating development, and reducing costs.

Another important reason for the low R&D productivity seems to be the very 
high requirements for drug approval. There is general agreement in the literature that 
high standards are good for innovation and that they ensure quality in terms of safety 
and efficacy. However, they are becoming problematic when certain groups of firms 
have growing difficulties to satisfy them. This might be the case for small firms or 
entrants. Furthermore, the requirements might not be suitable for all technologies, 
disease fields, or therapy classes. For example, existing standards which are based 
on trials with large samples may not correspond to the development of more per‑
sonalized therapies. Perhaps a more elaborated system with varying requirements 
for different therapy classes is necessary. Additionally, more flexibility seems to be 
important to facilitate a rapid adjustment to new scientific and technological devel‑
opments. Some measures have already been undertaken by the authorities in this 
regard. A broader application of adaptive licensing in conjunction with the stronger 
phenotyping of patients and the use of real‑world data to confirm safety and effec‑
tiveness are very promising paths. However, more research is necessary on the ques‑
tion of how the use of these concepts can be further advanced and what impact their 
application will have.

Another detrimental factor seems to be the high number of consolidations in the 
industry. In contrast to alliances and licensing deals, the empirical literature finds 
predominantly negative effects of mergers on innovation. Empirical evidence indi‑
cates that the large pharmaceutical firms buy their smaller rivals to fill gaps in the 
own pipeline or to prevent their own drug candidates from the threat of future com‑
petition. Maybe the traditional players in the industry even impeded a faster diffu‑
sion and implementation of the biotechnological advances with this strategy. Over‑
all, the number of successful innovators in the industry has strongly decreased due 
to the high merger activity, and this trend even seems to be accelerating in recent 
times. There are also indications that firms are increasingly licensing or acquiring 
promising compounds rather than pursuing own R&D activities (Kinch et al. 2014, 
p. 1038) and that the total number of companies involved in R&D (successful or 
not) is falling (Kinch et al. 2021, p. 240). This may indeed threaten the innovative 
capability of the industry in the long run. Therefore, the innovation effects of merg‑
ers and acquisitions should attract stronger notice from competition authorities. 
Moreover, more research is needed on the role of established firms in the dissemina‑
tion and implementation of new technologies.



SN Bus Econ (2021) 1:164 Page 29 of 37 164

To keep up with new technological developments and to strengthen one’s own 
R&D capabilities, it seems to be much better to participate in collaborations or alli‑
ance networks. The extremely high R&D costs and problems in developing new 
drugs have even raised the question of whether the traditional R&D model is still 
efficient or whether more open forms of R&D are necessary. This seems to be a 
promising path, and open innovation models are increasingly gaining acceptance 
in the industry. These models offer great potential simply because many unused 
approaches can be revisited and can be applied in other settings. Additionally, 
assumptions can be tested on a larger scope than in a single firm. However, using 
these models can also pose some risks and challenges. These usually arise from the 
tension between the ownership of intellectual property and the sharing of returns 
from the jointly developed product or generated knowledge. Governments and 
authorities could, for example, develop guidelines on how to ensure access to the 
results from the open processes and how to share the costs and risks of development. 
In doing so, they could make a significant contribution to the diffusion of open inno‑
vation models.

Conclusion

In this article, we carried out a comprehensive literature review regarding the pos‑
sible existence of an innovation crisis in the pharmaceutical industry. The aim of 
this work was to outline the current state of knowledge about whether a crisis indeed 
exists and, if so, what reasons could be made responsible for it. Therefore, we exam‑
ined empirical studies on various indicators and discussed numerous possible rea‑
sons from an economic point of view. Such a comprehensive analysis has not been 
carried out previously.

Our evaluation of the empirical studies shows that the framework conditions for 
innovation in the industry are generally good: technological advances have led to 
new opportunities for the treatment of diseases, the patent system provides suffi‑
cient incentives to invest in R&D, and global drug demand and healthcare expen‑
ditures are growing. Nonetheless, the success rate of pharmaceutical R&D projects 
decreased during the last decades, while the attrition rate, the average development 
time, and the cost per new drug increased. While there is evidence that the suc‑
cess rate and the attrition rate have recovered slightly in recent years, growing devel‑
opment times and escalating costs remain a cause of concern. Thus, the empirical 
studies indicate that the pharmaceutical industry is indeed in an innovation crisis. 
However, further research on the long‑term development of the indicators would be 
desirable to confirm these findings.

The actual causes of the crisis seem to be very complicated. On the one hand, 
the knowledge needed to develop truly innovative drugs seems to be more complex 
than previously assumed. Perhaps it is simply too extensive for a single firm to bun‑
dle and apply it on its own. Additionally, already existing insights are highly frag‑
mented and a considerable lack of knowledge still exists in many relevant areas. On 
the other hand, there seems to be a gap between basic and clinical research, which 
may even have widened with the advent of biotechnology and the other scientific 
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disciplines. The strong regulation of drug approval also seems to have played its 
part in creating and deepening this gap. There are indications that particularly small 
firms and entrants, which often make new scientific and technological discoveries, 
have difficulties in meeting the high approval requirements. Therefore, it has become 
increasingly important for them to enter into alliances with their larger rivals which 
have the necessary experience and financial resources to successfully bring a com‑
pound through clinical trials. It appears that the current regulation of the develop‑
ment process has given the traditional pharmaceutical firms an advantage over their 
smaller competitors. Additionally, there have been many mergers and acquisitions 
in the industry in recent decades. As a result, both the number of successful innova‑
tors and the number of all firms that carry out own R&D activities have declined. 
These developments are worrisome and can endanger the innovative capability of 
the industry in the long run. Apart from their potentially negative impact on innova‑
tion, mergers can lead to greater bargaining power, more market power, and thus to 
a greater influence on prices. This in turn can cause significant problems for regula‑
tors, insurers, policy makers, and patients.

To improve the industry’s ability to innovate, various measures are therefore nec‑
essary. First, more basic and translational research and a better integration of find‑
ings from different scientific disciplines are needed. Policymakers should adopt 
measures and provide the necessary funding to bridge the gap between basic and 
clinical research. Thereby, better opportunities should be created for industry and 
science to cooperate in the development of drugs. Second, a more precise adaptation 
of regulatory standards to the different conditions in the individual therapy classes 
and a more flexible design of the development process are necessary. Measures such 
as adaptive licensing, a stronger phenotyping of patients, and the use of real‑world 
evidence are promising concepts. However, more research concerning their opti‑
mal application and their impact on the total number of approvals would be desir‑
able. Thereby, possibilities should be examined as to how especially small firms and 
entrants can be supported during development. Finally, competition policy should 
pay more attention to the possible innovation and long‑term effects of mergers. In 
this context, more research on the impact of the high merger activity on the industry 
as a whole and the role of the established firms in implementing and disseminating 
new scientific and technological advances would also be useful.

From a purely technological point of view, it is still unclear whether biotechnol‑
ogy has the potential to completely replace traditional chemistry. The full extent 
of its influence is not yet foreseeable, and it will certainly take much more time 
to be able to overlook the entire potential. Perhaps biotechnology will become the 
prevalent technology in certain therapeutic areas. This also depends on whether the 
demand for chemical drugs in these fields will stay at constant levels or will decline 
over the long run. At the same time, enormous progress has also taken place in other 
relevant scientific areas in recent decades and very promising technologies have 
emerged. Personalized medicine, new cancer immunotherapies, RNA interference 
technologies, biosensing, mobile health, big data, remote monitoring and artificial 
intelligence are technological advances that provide a fruitful background for inno‑
vative medicines. Some of these technologies may bring radical changes to the entire 
model of drug delivery. Others may replace the classical “one drug for all” scheme. 
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Nevertheless, many of the new technological developments seem to be rather com‑
plementary to the use of classical chemical drugs. For example, for personalized 
medicine it is still necessary to develop a compound that has a desired effect on a 
specific target receptor. Genetic engineering may lead to fewer and less severe dis‑
eases, which will probably reduce the necessity to be on medication. However, it is 
unclear in which time horizon and to what extent this development can or will take 
place. It seems to be rather a long‑term issue and it is uncertain whether it will work 
equally well for all disease groups. The prediction of both growing prescription drug 
sales as well as an increasing future demand shows that the classical medicines are 
still in a strong position and are likely to maintain this status in the next years. Per‑
haps chemical drugs, advanced biologics, nucleic acid therapeutics, cell therapies, 
and implantables will all be requested and offered side by side in the future.
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