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and targeted approach to identify, assess, and mitigate study 
risks [4–6].

RBM is defined as five functional components - key risk 
indictors (KRIs), centralized monitoring, off-site/remote-
site monitoring, reduced source data review, and reduced 
source data verification – and is part of a broader risk-based 
quality management framework, that also includes initial 
cross-functional risk assessment, ongoing cross-functional 
risk assessment, and quality tolerance limits [7]. The com-
ponents collectively enhance the effectiveness of monitor-
ing with proven benefits to trial quality, efficiency, patient 
safety, and overall value [8, 9]. Despite the advantages 
offered by RBM, adoption has been slower for risk detec-
tion components (32–35%) compared to risk assessment 
components (78–80%), even in the face of the increased 
need for remote risk detection through the recent COVID 
pandemic [10].

Introduction

Clinical trials aim to evaluate the safety and efficacy of 
promising therapeutic candidates, while protecting patients’ 
welfare and rights. To reliably achieve this objective, it is 
essential that both critical data and processes are high qual-
ity. Using traditional monitoring approaches like 100% 
source data verification and frequent site visits have been 
shown to be less efficient than a risk-focused strategy [1–3]. 
Regulatory authorities recommend risk-based monitoring 
(RBM) as a superior alternative, given it is a more adaptive 
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Background Risk-based quality management is a regulatory-recommended approach to manage risk in a clinical trial. A key 
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One possible driver for slower adoption is the lack of 
effective, easy-to-use, and inexpensive tools to properly 
perform risk detection compared to risk assessment. Recent 
reviews have found a breadth of tools available to assess 
potential risks to a trial at the start-up stage, but only lim-
ited information on how to develop or implement published 
methods for detecting study risk as the trial is ongoing 
[11–13]. In contrast, commercial and home-grown CRO 
solutions tend to be more sophisticated and include techni-
cal support, but are substantially more expensive to imple-
ment [14]. Given the proprietary nature of these systems, 
it is often difficult to share analysis findings and details of 
how the underlying risk detection algorithms work. Unfor-
tunately, this trade-off between quality and cost may leave 
trial sponsors in a tough spot, especially when there are lim-
ited trial resources to support RBM.

To address this gap, we would like to introduce a new 
open-source R package, Good Statistical Monitoring 
{gsm}, as a free, flexible, and reliable tool to perform risk 
detection for RBM. R was chosen as it is freely available 
and widely used by the clinical trial community. GSM pro-
vides a supportive end-to-end framework for risk detection 
from data ingestion, risk analysis, visualization to report-
ing. It includes a flexible mapping process that is capable of 
handling multiple data standards and leverages a modular 
workflow structure that can easily be adjusted for study-spe-
cific customizations. It is also thoroughly tested and quali-
fied prior to each release.

Methods

{gsm} was designed based on a series of extensive dis-
cussions with clinicians, statisticians, data scientists, data 
managers, clinical operations, regulatory, and quality com-
pliance staff, including reviews of existing tools and liter-
ature. The goal was to create a scalable and customizable 
analytics engine that could support an end-to-end workflow 
for risk detection including data ingestion, analysis, visu-
alization, and reporting. Technical details, vignettes and 
example reports can be found at: https://gilead-biostats.
github.io/gsm/index.html.

Development and testing of the functions in {gsm} relied 
primarily on two repositories of anonymized clinical trial 
data: {clindata} and {safetyData}. {safetyData} is an R 
package that reformats PHUSE’s sample ADaM and SDTM 
trial datasets [15]. {clindata} is a repository of anonymized 
and simulated clinical trial datasets from a variety of differ-
ent sources and data formats [16].

Statistical analysis of KRIs in {gsm} relies on defining 
a numerator and a denominator for each metric (Table 1). 
Then depending on whether the metric is a percentage or 
a rate, the user can select different statistical methods to be 
applied. The default method is to use a normal approxima-
tion for percentages and rates, with an adjustment for over-
dispersion, to calculate z-scores for flagging at-risk sites 
[17]. When m sites are in a trial, where m > 2, the adjusted 
z-score for a site i  can be defined as:

z′i =
yi − θ0√
V ′ (Y |θ0)

where 𝑦𝑖 is the KRI metric for site i, 𝜃0 is the overall 
mean, and 𝑉′(𝑌|𝜃0) is the over-dispersion adjusted vari-
ance. The over-dispersion parameter ϕ  is calculated as the 
average of unadjusted squared z-scores: ϕ = 1

m

∑m
i=1 z2

i

. For percentages, the over-dispersion adjusted variance is 
V ′ (Y |θ0 = p) = ϕp̂(1−p̂)

ni
, where p̂  is the observed overall 

proportion of events and ni
 is the total number of study 

participants at site i. For rates, the over-dispersion adjusted 
variance is V ′ (Y |θ0 = λ) = ϕ λ̂

Ti
, where λ̂  is the observed 

exposure-adjusted incidence rate, defined as the total num-
ber of events divided by the total study exposure time and 
Ti  is the total exposure time for participants at site i . Alter-
natively, users can choose to perform Fisher’s exact tests for 
percentages and Poisson regression analyses for rates. More 
details can be found at https://gilead-biostats.github.io/gsm/
articles/KRI%20Method.html.

Visualizations are built with R and JavaScript to create 
custom plots to depict analysis results. Interactive reports 
are produced as HTML documents using R Markdown. A 
detailed qualification report is automatically generated for 

Table 1 Key risk indicators
Metric Definition
AE reporting rate # of adverse events / days in study
SAE reporting rate # of serious adverse events / days in study
G3+ lab abnormality 
rate

# of grade 3 or higher abnormal lab 
samples / total lab samples

Non-important PD rate # of non-important protocol deviations / 
days in study

Important PD rate # of important protocol deviations / days 
in Study

Subject discontinuation # of subjects discontinued study / total 
enrolled participants

Treatment 
discontinuation

# of subjects discontinued treatment / 
total enrolled participants

Query rate # of queries / total data points
Query age # of queries open > 30 days / total queries
Visit entry lag # of forms entered > 10 days / total forms
Date change rate # of fields with ≥ 1 change / total fields
Screen failure # of screen failures / total screened 

participants
The definition of each key risk indicator includes a numerator divided 
by a denominator. This represents an initial list of key risk indicators 
available in the current release and will be further updated in future 
releases
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each release using a set of machine-readable specifications 
and test cases to evaluate the expected performance of criti-
cal functions.

Results

The analysis of each KRI in {gsm} is defined as an assess-
ment following a standard model: data is first inputted at the 
trial participant level, transformed into a site-level summary, 
analyzed to generate test statistics and p-values, flagged to 
identify sites that cross user-specified thresholds, and then 
summarized (Fig. 1). Optional customizable mapping func-
tions are provided to support conversion of trial data, from 
a variety of possible data sources and formats - ADaM, 
SDTM, raw, etc. - to the input data required for each assess-
ment. Workflows expand upon assessments by adding more 
capabilities – support for country or region level analyses, 

analyses of data subsets, and automated data checking – and 
enable users to perform a set of workflows more easily and 
at scale through only one function (Fig. 2). An example of 
the benefit of being able to customize using workflows is a 
user can easily expand on an analysis of AE reporting rates 
for all enrolled patients, by adding filter functions to repeat 
the analysis in the same workflow focusing only on the sub-
set of participants who were randomized and treated, or a 
subset of participants with a specific category of adverse 
events.

{gsm} supports the creation of multiple interactive visu-
alizations leading to a better understanding of analysis 
results. For individual assessments, results can be depicted 
as a scatter plot or bar plot on different scales (Fig. 3). For 
an overview of results, a site-by-assessment heatmap can be 
generated to highlight the commonly flagged KRIs across 
sites or the sites with the most flagged KRIs. For assess-
ments of a given site over time, longitudinal plots can be 

Fig. 1 Assessment Model. This 
example illustrates the process 
to analyze the adverse event rate 
for each site, where datasets are 
shown as tables labled in italics, 
functions in purple and user-
specified parameters in gold. 
First, the raw source data includ-
ing adverse event data (ae) and 
subject data (dm) is mapped into 
the required input data format 
(input) containing the relevant 
information per subject, such as 
study exposure in days, number 
of adverse events, and the cor-
responding event rate. Next, the 
input data is transformed into 
an aggregate summary per site 
before being analyzed using the 
normal approximation method 
adjusting for over-dispersion. The 
resulting score is then flagged 
per the user-specified thresholds. 
Finally, the output is summarized 
for aggregation across all assess-
ments performed for a study
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systematically apply across a portfolio of studies. Commer-
cial options typically offer a software-as-a-service approach 
[14] with more thorough and customizable analytics, but are 
substantially more expensive. Thus, {gsm} helps to fill an 
existing gap in risk detection tools and we hope will support 
increased adoption of RBM.

Future improvements planned for future releases, in order 
of prioritization, include expanding the number of KRIs 
that can be analyzed, supporting qualified QTL analyses, 
conducting unsupervised statistical monitoring, and incor-
porating more options for statistical testing. Current KRIs 
focus on critical areas related to study population, safety, 
deviations, and data quality, but do not yet cover other 
important areas such as primary and secondary endpoints, 
as this may require more complex study specific deriva-
tions and analyses. Although users can choose from more 
than one statistical method, some commonly used models 
like beta binomial models for binary outcomes [21], and 
linear mixed-effect models for continuous outcomes [22] 
have not been implemented. These methods may exhibit 
better performance in different situations; for example, the 
default method relying on normal approximation will tend 
to perform better when there are more sites, while an exact 
method may perform better when there are only a few sites. 
Further adding unsupervised approaches will allow users 
to agnostically survey the entirety of available trial data to 
find unknown risk signals. The {gsm} workflow can also 
easily be extended to perform QTL analyses, and experi-
mental QTL functions, which need further refinement and 
validation, are being developed. Another interesting use 
case to explore is to use {gsm} to analyze real-world data to 
detect potential risks across regions, data sources, or other 
groupings. Adding these features will take time; fortunately 
{gsm} was purposely designed with a modular framework 
suited for quickly incorporating new improvements and 

created to show changes in results over multiple analyses. 
To easily capture and share the analysis results and visual-
izations, users can create a standard report with supportive 
trial information and the ability to search, filter, or examine 
specific data points of interest in more detail.

The {gsm} R package has undergone extensive testing and 
qualification. As of v1.8.1, over 1,450 unit tests have been 
written with a 87.3% code coverage. Along with each release, 
a qualification report is automatically attached ensuring the 
package meets expected standards and requirements to detect 
study risks (Fig. 4). Qualification testing currently covers 24 
core functions, evaluating 88 use cases across 171 total tests.

Discussion

An effective RBM approach requires the ability to accurately 
detect study risks in a timely manner. {gsm} is a free open-
source qualified solution developed for that purpose. It cov-
ers all the steps from data ingestion to reporting and allows 
R users to do so in a few lines of code. The modular struc-
ture of assessments and workflows facilitate study-specific 
customizations, and interactive visualizations allow users to 
better understand analysis results. Early efforts implement-
ing {gsm} at Gilead have proven successful; we were able 
to detect similar risks as found by other proprietary systems, 
and more easily perform fit-for-purpose analyses for study-
specific nuances across a diverse set of pilot studies.

Compared to alternative tools to detect risks as part of 
RBM, {gsm} offers a robust and effective solution for free. 
Among publicly available options, code to implement the 
proposed statistical methods may not exist, and if available, 
are usually provided in a piece-wise fashion or limited to a 
much narrower scope [18–20], making it difficult to detect 
all potential critical risks in a study, and impractical to 

Fig. 2 Workflow Structure. Users can stack workflows into a larger 
assessment object, where each workflow uses metadata and specifica-
tions inputted from separate YAML files to capture study-specific vari-
able mappings, modifications to analyze by different groups (e.g., site, 

regions, etc.), filtering to exclude subjects from analyses, and other 
assessment settings. This object is then processed using the Study_
Assess function producing an output object that contains results for 
each workflow
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Fig. 3 Visualizations. (A) Heatmap summarizing the findings for each 
KRI (column) by site (row), where the initial few columns provide 
information on the site identifier, country, status, number of subjects, 
total number of KRIs with red flags, and total # of KRIs with amber 
flags. Flags are determined by user-specified thresholds that indicate 
whether a finding should be flagged for further follow-up. Users can 
mouse-over specific study site and KRI findings to quickly understand 
more details about the results. Green check marks correspond to green 
flags, single amber arrows correspond to amber flags, and double red 
arrows correspond to red flags, where the direction of the arrow indi-
cates whether the observed KRI rate for a given site is higher (up) or 
lower (down) than the overall KRI value across all sites in the study. 
(B) Plot of the number of adverse events (y-axis) by days on study on 
the log scale (x-axis) is shown, where each point is a site. Users can 
mouse-over individual points to see additional information such as the 

KRI score, KRI value, and underlying data used to derive the KRI 
for each site. Red, amber, and green dotted lines correspond to user-
specified thresholds that determine whether sites should be flagged for 
further follow-up. (C) Barplot of adverse event rate sorted by sites 
with the highest to the lowest observed rates from left to right, where 
each bar is colored according to the flag for that site. (D) Barplot of 
adjusted z-scores calculated based on the KRI metric. Bars are sorted 
by sites with the highest to the lowest scores from left to right, where 
each bar is colored according to the flag for that site. Horizontal dotted 
lines indicate the user-specified thresholds for flagging. (E) Longitudi-
nal plot of adjusted z-scores (y-axis) over repeated analyses at different 
snapshot dates (x-axis). Boxplots in gray summarize the distribution of 
z-scores at each snapshot, with flagged values in yellow and red high-
lighted along with the selected site of interest. Horizontal dotted lines 
represent the user-specified thresholds for flagging
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for use under the Apache v2.0 license and has been suc-
cessfully implemented on multiple clinical trials. We hope 
{gsm} will encourage more open collaboration to build bet-
ter RBQM tools and achieve better outcomes for our trials 
and our patients. Full technical specifications, user guides, 
package details and more examples are available at https://
gilead-biostats.github.io/gsm/.
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releasing {gsm} as an open-source package will allow more 
R developers to contribute to its development.

Two of the primary drivers for releasing {gsm} as an 
open-source publicly available solution was to encour-
age collaboration with external partners, and benefit from 
the diverse experience of the broader R community. We 
believe this will result in much quicker integration of the 
latest statistical methods, expansion of the library of KRIs 
and QTLs that can be analyzed, creation of more visualiza-
tions, as well as faster discovery and resolution of bugs and 
pain points. A new PHUSE project called OpenRBQM was 
recently announced, which will combine an open-source 
RBQM Working group focused on information sharing with 
an RBQM Development Team that will co-develop new 
RBQM tools including {gsm}. We hope more and contin-
ued open collaboration will spur increased knowledge shar-
ing on how to best perform risk based monitoring for the 
benefit of patients.

Conclusion

{gsm} is an open-source qualified R package to ingest, ana-
lyze, identify, visualize, and report critical study risks with 
robust support for study-specific customizations. It is free 

Fig. 4 Qualification Report. Each function in the {gsm} package is 
tested prior to release, where each test is described in the report, and 
mapped to which specifications the tests are intended to evaluate. 

Each specification describes the particular outcome that is expected 
to be achieved, along with risk and impact scores (low, medium, high) 
depending on the level of risk and impact if the specification fails
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