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Abstract
Purpose of Review Robotic patrolling aims at protecting a physical environment by deploying a team of one or more autono-
mous mobile robots in it. A key problem in this scenario is characterizing and computing effective patrolling strategies that 
could guarantee some level of protection against different types of threats. This paper provides a survey of contributions that 
represent the recent research trends to deal with such a challenge.
Recent Findings Starting from a set of basic and recurring modeling landmarks, the formulations of robotic patrolling stud-
ied by current research are diverse and, to some extent, complementary. Some works propose optimal approaches where 
the objective function is based on the idleness induced by the patrolling strategy on locations of the environment. On-line 
methods focus on handling events that can dynamically alter the patrolling task. Adversarial methods, where an underlying 
game-theoretical interaction with an attacker is modeled, consider sophisticated attacker behaviors.
Summary The wide spectrum of heterogenous approaches and techniques shows a common trend of moving towards more 
realistic models where constraints, dynamic environments, limited attacker capabilities, and richer strategy representations 
are introduced. The results provide complementarities and synergies towards more effective robotic patrolling systems, pav-
ing the way to a set of interesting open problems.

Keywords Patrolling · Surveillance · Security games · Multi-agent systems · Multi-robot systems

Introduction

The employment of mobile robots for autonomous enforce-
ment of security represents an application domain towards 
which a great research effort has been devoted in the last 
years [1]. Robotic patrolling is a broad term often used to 
indicate those settings where one or more mobile robots per-
sistently scout an environment visiting different parts of it 
and repeatedly perform local observations to identify pos-
sible ongoing threats. This general problem definition can 
be instantiated in different settings by specifying, for exam-
ple, how the environment is represented, what robot motion 
and perception models are adopted, what criteria are used 
to evaluate the patrolling performance, and what knowledge 
can or must be leveraged to optimize such criteria.

The real-world implementations of such systems entail a 
number of engineering challenges involving the fundamental 
capabilities of autonomous mobile robots. These include (in 
increasing level of abstraction) locomotion, perception, navi-
gation, planning, and, when multiple robots are employed, 
coordination [2, 3]. Achieving robust performance in these 
domains is a precondition to deploy the robots on the field. 
Patrolling shares many of these challenges with other impor-
tant robotic domains, most notably exploration, coverage [4], 
and search [5]. Such overlaps allow for the adoption or adap-
tation of methods originally studied for one of these simi-
lar problems to patrolling and vice versa, a methodological 
approach that is gaining importance especially in recent 
research contributions.

Taking an abstract stance from the above challenges, this 
review will focus on a high-level, and perhaps peculiar, prob-
lem of robotic patrolling: computing effective patrolling strate-
gies. A patrolling strategy is a method to determine how robots 
should autonomously allocate, as time unfolds, their surveillance 
efforts in a given environment. Roughly speaking, they repeat-
edly provide for each robot an answer to the question where/how 
to patrol next?, given the modeling assumptions of the patrol-
ling setting at hand. Previous surveys on this subject have been 
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proposed in [6–8], with some examples also tailored for other 
research communities [9]. This work will try to complement 
and extend those works (also re-proposing key references under 
a more recent view) by sharing part of their goals and taking a 
robotic/multi-agent perspective.

The review will start describing a set of modeling land-
marks typically used in literature to define the robotic patrol-
ling problem (Section 2). Subsequently (Section 3) it shall 
provide a broad discussion about key advancements on tech-
niques for its resolution or analysis, in the attempt of high-
lighting the most significant trends that recent literature is out-
lining. Finally, some relevant future research directions will be 
proposed (Section 4) before drawing conclusions (Section 5).

Problem Overview

Providing a general formulation of the robotic patrolling 
problem is not straightforward, especially given the remark-
able number of variants that have been studied in the last 
two decades. Despite this, the literature suggests a set of 
modeling landmarks that characterize many of the problem 
definitions addressed so far. The frequent assumption is that 
the environment can be represented with a graph encoding 
its topology, a data structure very often (but not always) 
exploited for patrolling areas, lines, or perimeters (in some 
cases in the scope of the same method [10]). In addition, 
other features to describe the patrolling setting might be pre-
sent. The following elements are typically adopted to model 
patrolling problems with graph-based representations.

Locations. V = {v1, v2,… , vn} is the set containing the 
graph vertices/nodes. Each of them is meant to represent 
a logical unit of space that can be visited and patrolled by 
a robot. Real-world counterparts depend on the specific 
setting and on the type of environment discretization put 
in place, examples can range from sub-areas and rooms of 
a floor plan to grid cells on a regular map  [11–18, 19•, 
20]. One central problem is how to synthesize such a dis-
cretization from metric representations of environments. 
This is a problem widely studied in robotic mapping, for 
which robust solutions based on Voronoi tessellations, 
grid maps [21], also integrating high-level features such as 
semantic knowledge [22] or communication channels [23] 
are available. Nevertheless, some works dealt with extract-
ing or optimizing a graph directly taking into account the 
patrolling task [24–26]. Recent approaches are focusing on 
this problem from an on-line point of view where a graph 
representations is built starting from an unknown environ-
ment. An example is reported in [27] where a method based 
on structured triangulation is employed to build a representa-
tion for exploration and patrolling with a number of low-cost 
robots. In [14] the patrolling graph, embedded in a 3D space, 
is computed either from manually placed way-points or from 

a history of robot trajectories. Finally notice that this type of 
discrete representation is clearly not the only one adopted 
in the literature. As will be mentioned later, some specific 
works rely on different continuous formulations.

Features. Each vertex can be associated to a feature vec-
tor where the interpretation of each element depends on the 
particular setting. Widely adopted features for vertices are 
the following.

• The value, denoted as �i ≥ 0 , defines the importance of a 
vertex vi ∈ V  . Sometimes also called priority, it encodes 
the rationale that more important vertices correspond to 
more critical regions of the environment where a security 
breach would entail a large cost. The value entails the 
existence of a subset of targets T = {vi ∈ V ∣ 𝜈i > 0} that 
are interpreted as locations where a threat might occur. 
This feature can also be used as a rate at which the urge 
to patrol a vertex increases while it is left unguarded [28].

• The patrolling cost ci ≥ 0 quantifies the effort to assess 
the security status of vertex vi . Examples can be found 
in situations when, once arrived at a vertex, one or more 
robots have to scan the location with their sensors or 
physically clear the area from the presence of possible 
intruders/hiders. In some settings this element is modeled 
as part of the solution, requiring to find the right amount 
of patrolling effort to allocate on each target in time [29].

• The strength 𝛿i > 0 for a target ti ∈ T  provides a measure 
of the effort needed to compromise the security status of 
vertex ti . A large �i could represent strong resistance of 
target ti to an attack, resulting in extended opportunities 
for detection by a patrolling robot. This feature is typi-
cally given as an amount of time needed to complete a 
breach on a target (indeed it is often called penetration 
time or attack time). In such cases, it can entail a mini-
mum patrolling frequency constraint for each target (or 
equivalently a maximum lag between subsequent patrols) 
to guarantee full protection of the environment [15, 30].

Robots/agents. The team of patrolling robots/agents can be 
defined with the set R = {ri, r2,… , rm} . In some cases this 
element is left implicit or just given with m ∈ ℕ

>0 , in other 
cases is not given as a part of the problem and must instead 
be computed as a part of the solution [15, 31, 32].

Movement. A set A = {(vi, vj) ∣ vi ∈ V , vj ∈ V ∪ {⊥}} 
lists the connections among ordered pairs of vertices of the 
graph; these are often in correspondence with the possible 
movements a robot can take from a currently occupied ver-
tex vi . The arc (vi, vj) (with vi ≠ vj ) represents the opportu-
nity to travel from vi to vj without visiting any other vertex 
on the way to the destination; (vi, vi) , instead, can be used to 
model situations where a robot leaves vi and then returns to 
it without patrolling other vertices; finally, (vi,⊥) can repre-
sent the situation in which a robot stays at vi without leaving 
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it. Each a ∈ A is typically associated with a traveling cost 
�a ≥ 0 (usually a time or a distance) with the set of costs 
admitting a metric layout of the graph. Richer models can 
expand the movements set and the associated costs with 
additional features describing robots’ locomotion models, 
for example accounting for orientation of movement and the 
cost of changing it [33].

Communication. Robots might need to communicate 
between each other in order to undertake some form of on-
line coordination. The availability of communication chan-
nels can be included in the model with an additional set of 
arcs C = {(vi, vj) ∣ vi, vj ∈ V} , where (vi, vj) encodes the pos-
sibility for two robots to exchange information where being 
at vertices vi and vj , respectively. The subgraph induced by C 
is sometimes called connectivity graph [32, 34–37].

Perception. The basic formulation assumes that the detec-
tion of a threat takes place as soon as any robot visits the 
vertex where the malicious activity is undergoing. General 
perception models can be described with a visibility function 
s ∶ V → P(V) where s(vi) is the subset of vertices that can be 
sensed from vertex vi (usually including vi itself) [29, 37]. In 
some scenarios robots’ increased perceptions can be character-
ized by spatial uncertainty [38] or by detection errors [39, 40].

An abstract instance of a patrolling problem inspired 
by the above modeling ingredients is depicted and briefly 
described in Fig. 1.

A patrolling setting is typically complemented with a 
threat-generating process which is characterized by precise 
assumptions and that, for the sake of simplicity, we shall 
refer to as attacker. All methods to compute patrolling strat-
egies consider, to some extent, the presence of an attacker. A 
paramount distinction, however, is generally made on how 
the attacker is modeled. For a first class of works the attacker 
is implicit and indirectly modeled through a single/multi-
objective function that the patrolling strategy has to opti-
mize. Typical approaches adopt metrics that consider how 
the robots’ visits to the various parts of the environment are 
distributed in space and time, to ensure that critical spots are 
patrolled enough often. The most popular concept to define 
such criteria is the idleness, namely the temporal delay 
between subsequent visits to a target [12, 13, 41]. Worst-
case and average idleness are typical examples of adopted 
objective functions with many variants, substantially related, 
studied in literature. The cost of the patrolling routes (typi-
cally a traveling time or distance) can also be taken into 
account in order to achieve some level of efficiency. Costs 
are tightly connected to the patrolling performance, since 
more efficient strategies typically result in a better usage of 
resources and hence in an enhanced protection of the envi-
ronment. These family of methods is often classified under 
the term of non-adversarial patrolling.

A second class of works considers explicit attacker mod-
els that generate threats according to given mechanisms. 
These attackers range from simple random processes or 
heuristics based on the observations of the past patrol-
ling visits to more sophisticated rational fully or partially 
informed decision makers for which game-theoretical meth-
ods are most suitable [16–18, 19•, 20, 42, 43, 44•, 45–47]. 
These methods typically exploit non-deterministic solutions 
and try to maximize the expected probability of detecting 
attacks [17, 37, 48••]. This class of works is often referred 
to as adversarial patrolling.

To some extent, the research conducted in the last years 
showed how the distinction between adversarial and non-
adversarial methods might be less sharp than expected. Key 
theoretical results in the non-adversarial domain provide 
insights on how to guarantee performance also in the pres-
ence of rational attackers. On the other side, adversarial 
methods often suffer from idealistic assumptions about the 
attacker which need to be refined to cope with less rational 
and more limited threat-generation capabilities.

Recent Trends

Today’s research on robotic patrolling follows approaches 
that can be seen as in steady continuity with some of the 
challenges and methods that were introduced by the first 
seminal works. One of the papers introducing the patrolling 

Fig. 1  A graph-based patrolling setting composed of 5 targets. 
Assume, for simplicity, that symmetric movements are always pos-
sible, traveling costs and values are unitary, while �i = 2 for each i. 
Two robots, ri and rj , follow two paths starting their mission at time 
t = 0 from target v2 and v5 , respectively. If patrolling costs are set to 0 
and perception is limited to the currently occupied target, the idleness 
profile at t = 4 is (3, 1, 2, 1, 2). In this scenario, at attack to target v2 
at t = 1 (when ri is at v1 and rj is at v3 ) would be successful. An attack 
on v4 at t = 2 would fail. If patrolling costs are set to 2, the idleness 
profile at t = 4 becomes (1, 3, 0, 5, 0), where a value of 0 indicates 
the presence of a robot on the corresponding vertex. If the same 
graph is adopted to model connectivity, robots can always exchange 
information except during their last visit, namely when occupying v4 
and v2 , respectively
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problem to the multi-agent community was proposed in [49]. 
The author provides a first formulation of the problem in 
multi-agent terms, also introducing idleness as an optimiza-
tion criterion for good strategies. The paper discusses a first 
set of methods, focusing on the agent-based architecture that 
should implement the patrolling task, defining types of coor-
dination and information sharing mechanisms. The work is 
complemented by [50] where a more theoretical perspective 
of the problem is taken by highlighting its close relation to 
the Traveling Salesman Problem [51]. A well-representa-
tive overview of these early and founding contributions can 
be found in [6], paving the way on how methods based on 
optimization and learning can be adopted for the problem. 
These works were among the first in highlighting how the 
robotic patrolling problem has deep connections with differ-
ent combinatorial route-finding problems. This relation is 
today widely recognized and robotic patrolling is often cited 
among the representative applications domains of traveling 
salesman problems and their variants [52, 53].

Optimal Patrolling

A great deal of theoretical and algorithmic results for patrol-
ling strategies that optimize some objective function can be 
found in a well-established research line in the automatic con-
trol community, which deals with a problem that shares a great 
number of basic features with robotic patrolling. The problem 
is customarily termed as persistent monitoring [54–56] since 
it takes the more general perspective of repeated information 
gathering on a set of targets without necessarily interpret-
ing such information as finalized to the detection of a threat, 
which instead is typical in robotic patrolling. To some extent, 
persistent monitoring can be seen as a generalized formu-
lation of non-adversarial patrolling. A distinctive feature of 
this line of works is that of casting the problem of computing 
patrolling strategies in an optimal control framework, hence 
providing resolution approaches that could go beyond discrete 
graph-based representations or networks. Optimality is often 
defined with respect to objective functions based on idleness 
or generalizations of it. An interesting formulation of this 
problem, for example, uses target-specific uncertainty costs 
growing at some rate (see values as discussed in Section 2) 
when no agent is inspecting the target and decreasing at some 
other rate when one or more agents are instead monitoring it. 
The target dwelling time, namely the time spent monitoring 
a particular target, is modeled as a part of the solution and 
not assumed as fixed in advance (see patrolling costs defined 
in Section 2). As recently pointed out in [29], this formula-
tion has intriguing connections with queuing theory models, 
since the increase/decrease of the uncertainty cost can be 
interpreted as arrival/servicing operations on the target while 
dwelling time can be seen as the amount of service allocated 
to a target at a particular time.

A recent example of a problem formulation of the above 
kind has been proposed in [39] for settings defined on one-
dimensional spaces over a finite horizon with agents char-
acterized by a probabilistic sensing model. The problem is 
solved by computing agent trajectories considering second-
order dynamics (accelerations) and by tackling the optimiza-
tion problem with a gradient-based method. The extension 
of this type of approaches to two-dimensional spaces could 
provide key advancements for robotic patrolling. Another 
example is investigated in [28] where authors assume that 
costs accumulate at vertices with a growth rate described by 
a probabilistic model. The proposed approach estimates the 
cost levels and tackles the problem as a variant of the team-
orienteering problem.

The optimality of patrolling can clearly be described in 
terms of minimizing the worst-case idleness on a graph. The 
work proposed in [12] defines approximation methods for 
this problem as well as an exact algorithm for a special 1D 
case. In [13] a richer setting is considered where the patrol-
ling robot has limited autonomy and needs to return at a 
service station to be recharged after a maximum number 
of visits it can make on a graph-represented environment. 
Recharging has a fixed temporal cost called service time. 
Authors provide an algorithmic characterization of the opti-
mal solution showing that, for some values of the service 
time, the general problem might either reduce to a finite 
subset of its instances or substantially become a TSP. For the 
remaining cases a method with an additive approximation 
guarantee (equal to the service time) is derived.

The hardness and algorithmic results of the above works 
from one side provide key further understanding for the 
problem of computing optimal cyclic patrolling routes in 
the presence of realistic constraints [57], but from the other 
promote methods capable of gaining computational effi-
ciency at the expense of solution quality (examples include 
approximation or heuristic methods). A very well-known 
and widely applied result in robotics concerns sub-modular 
optimization: when the function describing a total informa-
tion reward conquered by a sequence of observations deliv-
ers diminishing returns, greedy methods for building such a 
sequence tend to perform well also providing approximation 
guarantees [58]. This idea has been recently combined with 
receding horizon planning in [59] to synthesize patrolling 
strategies with bounded optimality gap. Another approach 
is to exploit decentralization. A recent example is proposed 
in [60] where a gradient-based method for a given objective 
function to be minimized is followed.

Optimal patrolling strategies could also be defined in 
terms of satisfaction of idleness constraints. The works 
proposed in [15, 61] provide key complexity results for 
the problem of patrolling over a graph under deadline con-
straints, substantially defined by a set of maximum idleness 
values, one for each target. This problem formulation has 
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implications both in the non-adversarial and adversarial 
domains of patrolling. In the first case deadlines can be 
interpreted as efficiency requirements (alternative formu-
lations of this problem have been investigated in terms of 
frequency constraints, also accounting for on-line events 
affecting the patrolling activities [62]). In the second case 
deadlines could just coincide with targets’ strength (recall 
Section 2), and solving the aforementioned problem would 
entail the detection of any possible attack. In [30] authors 
propose an approximation algorithm and a heuristic method 
for such a problem. Experimental comparisons show how 
the heuristics (based on the orienteering problem) usually 
perform better.

On‑line Cooperation for Dynamic Settings

Robustness and adaptability to external factors that can hin-
der the execution of patrolling missions in the real world 
are of key importance and pose the need for the patrolling 
strategy to timely react. An example of this need is provided 
in the scenario outlined in [11] where a dynamic topology is 
adopted by assuming that the availability of arcs (see move-
ments as discussed in Section 2) over time is only known in 
probability.

Distributed algorithms exhibiting scalability and robust-
ness to unforeseen events have been proposed [63]. A recent 
line of research dealt with this problem by considering an 
on-line setting where interference among robots, triggered 
obstacle avoidance behaviors, and communication delays 
might be among those events [41]. The patrolling problem 
is addressed from the perspective of on-line task-assignment 
where rewards are based on idleness and that is solved in a 
decentralized way. A greedy task-assignment method and 
another one based on sequential single-item auctions are 
proposed and evaluated confirming how on-line coordination 
can be used to achieve good performance in real dynamic 
scenarios. In [34] time-variance is modeled for a notion of 
status applied to each vertex. A state-information variable 
is associated to each vertex to describe the current (discrete) 
level of potential gain the patroller can get by visiting it. This 
level changes according to an unknown transition model. 
The problem is solved in a decentralized fashion by allowing 
agents to make local observations and cooperate within a 
Bayesian reinforcement learning setting where on-line learn-
ing and planning are executed. The work in [29] proposes an 
on-line and distributed method that tries to improve on the 
classical gradient-based ones, typically suffering from local 
optima problems. The problem of where to patrol next is 
solved, in each agent, with an event-driven receding horizon 
control approach. Agents plans are computed upon observa-
tion of local events (like, for example, arrivals or departures 
in neighboring vertices) up to some automatically optimized 
horizon length. In [64] authors propose a method to compute 

patrolling strategies that can integrate real-time data from 
the environment, including criminal events or emergencies. 
This additional information can change, at run-time, the pri-
orities of targets and, as a consequence, the strategy must 
be adapted.

As some of these works show, cooperation by means of 
on-line information exchange might play a crucial role. Lit-
erature provides established methods to achieve cooperation 
by means of distributed intelligence, one significant exam-
ple for patrolling being the use of Bayesian learning [65]. 
Recently, the work proposed in [14] addresses patrolling 
coordination in a unified framework that encompasses both 
high-level decisions on a patrolling graph and low-level 
resolution of navigation conflicts between robots in a 3D 
environment. The proposed distributed method seeks idle-
ness optimization at the high level while performing path 
planning based on 3D SLAM and traversability analysis at 
the low level. In [35] robots communicate between neighbor-
ing regions to detect faults. Such interactions are exploited 
in a scenario considering idleness and isolation time, namely 
the expected time a robot stays without communicating with 
any other one.

Recently, emerging methods in the field of graph neu-
ral networks are beginning to being investigated. The work 
in [66] proposes to use multi-agent reinforcement learning 
to perform coordination between agents monitoring a graph. 
The approach is based on a graph attention network [67] 
to allow agent sharing of locally perceived information. 
Authors show how this method could indeed introduce some 
advantages with respect to classical patrolling baselines 
(greedy or TSP-based) providing evidence on how coordi-
nation through communication is valuable and suggesting 
how the method could reach, in the form of an emergent 
behavior, the adoption of cyclic periodic paths solving the 
underlying patrolling problem.

Indirect communication through the environment has 
also been investigated as a method to obtain cooperation 
among patrolling robots, a paradigm typically studied in 
swarm robotics [68]. An important characteristic of these 
solutions is to obtain emerging team coordination by means 
of simple and efficient individual behaviors. Some recent 
works are devoting efforts to apply this approach to patrol-
ling. In [69] authors focus on simplifying agents by reducing 
their range of perception according to which they can collect 
the information left by others in the environment. Specifi-
cally, the work provides a method to convert strategies for 
agents that can perceive the current and neighboring vertices 
to ones that require to perceive only the current vertex. A 
key result is that reduced-range strategies exhibit competi-
tive performance, suggesting how even very limited sensing 
capabilities might be used to obtain effective coordination 
for patrolling. In [70] authors propose a pheromone-based 
coordination to communicate uncertainty costs about the 
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targets to deal with the patrolling setting introduced in [71] 
where a patrolling robot with given sensing capabilities has 
to perform persistent road-network patrol in order to detect 
probabilistic events.

Cooperation among robots, which is enabled by the 
exchange of information between them, can be also enforced 
by the presence of communications or connectivity con-
straints. Communications during the patrolling mission can 
be required to report gathered information to a base station. 
In [36] authors study patrol routes that try to minimize the 
absolute time required to gather and report at the base station 
as well as the relative time between information discovery 
and its reporting. The proposed approach, based on the com-
putation of minimum-latency paths, shows how coopera-
tion between the robots in undertaking a store-and-forward 
behavior can increase the performances. The same authors 
consider in [72] the minimization of the communication lag 
together with visits-induced idleness.

The requirement of staying connected can be instanti-
ated in many different forms and is a central problem in 
many robotics scenarios including robotic patrolling [73]. 
The presence of these requirements for a team of robots is 
addressed in [32]. Robots must patrol an environment while 
always forming a connected component in order to main-
tain multi-hop connectivity with a base station. To assess 
when, at any given time, two robots are connected to each 
other a set of connectivity edges is defined over the graph 
that models the environment. Authors provide key NP-
Hardness results for the problem of minimizing the worst 
idleness induced on the graph, finding the minimum number 
of robots to ensure each target can be reached while main-
taining connectivity, and optimally placing relay robots to 
support communications. Tree-traversal, partitioning, and 
heuristic methods for convex grids are proposed to obtain 
patrolling strategies that could guarantee good performance 
while complying with the connectivity requirements.

Dealing with Attackers

When explicitly including an attacker in the patrolling 
problem, it is commonly assumed that this one can gain, 
by performing environmental observations, some degree of 
knowledge about the patrolling strategy. Such a knowledge 
can then be exploited to maximize the chances of a suc-
cessful attack, for example by predicting with some level 
of confidence the next moves of the patroller. Knowledge 
can be about the strategy, i.e., the law the patrollers are 
using to decide where to patrol next and/or its realization, 
namely the history of patrols performed up to the current 
time. One way to counteract this issue is to adopt stochas-
tic patrolling strategies, where the movements are drawn 
from some probability distribution. The approach presented 
in [37] computes non-deterministic patrolling strategies as 

Markov chains minimizing expected back-and-forth trave-
ling times among pairs of vertices that are induced by the 
transition probabilities. The work combines in such a set-
ting interesting realistic features like limited sensing for the 
robot, need to communicate with a base station in a central-
ized fashion, and evaluate the probability of capturing an 
attacker by estimating the amount of time vertices are left 
unguarded. The work proposed in [74] deals with this prob-
lem by considering probabilistic inspection constraints for 
the patrolling routes, namely requirements on the expected 
number of agents patrolling each area at a random time. The 
problem is formulated with signomial programming and its 
resolution is tackled with a distributed method. A significant 
line of research deals with this problem in patrolling perim-
eters. In [33] environments are modeled with open polylines 
divided in segments that can be traversed by a robot traveling 
between endpoints. In this formulation, targets are repre-
sented by edges connecting two endpoints, which an adver-
sary with full knowledge of the patrollers’ strategy might 
try to penetrate. The patrolling strategy is encoded, at each 
target, with a probability of changing travel direction for a 
passing-by robot. The paper improves on previous solutions 
adopting equal probabilities for each target and shows how 
cooperation schemes in such a setting might further improve 
the performance.

The most studied and adopted model for stochastic patrol-
ling strategies is perhaps given by Markov chains, espe-
cially first-order ones that condition the next move upon the 
currently occupied vertex. A significant analysis of these 
models is presented in [75], where authors formulate opti-
mization problems of the patrolling problem for different 
scenarios. The notion of hitting times is leveraged as a proxy 
for the speed of a patrolling strategy. Also the concepts of 
entropy rate and entropy of the return times of a patrolling 
strategy are analyzed with respect to its implication in adver-
sarial scenarios. Strategies maximizing these metrics tend to 
leak less information to an adversarial observer.

Modeling the observation process that an attacker might 
carry out is another recent trend studied in robotic patrol-
ling. In [16, 17] the idea of an attacker with limited obser-
vation capabilities was proposed. Specifically, the attacker 
is assumed of being capable of (imperfectly) observing the 
presence of the patroller only locally to a single target. No 
other knowledge, for example, about the graph topology or 
the patrolling strategy, is assumed to be accessible. The work 
proposes a set of heuristic methods to exploit this limita-
tion to the advantage of a patroller. Solutions are focused on 
performing patrolling while revealing the least information 
to the adversarial observer by means of strategic injections 
of delays along the patrolling routes and the adoption of 
time-variant Markov chains. In [18] authors consider, in a 
graph-patrolling setting, an attacker with a limited time to 
observe the patrolling strategy’s realization on the graph. 
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The decision about whether to attack and, in the positive 
case, when and on which target accounts for the confidence 
of the knowledge about the patrolling strategy extracted 
from the observations.

Game theory is a natural mathematical framework for 
modeling and, more importantly, characterizing the solution 
(in terms of equilibrium points) of the adversarial interac-
tion that such models entail. The capability of attackers to 
observe has been considered also by recent contributions in 
this scope. A significant example is [42] where the problem 
of patrolling a perimeter is analyzed. In the proposed formu-
lation, robots are dispatched from a base at a given rate, each 
covering a cycle along chosen direction and speed (time and 
space are continuous). Attacks can take place at any point on 
the perimeter and can be detected by any passing-by patrol-
ler with some given probability. The attacker is allowed to 
observe the activity of the patrollers at the chosen target to 
better inform her strategy. The paper provides key theoreti-
cal properties on the zero-sum (also Stackelberg, see below) 
game resulting from this setting, also showing how an opti-
mal detection probability can be achieved by the patrollers 
whether they are observable or not. In [19•] authors consider 
a game played on a star-graph where targets are placed on 
endpoints. The patroller applies a non-deterministic strat-
egy described by a Markov chain while the attacker secretly 
chooses a target and conditions its decision to perform an 
attack to the history of presence/absence of the patroller on 
such a target. The paper deals with the problem of determin-
ing the optimal strategy (maximizing the capture probabil-
ity) and hence providing the value of the zero-sum game. A 
key insight is provided about deterrence, namely the capabil-
ity of discouraging attacks by exposing the realization of the 
patrolling strategy to the observing attacker (a feature that 
seems to be deeply connected to the non-deterministic nature 
of the patrolling strategy).

To some extent, deterrence can be seen as a specific case 
of deception, a method that for perimeter settings has been 
studied in [43]. Such a work studies methods to mislead an 
attacker that is not assumed to have full knowledge of the 
patrolling strategy and its execution. Instead it can be manip-
ulated, by inducing particular observations of the robots, 
into believing a stronger patrolling profile with respect to 
the actual one. The work shows how to perform two types of 
deception exploiting either limited observation capabilities 
of the attacker or the use of dummy robots (cheaper units 
without detection capabilities). The results highlight a trade-
off between guaranteeing that the attacker does not discover 
the deception attempt and the resulting capture probability.

When adversarial observing capabilities are taken 
from a worst-case stance, a Stackelberg game is typically 
obtained. This setting sees a defender (also known as leader, 
the agent controlling one or more patrolling robots) acting 
under the assumption that the attacker (follower) has perfect 

knowledge of the patrolling strategy to which she will best 
respond. Robotic patrolling settings following this approach 
can be seen as a subset of a more general class of game-
theoretical models called Stackelberg (or Leader-Follower) 
Security Games (SSGs), which has a longstanding record 
both in terms of research and real-world applications [76].

The SSGs formulations proposed for patrolling [38, 77], 
originally defining heuristic algorithmic methods, have been 
recently subject of deeper mathematical analysis. Notably, 
the work proposed in [48••] provides key theoretical results 
in deriving a universal upper bound on the performance 
obtainable in such games, defining optimal strategies for 
linear and star graphs, and approximated ones for complete 
graphs. Recent contributions in this domain considered spa-
tio-temporal constraints for the realization of the patrolling 
strategy [78], explored the use of Monte Carlo Tree Search 
as resolution method [10, 79], integrated data-driven learn-
ing of the adversarial preferences and behavior [80], and 
exploited reinforcement learning to deal with incomplete 
state information [81].

Classical game-theoretical formulations, not considering 
a Stackelberg paradigm, have also been studied for patrolling 
with potential applications to robots. A seminal work that 
considered the problem in such terms is [82]. In recent con-
tributions, proposed in [20], authors consider a two-player 
game formulation played on a graph between a patroller 
periodically covering a path and an attacker choosing a spe-
cific vertex and time for the attack. The work proposes a 
characterization for the game’s value, defined as the prob-
ability of capturing the attacker, providing optimal strategies 
in some specific cases (linear graphs, and arbitrary graphs 
with even periods for the patrolling strategy). Another exam-
ple can be found in [83], where the patrolling game is settled 
on a continuous space.

The attacking dynamics encoded in these models have 
also been subject of enhanced modeling, in the attempt 
of capturing more realistic or more challenging attacker 
behaviors. In [44•], for example, authors enrich the patrol-
ling problem with the need to respond to attacks instead of 
merely detect them. This means that a detection could, in 
principle, trigger additional actions for the robots to under-
take. Such actions might alter the patrolling schedule and 
generate vulnerabilities at run-time. The paper provides an 
approach to compute optimal patrolling strategies in a set-
ting where an attacker might strategically perform sequential 
attacks, with the attempt of triggering and exploiting vul-
nerabilities via patrolling responses. Another variant of the 
attacker model has also been proposed in [45] where authors 
consider attackers that can choose the duration of the attack 
to carry out. In [46] attackers can undertake deception to 
hide their preferences.

As many of the above works suggest, the use of Markov 
chains still today represents the mainstream approach for 
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non-deterministic patrolling strategies, mainly due to their 
simplicity and ease of implementation. At the same time, 
their limits are very well-known, especially for the widely 
adopted setting where the next patroller move only depends 
on the currently occupied position. A recent alternative 
approach has been discovered in [84, 85] with what the 
authors call regular strategies. These are methods where 
the patroller’s decision on where to go next still depends 
on finite information computed from the history of previ-
ous patrols, but can provide comparative performance with 
respect to Markov strategies that condition the next move 
on the whole history of visits (hence being more powerful 
but also intractable). The most recent results of this line of 
works provide methods to efficiently synthesize these strate-
gies in realistic graph-based settings.

Another of the drawbacks of patrolling strategies 
expressed with Markov chains is that computing the detec-
tion probability for a potential attack is a difficult task that 
might require costly numerical simulations or the resolu-
tion of non-linear systems of equations [75, 77]. One recent 
advancement in this scope has been proposed in  [47]. 
Authors deal with patrolling on polyline graphs against 
a full-knowledge attacker and proposed a combinatorial 
method based on lattice paths. The method allows for effi-
ciently computing the number of possible patrolling paths to 
derive an expression for the probability of capture.

Evaluating Performances and Costs

The definition of widely adoptable methods for the empiri-
cal evaluation of the performance of patrolling strategies is 
a central problem, especially due to the fact that deploying 
and testing the above methods in the physical world, using 
real robots, has typically large costs. Understandably, this is 
still a largely unaddressed task with only a minority of works 
focusing on empirical analysis of a real-world implementa-
tion [14, 28, 37, 41, 63, 69]. One emerging way to lower the 
barrier to this type of analysis is the use of realistic simula-
tors, as they represent a well-established approach in many 
robotics applications to decrease the costs of experimenta-
tion [31]. A ROS-based simulation framework for patrolling 
has recently been proposed in [86], where new algorithms 
for patrolling strategies can be integrated and compared 
abstracting away from their low-level implementation on 
robots. The tool allows efficient testing for instructing real-
world subsequent experimental campaigns.

The number of deployed robots is a particularly cost-sen-
sitive dimension when dealing with real scenarios. In [87] 
authors deal with the problem of estimating the perfor-
mance, in terms of an idleness-based objective, of a given 
number of robots employed in patrolling missions with the 
aim of dimensioning their number with respect to a required 
performance level.

Future Directions

The general picture that recent research on robotic patrol-
ling depicts is a very rich and heterogeneous one. Research-
ers from different communities dealt with this problem by 
means of different approaches and methods. One shared 
trend, however, seems to emerge as a growing interest 
towards formulations with additional descriptive power with 
respect to prior work, in the attempt of better adhering to the 
reality at stake. Examples are the inclusion of constraints 
(involving sensing, energy, or communication), the need 
to handle on-line events, the adoption of limited adversary 
models, and the inclusion of additional decision variables. 
Around this general trend some interesting future research 
directions can be envisaged.

Instance extraction. A very practical, but at the same 
time crucial, issue is how to generate model instances for 
specific use cases at hand. As expressiveness improves with 
richer formulations, the number of parameters required to 
fit a suitable representation of the environment increases. 
Prior works suggest that extracting the right representation 
might have an impact on the patrolling performance whether 
the problem domain is considered as adversarial [26] or 
not [24]. Concrete examples of this issue have been recently 
addressed in [27] and [14] concerning the representation of 
the environments and in [13] to determine robots’ maximum 
operational range induced by energy limits. The specificity 
and sparseness of such solutions pose the need of a more 
general methodology where metrics like sensitivity and 
scalability could be assessed and, ideally, evaluated with 
benchmarks.

Tailored models. Specific use cases might admit tailored 
formulations and resolution methods where efficiency and 
performance might be improved at the cost a reduced gen-
erality. An example of this approach can be found in [88]. 
In such a work, authors deal with a patrolling formulation 
inspired by a maritime scenario. They adopt a multi-objec-
tive formulation combining the total sum of distances trave-
led by robots, the maximum distance traveled by a robot, 
and the priority of targets. A bio-inspired method adopt-
ing immune and endocrine system dynamics is exploited 
for the problem resolution. The resulting strategies exhibit 
interesting performance when compared against heuristic 
methods for the multi-objective problem. Similarly specific 
approaches might emerge for other patrolling use cases.

Long-term reliability. The study of issues related to long-
term autonomy is a topic of growing relevance for many 
robotic application domains, including patrolling  [89]. 
Indeed, robotic patrolling is often meant to be a persistent 
and unsupervised activity where robots have to be opera-
tional for long time spans. This scenario opens for addi-
tional challenges since reliability can face increased risks: 
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patrolling strategies might need to cope with failures or vul-
nerabilities difficult to forecast or reproduce in simulated/
real campaigns that are necessarily carried out in short/mid-
term setups. A recent example work dealing with a related 
issue has been proposed in [90]. Authors consider the prob-
lem of patrolling an environment with an autonomous robot 
and focus on providing robust and reliable localization.

Integration An interesting direction of development can 
also be represented by integrated patrolling settings. The 
idea can be interpreted with two different perspectives from 
the point of view of a multi-robot system. An outward inte-
gration implies a richer real-time exchange of information 
between the robots and the environment. The detection of 
threats, hence, could not only be based on robots’ local 
perceptions, but also to other data that the environment 
allows to access on a global frame. Examples can be found 
in patrolling for industrial environments where live indica-
tors on, for example, the current workload, the efficiency of 
the production processes, or the presence of faults might be 
accessible. Recent efforts are applying advanced deep learn-
ing methods, such as variational autoencoders, to perform 
anomaly detection in these settings [91]. The integration of 
such techniques in robotic patrolling can endow patrolling 
strategies with the capabilities of counteracting more sophis-
ticated threats. On the other side, inward integration is meant 
to increase the level of introspection of a multi-robot system 
by means of patrolling capabilities. Similarly to what recent 
works are starting to consider for multi-agent path planning 
problems [92], patrolling methods can play a role in the pres-
ence of self-monitoring requirements where surveillance 
applies to the robots themselves during the execution of a 
different task.

Defenders and attackers On the adversarial side, a rigor-
ous mathematical study of more sophisticated game mod-
els and algorithmic solutions is surely a key direction of 
research whose pursuing is likely to deepen the understand-
ing of how the optimality of patrolling strategies mani-
fests under strategic terms. Observation capabilities have 
been studied in different flavors from the attacker point 
of view. With the exception of some works in the field 
of security games [80], this feature has been less studied 
from the point of view of the patrolling robots. One emerg-
ing approach is to incorporate the attacking dynamics into 
a reward function and exploit a reinforcement learning 
framework to synthesize a patrolling strategy by means 
of multiple interactions with the environment. A similar 
idea was originally proposed in [93] and has been recently 
reconsidered by [94, 95] in the context of deep reinforce-
ment learning. Further development of these methods can 

provide strategies that can learn to deal with arbitrary 
attackers, eliminating the need of formalizing attacking 
behaviors in detail. Moreover, modeling deceptive behav-
iors inside this approach represents an intriguing direction 
of investigation [96].

Conclusions

Robotic patrolling is a problem investigated in different 
research communities with the common goal of realizing 
autonomous on-the-field surveillance systems based on 
mobile robots. Researchers have spent a considerable effort 
during the past decades in defining effective methods for 
computing patrolling strategies, a key component by which 
robots can allocate their surveillance activities in space and 
time to achieve protection of a physical environment. This 
paper provides a review of some of the significant advance-
ments that characterized recent research, with a particular 
attention to works exhibiting theoretical or practical rel-
evance within the field of mobile robotics and multi-agent 
systems. The analysis of such works shows how this field is 
still very active and heterogeneous, with a common trend 
of targeting more realistic and complex formulations in full 
accordance with the objectives and scenarios envisaged by 
the early seminal works proposed in the literature.
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