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Abstract
Automated wildlife reidentification has attracted increasing attention in recent years as it provides a non-invasive tool to 
identify and to track individual wild animals over time. In this paper, the first steps are taken towards the automatic photo-
identification of the Ladoga ringed seals (Pusa hispida ladogensis). A method is proposed that takes a sequence of images, 
each containing multiple individuals as the input, and produces cropped images of seals grouped based on one certain indi-
vidual per group. The method starts by detecting each seal from the images and proceeds to matching the individual seals 
between the images. It is shown that high grouping accuracy can be obtained with a general-purpose image retrieval method 
on an image sequence taken from the same location within a relatively short period of time. Each resulting group contains 
multiple images of one individual with slightly different variations, for example, in pose and illumination. Utilizing these 
images simultaneously provides more information for the individual re-identification compared to the traditional approach, 
i.e., which utilizes just one image at a time. It is further demonstrated that a convolutional neural network based method can 
be used to extract the unique pelage patterns of the seals despite the low contrast. Finally, a method is proposed and experi-
ments with the novel Ladoga ringed seals data are carried out to provide a proof-of-concept for the individual re-identification.

Keywords  Animal re-identification · Convolutional neural networks · Instance segmentation · Ladoga ringed seal · Photo-
identification

Introduction

Ladoga ringed seals (Pusa hispida ladogensis) are a vul-
nerable subspecies of the ringed seals only found in Lake 
Ladoga, Russian Federation (Fig. A1). According to recent 
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studies, around 5500–8000 seals inhabit the lake (Trukh-
anova et  al. 2013; Trukhanova 2013). The landlocked 
population faces various threats associated with fishing by-
catch, the industrialization of the area, and climate change 
motivating the monitoring of the population. Despite their 
close phylogenetic proximity, the Ladoga ringed seals are 
considerably less studied than its sister population, called 
the Saimaa ringed seals (Pusa hispida saimensis) found in 
Lake Saimaa, Finland (Kunnasranta et al. 2021). However, 
recently, the first efforts to employ wildlife photo-identifica-
tion techniques to study the Ladoga ringed seals have been 
initiated.

Automated wildlife photo-identification has gained prom-
inent attention as a potential tool to monitor animal popula-
tions in a non-invasive manner. The basic idea is to utilize 
computer vision techniques to automatically analyze large 
volumes of image data, to identify the individual animals in 
the images, and in this way, produce useful information on 
population processes and attributes such as survival, dis-
persal, site fidelity, reproduction, health, as well as size and 
density. Individual identification can be based on distinc-
tive permanent characteristics visible in images, such as fur, 
feather, or skin patterns, scars, or shape. The Ladoga ringed 
seals have a pelage pattern that is unique to each seal, ena-
bling the identification of the individuals over their whole 
lifetime.

This study is based on the earlier works on the automatic 
photo-identification of the Saimaa ringed seals (Pusa his-
pida saimensis) (Zhelezniakov et al. 2015; Chehrsimin et al. 
2018; Nepovinnykh et al. 2018, 2020; Chelak et al. 2021). 
Despite being the sister populations, there are two major 
differences that make the photo-identification of the Ladoga 
ringed seals more challenging: (1) the pelage pattern of the 
Ladoga ringed seals has low contrast which makes it hard to 
extract the necessary features for identification, and (2) the 
Ladoga ringed seals are more social, and therefore, images 
often contain large number of individuals. Images of the 
Saimaa ringed seals typically contain only one animal so the 
detection (segmentation) step can be formulated as a binary 
classification task for pixels (the seal and the background) 
(Zhelezniakov et al. 2015; Nepovinnykh et al. 2020). The 

Ladoga ringed seals, on the other hand, require a method 
that is able to detect and delineate each instance of a seal in 
the image separately (see Fig. 1).

In this paper, the above challenges are tackled by propos-
ing a method to process and analyze sequences of Ladoga 
ringed seal images. First, the seal instance segmenta-
tion method, Mask R-CNN, of He et al. (2017) is utilized 
to detect and segment each seal in an image. After each 
instance has been cropped, it is matched sequentially with 
instances contained in other images. As a result, a set of 
image groups is obtained, each corresponding to one indi-
vidual and containing multiple images with varying pose, 
illumination, and quality (see Fig. 2). These groups can then 
be used for the re-identification of the seal individual and, 
matching the individual with images in a database of the 
known individuals. Utilizing multiple images of the indi-
vidual has the potential to improve the accuracy of the re-
identification as compared to traditional methods that utilize 
only one image at a time. The re-identification algorithm can 
aggregate more information about the pattern. For exam-
ple, if the seal turns around new parts of the pattern might 
become visible, thus improving the chances of finding a 
match to images in the database. In this way, it is possible to 
extend expand the database with previously unseen parts of 
the seal’s coat pattern.

The image sequences considered in this study consist 
of sequential images obtained using game cameras (Scout 
Guard, UVision, and Atl Acorn models) or sets of images 
from the same group of seals captured using DSLR or other 
handheld cameras (the model Pentax K5 Vivitar 400mm 
f5.6) (Gromov et al. 2021). This means that the images in 
one sequence are obtained from the same location within a 
short period of time leading to relatively small variations in 
the appearance of the seals on the consecutive images. This 
makes it possible to use a general-purpose image retrieval 
method for individual matching (grouping). A convolutional 
neural network (CNN) based method with the Generalized-
Mean (GeM) pooling layer (Radenović et al. 2016, 2019) 
is proposed for the task. Moreover, a CNN based method 
for pelage pattern extraction using the well-known U-Net 
encoder–decoder architecture (Ronneberger et al. 2015) is 

Fig. 1   Instance segmentation: 
a Original image; b Segmented 
image
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employed. Finally, the re-identification part is solved using 
CNN-extracted pattern features, that are aggregated into 
Fisher vectors (Perronnin and Dance 2007; Perronnin et al. 
2010a, b) that generate an image descriptor. As a result, 
a full framework for automated photo-identification of the 
Ladoga ringed seals is obtained.

Related work

Animal detection and instance segmentation

The first step of a typical automatic re-identification pipe-
line begins with animal detection. Detection might be done 
in several different ways. A general classification might be 
used to determine whether an object is present in an image. 
Localization might be used to return the spatial location of 
an object, for example, with a bounding box. Semantic seg-
mentation is used to classify each pixel in the image individ-
ually. Instance segmentation similarly classifies each pixel. 
However, it is also able to separate individual instances of 
each class, which is especially important for the re-identi-
fication task.

Currently, methods based on Convolutional Neural Net-
work (CNN) have become the standard for the detection 
tasks (Liu et al. 2020). The methods can be roughly divided 
into one-stage and two-stage frameworks.

Two-stage frameworks, such as R-CNN (Girshick et al. 
2014), Fast R-CNN (Girshick 2015), Mask R-CNN (He et al. 
2017) first generate region proposals, and then apply a clas-
sifier to those regions. In the case of Mask R-CNN (He et al. 
2017), a fully connected network is used for the instance 
segmentation. An extension of this idea to a larger number 
of stages (cascades) should produce state-of-the-art results 
in instance segmentation (Chen et al. 2019).

One-stage frameworks, such as YOLO (Redmon et al. 
2016), SSD (Liu et al. 2016) and CornerNet (Law and Deng 
2020) use a single end-to-end network to perform object 
detection. Even though two-stage frameworks have higher 
accuracy (Liu et al. 2020), one-stage frameworks are simpler 
and easier to train than two-stage frameworks, making them 
more suitable for mobile devices and real-time applications.

While the general-purpose detection methods described 
above might be used for animal detection as well, some-
times a more specialized approach might be necessary. Many 
early animal detection methods were based on face and head 
detection (Burghardt and Calić 2006; Zhang et al. 2011). 
Such methods are typically highly sensitive to the pose of 
the depicted animal which limits their applicability. Today, 
CNNs are widely applied to animal detection (Parham et al. 
2018; Verma and Gupta 2018; Kellenberger et al. 2019). 
Zhelezniakov et al. (2015) justified the use of segmenta-
tion for animal re-identification for the case when the data 
are obtained using static game cameras since capturing a 
common background in each image might bias the machine 
learning training process of the re-identification algorithms. 
For images containing a single animal, semantic segmenta-
tion is enough. Nepovinnykh et al. (2020) proposed such 
method for the Saimaa ringed seal re-identification where a 
CNN-based DeepLab model (Chen et al. 2018) was utilized 
for the seal segmentation.

Automatic wildlife re‑identification

The main task of wildlife re-identification when the query 
image contains only one animal, is to find the corresponding 
individual from a gallery set of the known individuals. In 
practice, this can be accomplished by determining whether 
the animals in two images (the query image and the gallery 
image) are the same individual. This can be done based on 

Fig. 2   Ladoga ringed seal individual grouping
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characteristics unique to each individual such as fur patterns 
or tail shapes.

The WildBook (Berger-Wolf et al. 2017) project aims to 
help with conservation efforts using crowd-sources data and 
computer vision models. The Hotspotter (Crall et al. 2013) 
algorithm is included in the IBEIS (Image-Based Ecologi-
cal Information System) (Berger-Wolf et al. 2015) which 
is a part of the WildBook project. Hotspotter is a species-
agnostic re-identification algorithm for patterned species. 
It has been successfully applied to the re-identification of 
zebras (Equus quagga) and giraffes (Giraffa tippelskirchi) 
(Parham et  al. 2017), whale sharks (Rhincodon typus) 
(Holmberg et al. 2009), hawksbill turtles (Eretmochelys 
imbricata) (Dunbar et al. 2021), leopards (Prionailurus ben-
galensis euptilurus) (Park et al. 2019), and burying beetles 
(Nicrophorus) (Quinby et al. 2021). The algorithm is based 
on the affine invariant keypoints (hot-spots) with RootSIFT 
(Lowe 2004; Arandjelović and Zisserman 2012) descriptors 
which are used to match (re-identify) a query image to the 
database images.

Recent advances in deep learning have popularized the 
use of CNNs also for animal re-identification (Bouma et al. 
2018; Deb et al. 2018; Schneider et al. 2019; Moskvyak et al. 
2020). Li et al. (2020) sought new solutions for the photo-
identification of the Siberian tiger (Panthera tigris tigris) 
focusing on Amur Tiger Re-identification in the Wild Chal-
lenge. Various CNN architectures were proposed for solving 
the re-identification task on the dataset following the lead of 
others (Liu et al. 2019a, b; Cheng et al. 2020).

Image retrieval

Content-based image retrieval (CBIR) is a computer vision 
problem with the goal of understanding how to search and 
retrieve query images from a database based only on the 
visual content of the image (Smeulders et al. 2000). This 
task is similar to the animal re-identification task where the 
matching image is searched for from the database of the 
known individuals. The traditional image retrieval methods, 
such as Bag of Words (BOW) (Sivic and Zisserman 2003), 
Vector of Locally Aggregated Descriptors (VLAD) (Jégou 
et al. 2010) and Fisher vector (Perronnin and Dance 2007; 
Perronnin et al. 2010a, b), consist of three steps: extrac-
tion of the features, creation of the codebook, and image 
encoding.

The first step, feature extraction, can be done using tradi-
tional hand-crafted features such as Scale Invariant Feature 
Transform (SIFT) (Lowe 2004; Arandjelović and Zisserman 
2012), even though CNN are also suitable (Mishchuk et al. 
2018). The codebook is then created using the descriptors 
from the database, usually by applying a clustering algo-
rithm with the number of clusters corresponding to a number 
of visual words. Based on the codebook, image features can 

be transformed to fixed-length vectors by encoding the rela-
tionship of the feature to the clusters. The vectors are then 
used to measure similarity between the images. The main 
difference among image retrieval methods is how they create 
a codebook and how they convert them to fixed-sized vectors 
for image representation. Finally, the similarity between the 
images is measured using distances between fixed-length 
vector representations for both the image in question and 
images in the database which are then ranked.

Due to the success of CNNs in different computer vision 
tasks, many CNN-based algorithms have been developed 
and applied to image retrieval tasks. The usual approach is to 
use a CNN to extract features, then apply specialized layers 
to construct a final encoding vector. For example, NetVLAD 
(Arandjelović et al. 2016) is a CNN inspired by the classical 
VLAD (Jégou et al. 2010) algorithm which uses a gener-
alized VLAD layer to aggregate CNN-extracted features. 
The layer encodes cluster residuals in the same manner as 
the original VLAD, with the main modification being the 
change from hard to soft assignment to make it differenti-
able. This is necessary for the network to be trainable with 
gradient descent. Tolias et al. (2016) performed max-pooling 
over overlapping image regions to generate the final descrip-
tor. The use of regions allows encoding spatial information, 
which is lost when pooling all features globally. Radenović 
et al. (2019) proposed to generalize global mean pooling to 
increase the influence of relevant features as follows:

where Xk is the kth channel of the input and f (g) is the result-
ing pooled vector. The parameter p is responsible for how 
the features are selected. It can be treated as a network 
parameter and can be included in the learning process. Thus, 
by increasing the parameter p, it is possible to increase the 
impact of strong (relevant) features on the result.

The proposed method

The main problem in the re-identification of the Ladoga 
ringed seals is the fact that the most reliable way to identify 
a Ladoga seal is by analyzing its pelage pattern (Gromov 
et al. 2021) which often has low contrast. Due to poor image 
quality, seal pose, various obstructions, or lack of illumina-
tion, the pattern might be impossible to reliably segment or 
even miss from the image. Example images with and without 
recognizable patterns are presented in Fig. 3. However, by 
utilizing the information about the time and the place of 
taken pictures, it is possible to group individual seals within 
the series of images taken from one site within a relatively 
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narrow time window. This is possible to do because seals 
are generally not a very mobile and rarely move far from 
the place initially sighted. This suggests that the background 
and the general visual similarity serve as good indicators of 
whether two seals are the same individual. This is why we 
propose a separate individual grouping step that could be 
used before the final re-identification.

The proposed framework for the Ladoga ringed seal re-
identification is visualized in Fig. 4. Given a set of images 
obtained from the same group of individuals (usually images 
obtained on the same site within a given time window, usu-
ally a day), the seals in each image are first detected and 
cropped using an instance segmentation algorithm. The 
cropped images are then matched with others to obtain 
grouped sets of images each containing one uniquely iden-
tified individual. The fur pattern is then extracted from the 
cropped images. Segmentation masks obtained earlier are 
utilized to remove the background that could negatively 
affect the accuracy of pattern extraction. Images, where the 
pattern could not be extracted, are removed from further pro-
cessing. Finally, all satisfactory pattern images in the group 
are used to identify the individual. This paper focuses mainly 
on the detection (instance segmentation) and grouping steps. 
However, pattern extraction and the final re-identification 
steps are also considered and discussed.

Seal instance segmentation

For the seal instance segmentation, Mask R-CNN (He et al. 
2017) is used. Each seal image is cropped based on the 
bounding box coordinates and the segmentation masks are 
saved for later use.

For the backbone of the Mask R-CNN, two variations 
of the ResNet (He et al. 2016) architecture are used with 
50 and 101 layers, respectively. Furthermore, three different 
modifications of the ResNet backbone are considered. Since 
the original ResNet was intended to be used mainly for clas-
sification, those modifications are necessary for applying 
the network to the segmentation task. The main difference 
is how they deal with different scales of objects, which is 
an essential part of the problem since the scale of seals on 
photos varies greatly. Three backbone variants are employed, 
of which the first two are taken from the original publication 
(He et al. 2017). In the first one, ResNet is combined with 

Feature Pyramid Network (FPN) (Lin et al. 2017) that uses 
lateral connections, thus generating a feature pyramid from 
a single-scale input within the network. In the second one, 
the original Faster R-CNN with ResNet features from the 
final layer of the fourth stage (C4) is used. In the third one, 
the features are extracted from the fifth stage with the dilated 
convolution (DC5) (Li et al. 2017).

Individual grouping

Individual grouping is performed for a sequence of images 
from the same location within a short period of time. There-
fore, images can be expected to contain mostly the same 
group of individuals. Moreover, it can be assumed that con-
secutive images will contain relatively small variations in the 
seal pose and illumination. Thus, the same seal individual 
should exhibit a similar appearance in the different images 
of the sequence. This makes it possible to utilize general-pur-
pose image retrieval approaches to find matching seal indi-
viduals among the images using visual similarity. However, 
when images are collected by photographers using handheld 
cameras, variation in time gaps, view angle and zoom can be 
large, rendering the tracking methods described above for 
camera traps less suitable for this particular task. For exam-
ple, a photographer might randomly decide to zoom in on a 
particular seal or subgroup of seals, leaving other seals out of 
frame, then switching his focus to another group, and so on.

The cropped seal images (instances) obtained from the 
instance segmentation step each contain a single individ-
ual. The instances are cropped using their bounding boxes, 
meaning that at least a small piece of background informa-
tion is present, which is important for extreme cases when 
the viewpoint or seal pose changes. Those instances are used 
as input for the individual grouping. First, the ResNet-101 
network with GeM pooling (Radenović et al. 2016, 2019) 
is applied to calculate descriptor vectors for each instance. 
The network was pretrained on the general image dataset 
(Radenović et al. 2016) for the retrieval tasks. The goal was 
to utilize general features that are inherent to the natural 
images to group the individuals by a general visual likeness. 
Next, the similarities between the instances cropped from 
different images are measured using the distance between 
the descriptors. The individual grouping is based on the 
similarities and is performed using the following algorithm: 

Fig. 3   Example images of the 
same individual. Both images 
were taken from the same site 
within a relatively small time 
window. Notice how only the 
second image contains an iden-
tifiable pattern
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Fig. 4   Schematic of the Ladoga 
ringed seal re-identification 
pipeline. Images without a 
recognizable pattern are crossed 
out
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1.	 Find an image with the highest number of seal instances 
(N). Initialize N groups using those cropped seals.

2.	 Choose the next image in chronological order. For each 
seal instance from that image, calculate distances to all 
previously grouped seals and aggregate them to get the 
mean distance to each group, resulting in a set of indi-
vidual-group distances.

3.	 For an individual-group pair with the minimum distance 
out of all remaining pairs, assign that individual to that 
group and remove that individual and group from further 
consideration.

4.	 Repeat Step 3 until there are no more unassigned indi-
viduals.

5.	 Repeat Steps 2–4 until all seal individuals are grouped.

As a result, a set of groups each containing cropped images 
of one individual is obtained.

Pattern extraction

The characteristic allowing the re-identification of the 
Ladoga ringed seal individuals is the pelage pattern which 
consists of gray rings. Therefore, for an automatic method to 
succeed in the re-identification task, the method must be able 
to extract this pattern from an image. This is not an easy task 
due to the low contrast between the patterns. In this work, 
the CNN-based pelage pattern extraction method originally 
developed for the Saimaa ringed seals (Zavialkin 2020) is 
used. The same network that was pretrained on the Saimaa 
ringed seals patterns is used since the patterns of the two sis-
ter species are extremely similar in appearance. To increase 
the accuracy of the pattern extraction, the background is 
first removed using the segmentation mask obtained in the 
instance segmentation step. The pattern extraction method 
utilizes the well-known UNet encoder–decoder architecture 
(Ronneberger et al. 2015) that is used to transform the input 
image to a binary mask that corresponds to the ring pat-
tern. Morphological opening and closing are used to remove 
small unconnected components and close gaps in the pattern 
respectively. The method is visualized in Fig. 5.

The varying quality of the image data, the low resolution 
of the cropped seal images, and low contrast limit the suc-
cess rate of the pattern extraction. However, given multiple 
images of the individual in the considered group, the pattern 
can be often successfully extracted, at least, for some of 
them allowing the re-identification.

Re‑identification

For the final re-identification step, a modified version of the 
algorithm developed for the Saimaa ringed seals (Nepovin-
nykh et al. 2020; Chelak et al. 2021) is used. The re-identi-
fication method consists of the following steps: (1) cutting 

the pattern into small patches, (2) computing patch descrip-
tors using CNN, and (3) re-identification based on Fisher 
vectors created by aggregating patch descriptors from an 
image and by comparing the query Fisher vector descriptor 
with the ones from the database. The patches are filtered out 
depending on the proportion of non-black pixels, i.e. patches 
with less than 10% (taken from Nepovinnykh et al. 2020) of 

Fig. 5   Pattern extraction pipeline
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white pixels are considered unusable due to not containing 
enough pattern to be recognizable. Images with all patches 
filtered out are considered unrecognizable and filtered out.

Instead of using the standard triplet loss (Hoffer and Ailon 
2015) that was used in Nepovinnykh et al. (2020) for embed-
ding patches, the SphereFace loss (Liu et al. 2017) is used for 
the patch embedding step of the Ladoga ringed seals. Both 
losses can be used to solve the metric learning problem. How-
ever, one of the advantages of the SphereFace loss is that it 
omits the triplet mining step. This step is required for the tri-
plet loss, meaning that during the training, triplets of samples 
should be chosen according to a predefined strategy, often 
only using the hardest samples. Choosing a proper strategy 
and then choosing appropriate samples during the training is 
usually quite challenging. SphereFace bypasses this step by 
formulating metric learning as a closed set classification for the 
duration of training. Moreover, SphereFace implies an addi-
tional constraint for the feature vectors. That is, all the vectors 
should lie on the hypersphere of some predefined size. Thus, 
the loss is able to achieve better separability of individuals 
using angle distances between the feature vectors without the 
need for complicated triplet mining.

Due to the lack of an annotated dataset for the Ladoga 
ringed seal pattern images, the network is trained on artificial 
pattern patches generated by the Adversarial generator-encoder 
(AGE) network (Ulyanov et al. 2018). The AGE network is a 
generative adversarial network (GAN) trained on the dataset of 
the Saimaa ringed seal fur patterns from (Nepovinnykh et al. 
2020). The training dataset for GAN contained a total of 1320 
pattern images in the train dataset and 660 images in the vali-
dation dataset. Training hyperparameters were taken from the 
original paper (Ulyanov et al. 2018) without any modification. 
The fur patterns of the Saimaa and Ladoga ringed seals are 
similar enough for the network to learn representative features 
of the patterns of both species. The AGE network is a genera-
tive autoencoder. A decoder part was used on noise to create 
a dataset of 100 classes with a total of 10000 artificial patches 
that were used to train the SphereFace network.

The SphereFace network utilizes ResNet-18 (He et al. 
2016) as a backbone which is modified by implementing 
the second order attention (Ng et al. 2020) after the 3rd and 
4th ResNet blocks. In addition, all the original ResNet pool-
ing layers are replaced with SoftPool (Stergiou et al. 2021). 
Finally, GeM (generalized mean pooling) (Radenović et al. 
2019) is utilized as a global pooling of a feature map produced 
by the final convolutional layer. The global pooling is then fol-
lowed by a fully-connected layer with the output size of 512 
and an L2 normalization layer. Such architecture of final layers 
is chosen after the original GeM paper (Radenović et al. 2019) 
to provide features with rotation and translation invariance.

Principal Component Analysis (PCA) is applied to all 
patch embeddings (descriptors produced by the SphereFace 
network) to reduce the dimensionality and decorrelate the 

patch descriptors. Multiple images of the same individual 
in a group and multiple patches per image results in a large 
amount descriptors for each seal. These need to be combined 
to perform the re-identification that computes similarity 
between query seal and a known individual.

Fisher Vector (Perronnin and Dance 2007; Arandjelović 
and Zisserman 2012) is used to create a descriptor for the full 
seal by aggregating descriptors of patches from the image 
or the image group. Using all the images in the group adds 
extra information for the matching process, especially when 
different parts of the pattern are visible on different images 
from the same group. The codebook for Fisher vectors is 
created by applying the Gaussian Mixture Model (GMM) 
method to the database patches. Fisher vectors themselves 
are constructed from feature gradients with respect to the 
GMM parameters. Finally, cosine distances between Fisher 
vectors are used to rank database images based on their simi-
larity to the query. The method is visualized in Fig. 6.

Fig. 6   Re-identification pipeline schematic
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Experiments

Data

The image data were collected using two methods: (1) game 
cameras capturing images within a fixed time interval, and 
(2) DSLR or other handheld cameras, with multiple con-
secutive images of the same group (Gromov et al. 2021). 
Example images are presented in Fig. 7.

The images were collected during July of 2019 and June 
of 2020. The exact dates and the distribution of images are 
presented in Fig. 8. There is a maximum of 11 seals present 
in the same image. Images with smaller numbers of seals are 
more frequent. The exact distribution of images in relation to 

the number of seals per image is shown in Fig. 9. All images 
were collected in sets to ensure that an image set contains 
images collected during one session. Image sets with few 
images are most frequent. Some image sets contain upwards 
of 69 images. The exact distribution of the number of images 
in relation to a number of image sets is presented in Fig. 10.

Three datasets were prepared to evaluate the different 
steps of the proposed framework. For the instance segmen-
tation step, 150 images were selected varying in the type, 
quality, number of seals, and weather conditions to provide 
a representative set for both model training and testing. 
The number of individuals in images varied from 1 to 19. 
The contour of each seal was manually annotated for all 
images as shown in Fig. 11. The dataset was divided into 

Fig. 7   Examples of dataset 
images

Fig. 8   Distribution of images in relation to dates Fig. 9   Distribution of images in relation to a number of seals per 
image
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a training set containing 100 images and a test set contain-
ing 50 images. The training procedure and the dataset are 
described in detail in (Lushpanov 2020).

For evaluating the individual grouping step, image 
sequences obtained using handheld cameras were used. 
Each sequence was obtained during a short period of time 
lasting only a couple of hours, and contains images from 
the same group of the seals with variations on the individu-
als that are visible in the images. The dataset contains 60 
image sequences with 3 to 42 images per sequence. The 
total amount of images is 689. The number of seals in an 
image varies from 1 to 14. To evaluate the re-identification 
steps, multiple image sequences had to contain the same 
seal individuals. In total, 21 seal individuals have images 
in multiple sequences. It should be noted that a large-scale 
Ladoga ringed seal photo-identification database with expert 
annotated seal IDs does not exist yet.

For the re-identification step, a small dataset of the known 
individuals is created from the previously described images. 

This dataset contains 50 individuals, with 81 images of seg-
mented seals in the database and a total of 299 images in 
the query. The query contains 37 groups that are used for 
experiments with re-identification with grouping.

Results

Instance segmentation

Six models with different backbone architectures were com-
pared to find the best one for the Ladoga ringed seal detec-
tion and segmentation. The training dataset contains 100 
annotated seal images. All pre-trained models were then 
fine-tuned on the seal training dataset. The learning rate 
was fixed as 0.00025 and the detection threshold of 0.8 was 
used. The models were evaluated using the mean Average 
Precision (mAP) and the F1 score. Both F1-score and mAP 
use Precision and Recall metrics. Precision and Recall are 
calculated as follows:

where TP is the number of true positives, FP is the number 
of false positives, TN is the number of true negatives, and 
FN is the number of false negatives. Then, F1-score is the 
harmonic mean of Precision and Recall as follows:

and mAP is computed by varying the threshold for the IoU 
detection and calculated as the area under the curve of func-
tion y(x) = precision(recall).

The results are presented in Table 1. Figure 12 shows 
example results with each model. The ResNet architecture 
with 101 layers combined with FPN was found to provide 
the best accuracy and was selected.

Individual grouping

For the initial grouping, the image descriptors were com-
puted using the pre-trained ResNet101 models from 
(Radenović et al. 2016, 2019). Three models were compared. 
All models use whitening, which is a method for the decor-
relation of data and centering of data such that it has a unit 
variance. The models differ by the final feature extraction 
method, whitening, and the dataset used for training. The 
first two models use generalized mean pooling and differ 
only in whitening and were pretrained on a large retrieval 
dataset RetrievalSfM120k (Radenović et al. 2016).

(2)Precision =
TP

TP + FP
,

(3)Recall =

TP

TP+FN
,

(4)F1 = 2 ⋅
precision ⋅ recall

precision + recall

Fig. 10   Distribution of images in relation to image sets

Fig. 11   An example of manual seal annotation
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The first model uses the fully-connected layer for the 
whitening. Linear discriminant projections proposed by 
(Mikolajczyk and Matas 2007) is used for whitening in 
the second model. The third model uses maximum activa-
tion pooling (MAC) instead of GeM and was pretrained 
on a standard ImageNet (Krizhevsky et al. 2017) dataset. 
The Rand index (Rand 1971) was used as an evaluation 
metric. If all possible pairs of elements are considered 
and the grouping task is formulated as an attempt to clas-
sify them as “same class” or “different class”, the Rand 
index corresponds to the accuracy of such classification. 
Table 2 shows that the best results were obtained with 
GeM for pooling and the fully connected layer for the 
whitening.

Pattern extraction

Examples of the pattern extraction results are shown in 
Fig. 13. Due to the lack of ground truth annotations, it was 
not possible to compute exact pattern extraction accuracy. 
However, based on visual analysis the proposed method was 
able to extract the satisfactory pattern from 42% of images. 
The pattern extraction step was further used to filter out 
cropped images where the pattern was not visible. The fil-
tering step can be thought of as a classification problem with 
two classes: “pattern is suitable for re-identification” and 
“pattern is not suitable for re-identification or absent”. The 
ground truth was created by visual assessment. The classifi-
cation accuracy of 85.6% was achieved for the filtering step. 
Out of the image groups where there is a pattern visible to 
the human eye, the proposed method was able to success-
fully extract the pattern from at least one image for 93.3% 
of the groups.

Re‑identification

To train the SphereFace network used for identification, 
the AMSGrad (Reddi et al. 2019) version of the AdamW 
(Loshchilov and Hutter 2019) optimizer was used. The batch 
size was set to 32, the initial learning rate was 10−5 , and the 
weight decay was 10−3 . The network was trained for 5 epochs 
with the learning rate being cut to 1.5 × 10−6 after 3 epochs.

First, an experiment to determine the optimal dimension-
ality for PCA and the number of clusters for the codebook 
creation was conducted. The values that produced the best 
accuracy were chosen and used in all subsequent experi-
ments. The resulting values are 512 clusters and 128 dimen-
sions after PCA.

Re-identification experiments were done with and with-
out the grouping step. An example of found matches for the 
re-identification without grouping is presented in Fig. 14. 
A comparison of the results for the method applied to the 
pattern images versus the original images was performed as 
well. The results are presented in Table 3. For each query, 
possible matches from the database are ordered by their 
similarity to the query in descending order. Top-n refers to 
the percent of images for which a correct match is found 
in the n closest matches from the database. For example, a 
Top-5 score of 50% would mean that for half of the queries 
at least one correct match has been found in the closest 5 
matches from the database. It should be noted, however, that 
for the no grouping version with pattern extraction, images 
where the pattern is not visible or recognizable are counted 
as wrong matches since they cannot be matched with that 
method. The results indicate that both the pattern extraction 
and the grouping steps significantly improve the re-identi-
fication accuracy.

Table 1   Accuracy of 
architectures based on mAPs 
and F

1
 scores with the testing 

threshold equal to 0.8

Best results are indicated in bold

Architecture mAP F
1
 score

Segmentation Bounding box Segmentation Bounding box

ResNet-50-FPN 66.9% 61.5% 0.259 0.233
ResNet-50-C4 68.5% 59.9% 0.270 0.239
ResNet-50-DC5 68.0% 64.0% 0.273 0.261
ResNet-101-FPN 71.1% 66.4% 0.290 0.276
ResNet-101-C4 66.8% 52.5% 0.263 0.212
ResNet-101-DC5 69.9% 62.9% 0.280 0.261

Table 2   Rand index of 
individual grouping

The best model is indicated in bold

Architecture Training data on Accuracy

ResNet-101+GeM+FC RetrievalSfM120k (Radenović et al. 2016) 95.4%
ResNet-101+GeM+WHITENING RetrievalSfM120k (Radenović et al. 2016) 94.5%
ResNet-101+MAC ImageNet (Krizhevsky et al. 2017) 92.0%
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Fig. 12   Examples of instance segmentation results: a ResNet-50-FPN; b ResNet-50-C4; c ResNet-50-DC5; d ResNet-101-FPN; e ResNet-
101-C4; f ResNet-101-DC5

Fig. 13   Pattern extraction example results: original images (top row); extracted patterns (bottom row)
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Conclusions

A pipeline for the processing of image data and re-identi-
fication of the Ladoga ringed seals has been successfully 
developed and deployed. It consists of four steps: seal 
instance segmentation, individual grouping, pattern extrac-
tion, and re-identification. Mask R-CNN was selected for 
the instance segmentation and demonstrated good accuracy 
on the Ladoga ringed seal images. Various backbone archi-
tectures for Mask R-CNN were compared and a combina-
tion of ResNet-101 with Feature Pyramid Network pro-
duced the best segmentation accuracy. An image retrieval 
method is used to group the detected seals based on the 
visual similarity from the image sequences obtained from 
the same location within a short time period, resulting in 
groups each containing cropped images of one individual. 
These image groups then could be used to re-identify the 

individual by searching for the match from a database of 
the known individuals. Having multiple images of the same 
individual as a query greatly increased the re-identification 
accuracy compared to the traditional methods that utilize 
only one image at a time. For pattern extraction, the CNN-
based method utilizing the UNet encoder–decoder archi-
tecture was able to extract the patterns from the Ladoga 
ringed seal images despite being trained on the Saimaa 
ringed seal data. Finally, a modification of a pattern match-
ing originally developed for the Saimaa ringed seals using 
Fisher vectors computed from the SphereFace embeddings 
of the pattern image patches was used for re-identification. 
This step utilizes previously computed grouping informa-
tion for the creation of descriptors for each group rather 
than an individual image. This approach greatly improved 
the re-identification accuracy as compared to a standard 
image-to-image matching-based re-identification.

Table 3   Re-identification 
accuracy for different variants 
of the algorithm

Best results are indicated in bold

Grouping Pattern extrac-
tion

Top-1 Top-2 Top-3 Top-4 Top-5

No No 53.18% 60.87% 64.88% 67.89% 68.23%
Yes 60.74% 66.11% 70.47% 75.17% 77.18%

Yes No 83.95% 89.97% 91.97% 93.98% 94.65%
Yes 93.62% 94.30% 94.30% 96.64% 96.64%

Fig. 14   Example of correct 
re-identification results: The 
query images (in the left), the 
corresponding closest matches 
from the database (in the right)
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