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Abstract
In this paper a convergence analysis of a Galerkin boundary element method for resonance
problems arising from the time harmonic Maxwell’s equations is presented. The cavity res-
onance problem with perfect conducting boundary conditions and the scattering resonance
problem for impenetrable and penetrable scatterers are treated. The considered boundary
integral formulations of the resonance problems are eigenvalue problems for holomorphic
Fredholm operator-valued functions, where the occurring operators satisfy a so-called gen-
eralized Gårding’s inequality. The convergence of a conforming Galerkin approximation
of this kind of eigenvalue problems is in general only guaranteed if the approximation
spaces fulfill special requirements. We use recent abstract results for the convergence of
the Galerkin approximation of this kind of eigenvalue problems in order to show that two
classical boundary element spaces for Maxwell’s equations, the Raviart–Thomas and the
Brezzi–Douglas–Marini boundary element spaces, satisfy these requirements. Numerical
examples are presented, which confirm the theoretical results.

Keywords Electromagnetic resonance problem · Boundary element method · Scattering
resonances

Mathematics Subject Classification 65N25 · 65N38 · 65N12 · 78M15

1 Introduction

The numerical solution of electromagnetic resonance problems is an important task in dif-
ferent fields of engineering and technology. In this paper we consider for a given bounded,
simply connected Lipschitz domain Ω i ⊂ R

3 the cavity resonance problem and the scatter-
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ing resonance problem for an impenetrable and a penetrable scatterer arising from the time
harmonic Maxwell’s equations with a time variation of the form e−iωt . It is assumed that the
exterior domain Ωe := R

3 \ Ω i is connected.
The cavity resonance problem, usually referred to as interior resonance problem, is given

as follows: Find κ ∈ C and Ei ∈ H(curl;Ω i), Ei �= 0, such that

curl curl Ei − κ2Ei = 0 in Ω i,

div(εEi) = 0 in Ω i,

Ei × n = 0 on Γ := ∂Ω i,

(1)

where κ = ω
√

εμ is thewavenumber,ω is the angular frequency, ε is the electric permittivity,
μ is the magnetic permeability, and n is the unit normal vector field on the boundary Γ

pointing into the exterior domain Ωe. For the cavity resonance problem and the resonance
problem for the impenetrable scatterer we assume throughout this paper that ε > 0 and
μ > 0 are constant. This assumption implies that the resonances of the interior resonance
problem (1) are real [27, Thm. 4.18] and non-zero.

The scattering resonance problem for the impenetrable scatterer, which is usually referred
to as exterior resonance problem, is formulated in Ωe and is given as follows: Find κ ∈ C

and Ee ∈ Hloc(curl;Ωe), Ee �= 0, such that:

curl curl Ee − κ2Ee = 0 in Ωe, (2a)

div(εEe) = 0 in Ωe, (2b)

Ee × n = 0 on Γ , (2c)

Ee is “outgoing”. (2d)

As radiation condition in (2d) we impose that each Cartesian component of Ee has outside
of any ball Br0 := {x : ‖x‖ < r0} which contains Ω i an expansion in terms of the spherical
Hankel functions of the first kind h(1)

n of the form

(Ee(x))[ j] =
∞∑

n=0

n∑

m=−n

a( j)
n,mh(1)

n (κr)Y m
n

(
x

‖x‖
)

(3)

for r = ‖x‖ > r0 and j ∈ {1, 2, 3}, whereY m
n are the spherical harmonics. Ifκ is such that 0 ≤

arg κ < π , then the radiation condition (3) for a solution E ∈ Hloc(curl;Ωe) of Maxwell’s
equations in Ωe is equivalent to that the Cartesian components of E satisfy the Sommerfeld
radiation condition [11, Thm. 2.15]. The latter condition is again for 0 ≤ arg κ < π equivalent
to that E satisfies the Silver–Müller radiation condition [11, Thm. 6.8]. The Silver–Müller
radiation condition is usually imposed for scattering problems for wavenumbers κ with
0 ≤ arg κ < π . But it is well known that for wavenumbers with negative imaginary part
the Silver–Müller radiation condition does not correctly characterize outgoing waves, see
e. g., [28, Sect. 1]. Since the resonances of the exterior resonance problem (2) have negative
imaginary part, instead of the Silver–Müller radiation condition the radiation condition (3)
is used.

The definition of the scattering resonance problem for the penetrable scatterer will be
given in Sect. 5. For this kind of resonance problem we will allow complex and frequency-
dependent permittivities and permeabilities. Such configurations occur for example in the
field of plasmonics or in the context of metamaterials.

Boundary integral formulations and boundary element methods have been considered for
different kinds of electromagnetic resonance problems. Examples are the interior resonance

123



SN Partial Differential Equations and Applications (2021) 2 :39 Page 3 of 29 39

problem [13,37], the interior transmission eigenvalue problem [12,22] or the resonance prob-
lem for the penetrable scatterer [24,26,35], to mention just a few. A rigorous convergence
analysis of the boundary element approximations of such kind of resonance problems has
not been provided so far.

The presented numerical analysis in this paper is based on the classical theory of the
regular approximation of eigenvalue problems for holomorphic Fredholm operator-valued
functions [17,18]. This theory has already been applied to boundary integral formulations of
acoustic resonance problems [33] and to coupled FEM-BEM formulations of vibro-acoustic
resonance problems [20]. For these cases sufficient conditions for the convergence of con-
forming Galerkin approximations follow from the fact that the occurring operators satisfy a
standard Gårding’s inequality. For electromagnetic resonance problems the occurring bound-
ary integral operators satisfy only a generalizedGårding’s inequality. In such a case additional
properties of the approximation spaces are required in order to guarantee convergence. In
[15,16] sufficient conditions for the convergence of a conforming Galerkin approximation
for such kind of eigenvalue problems are derived in an abstract setting. In this paper we show
that these conditions are satisfied for the Galerkin approximation of the proposed boundary
integral formulations of the considered electromagnetic resonance problems when classical
boundary elements of Raviart–Thomas or Brezzi–Douglas–Marini type are used.

The rest of the paper is organized as follows: in the next section we introduce the bound-
ary integral formulation for the interior and exterior resonance problem and collect the basic
properties of the occurring boundary integral operators. In Sect. 3 we provide abstract con-
vergence results for the Galerkin approximation of eigenvalue problems for holomorphic
Fredholm operator-valued functions, where we assume that the occurring operators satisfy
a generalized Gårding’s inequality. We specify for this case sufficient conditions such that
the classical convergence results are valid. The abstract results of Sect. 3 are then applied in
Sect. 4 to a Galerkin approximation of the boundary integral formulation of the interior and
exterior resonance problem. In Sect. 5 a boundary integral formulation for the scattering reso-
nance problem for a penetrable scatterer is analyzed and sufficient conditions on the material
parameter are given such that convergence of boundary element methods are guaranteed.
Numerical examples are presented in Sect. 6, which confirm the theoretical results.

2 Boundary integral formulation of the interior and exterior resonance
problem

In this sectionwe introduce and analyze the boundary integral formulation for the interior and
exterior resonance problem (1) and (2). Themain references for the definitions and properties
of the occurring boundary integral operators are [8,9]. Note that the notations in the present
paper only partially coincides with the notations in [8,9].

2.1 Trace spaces

In this subsection we summarize the properties of the trace spaces which we need for the
analysis of the boundary integral formulations of the resonance problems. For a detailed
presentation of the trace spaces related to Maxwell’s equations for Lipschitz domains we
refer to [7].

Let Ω be a Lipschitz domain. We denote by Hs(Ω), s ∈ R, and by Ht (∂Ω), t ∈ [−1, 1],
the standard Sobolev spaces of scalar functions on the domain Ω and its boundary ∂Ω , cf.
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[25]. The vector-valued counterparts Hs(Ω) := (Hs(Ω))3 and Ht (∂Ω) := (
Ht (∂Ω)

)3 are
written in bold letters. Throughout the paper we use bold letters for vector-valued functions.
Further, we define

Hs
loc(Ω) := {F : Ω → C

3 | ∀ϕ ∈ C∞
0 (R3) : ϕF ∈ Hs(Ω)}, s ≥ 0,

H(curl,Ω) := {F ∈ (L2(Ω))3 | curl F ∈ (L2(Ω))3}
Hloc(curl,Ω) := {F ∈ L2

loc(Ω) | curl F ∈ L2
loc(Ω)},

where L2
loc(Ω) :=H0

loc(Ω).

In the following let us consider the domainsΩ i andΩe = R
3\Ω i as introduced in Sect. 1.

For smooth functions Ei/e ∈ {E|Ω i/e : E ∈ (C∞
0 (R3))3} we define the interior/exterior

tangential trace operators γ
i/e
τ and π

i/e
τ by

γ i/e
τ Ei/e :=Ei/e

|Γ × n and π i/e
τ Ei/e := n ×

(
Ei/e

|Γ × n
)

.

The operators γ
i/e
τ and π

i/e
τ can be extended for s ∈ (0, 1) to continuous operators

γ i
τ : Hs+1/2(Ω i) → Vs

γ := γ i
τ (H

s+1/2(Ω i)), γ e
τ : Hs+1/2

loc (Ωe) → Vs
γ

π i
τ : Hs+1/2(Ω i) → Vs

π :=π i
τ (H

s+1/2(Ω i)), πe
τ : Hs+1/2

loc (Ωe) → Vs
π

where Vs
γ and Vs

π are endowed with the norms

‖u‖Vs
γ

:= inf
E∈Hs+1/2(Ω i)

{‖E‖Hs+1/2(Ω i) : γ i
τ (E) = u},

‖s‖Vs
π

:= inf
E∈Hs+1/2(Ω i)

{‖E‖Hs+1/2(Ω i) : π i
τ (E) = s}.

The dual space of Vs
γ and Vs

π , s ∈ (0, 1), are denoted by V−s
γ and V−s

π , respectively. For

s = 0 we set V0
γ = V0

π :=L2
τ (Γ ) := {u ∈ L2(Γ ) : u · n = 0}, where L2

τ (Γ ) acts as pivot
space for V−s

γ and Vs
γ as well as for V−s

π and Vs
π . Finally, we define the space

H−1/2(divΓ , Γ ) := {u ∈ V
− 1

2
π : divΓ u ∈ H− 1

2 (Γ )}
endowed with the graph norm ‖u‖2H−1/2(divΓ ,Γ )

:= ‖u‖2
V

− 1
2

π

+ ‖divΓ u‖2
H− 1

2 (Γ )
. The space

H−1/2(divΓ , Γ ) is a Hilbert space and the tangential trace operators γ i
τ and γ e

τ can be
extended such that

γ i
τ : H(curl;Ω i) → H−1/2(divΓ , Γ ), γ e

τ : Hloc(curl;Ωe) → H−1/2(divΓ , Γ ),

are continuous, surjective and possess a continuous right inverse [7, Thm. 4.1]. In the sequel
we will use the shorthand notation

V :=H−1/2(divΓ , Γ ).

The antisymmetric pairing

〈u, s〉τ :=
∫

Γ

(u × n) · s ds, u, s ∈ L2
t (Γ )

can be extended to V such that V becomes its own dual [9, Thm. 3.3], i.e., there exists a
linear and isometric isomorphism J× : V → V′ such that

〈u, s〉τ = (J×u)(s) for all u, s ∈ V.
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The operator J× : V → V′ is the extension of the mapping J̃× : L2
τ (Γ ) → L2

τ (Γ ) defined
by J̃×(u) :=u × n, see [9, Thm. 3.3]. Since V is a Hilbert space we can identify the pairing
〈·, ·〉τ with the inner product (·, ·)V by

〈u, s〉τ = (JV J×u, s)V, u, s ∈ V, (4)

where JV : (H−1/2(divΓ , Γ ))′ → H−1/2(divΓ , Γ ) is a linear, isometric isomorphism.
As additional traces we introduce the traces γ

i/e
N := γ

i/e
τ ◦ curl. The mappings γ i

N :
H(curl2;Ω i) �→ V and γ e

N : Hloc(curl2;Ωe) �→ V are linear and continuous [8], where

H(curl2;Ω i) := {F ∈ H(curl,Ω i) | curl curl F ∈ (L2(Ω))3},
Hloc(curl2;Ωe) := {F ∈ Hloc(curl,Ωe) | curl curl F ∈ L2

loc(Ω
e)}.

2.2 Derivation and analysis of the boundary integral formulation

The boundary integral formulation of the resonance problems (1) and (2) is based on the
Stratton–Chu representation formula for the solution of Maxwell’s equations. For exterior
problems this formula is in the literature only considered for wavenumbers with non-negative
imaginary part and together with the Silver–Müller radiation condition; see, e.g., [8, Sect. 4],
[21, Thm. 5.49], [29, Sect. 5.5]. For wavenumbers with negative imaginary part the Stratton–
Chu representation formula is also valid if instead of the Silver–Müller radiation condition
the radiation condition (3) is imposed. This can be shown in the same way as it is done for
positive wavenumbers in [8, Sect. 4, p. 95–97] by considering the Cartesian components of
the solution ofMaxwell’s equations, which have to satisfy the scalar Helmholtz equation. The
representation formula for outgoing solutions of the scalar Helmholtz equation is also valid
for wavenumbers with negative imaginary part [34, Appendix, Cor. 6.5] and therefore the
Stratton–Chu representation formula is also valid for wavenumbers with negative imaginary
part for exterior problems.We consider the Stratton–Chu representation formula in following
compact form as in [8, Sect. 4]: any solution E of Maxwell’s equations in Ω i ∪ Ωe with
wavenumber κ ∈ C \ {0} which satisfies the radiation condition (3) is given by

E(x) = (
�DL(κ)(γ i

τE − γ e
τ E)

)
(x) + (

�SL(κ)(γ i
NE − γ e

NE)
)
(x), x ∈ Ω i ∪ Ωe, (5)

where

(�SL(κ)u) (x) := (�A(κ)u) (x) + 1

κ2 ∇ (�V (κ)divΓ u) (x), x ∈ Ω i ∪ Ωe,

is the Maxwell single layer potential and where

(�DL(κ)u) (x) := curl (�A(κ)u) (x) x ∈ Ω i ∪ Ωe,

is the Maxwell double layer potential. Here, �A(κ) and �V (κ) are the vectorial and scalar
single layer potentials related to the Helmholtz equation, which have the integral represen-
tations

(�A(κ)u) (x) :=
∫

Γ

u(y)Eκ(x − y)dsy, (�V (κ)φ) (x) :=
∫

Γ

φ(y)Eκ (x − y)dsy

with Eκ (x) = exp(iκ‖x‖)/4π‖x‖.
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Let (κ i,Ei) be an eigenpair of (1) and let us extendEi inΩe by zero, then the Stratton–Chu
representation formula (5) gives

(
(�SL(κ i))(γ i

NE
i)
)
(x) =

{
Ei(x), x ∈ Ω i,

0, x ∈ Ωe.
(6)

If (κe,Ee) is an eigenpair of (2) and if we extend Ee by zero in Ω i, then we have

−
(
(�SL(κe))(γ e

NE
e)

)
(x) =

{
0, x ∈ Ω i,

Ee(x), x ∈ Ωe.
(7)

We consider a boundary integral formulation of the eigenvalue problems (1) and (2) in terms
of the single layer boundary integral operator S(κ) which is defined by

S(κ)u := 1
2

(
γ i
τ�SL(κ) + γ e

τ �SL(κ)
)
u, u ∈ V.

The operator S(κ) : V → V is linear and continuous [8, Cor. 2] and it holds S(κ) =
γ i
τ�SL(κ) = γ e

τ �SL(κ) [8, Thm. 7]. Further, we have the following representation [8,
Eq. (31)]

〈S(κ)u, r〉τ = −〈r,A(κ)u〉τ + 1

κ2 〈divΓ r, V (κ)divΓ u〉∓ 1
2
, A(κ) := γ i

τ�A(κ). (8)

Here V (κ) is the single layer operator of the Helmholtz equation and the pairing 〈·, ·〉∓ 1
2

denotes the duality pairing of H− 1
2 (Γ ) and H

1
2 (Γ ). By applying the tangential trace to (6)

and (7) we see that (κ i,Ei) and (κe,Ee) satisfy the following boundary integral equation

S(κ i/e)(γ
i/e
N Ei/e) = 0. (9)

As boundary integral formulation of the eigenvalue problems (1) and (2) we consider the
following eigenvalue problem: Find κ ∈ C \ {0} and u ∈ V \ {0} such that:

S(κ)u = 0. (10)

Note that this eigenvalue problem is nonlinear with respect to the eigenvalue parameter κ .
The eigenvalue problem (10) is referred to as eigenvalue problem for the operator-valued
function S : C \ {0} → B(V,V). Here B(V,V) denotes the space of linear and bounded
operators mapping from V into V. The equivalence of the eigenvalue problem (10) with the
interior and exterior resonance problem (1) and (2) is specified next.

Proposition 1 The following assertions hold true:
(i) Suppose that (κ,E) is an resonance pair either of the interior resonance problem (1) or

of the exterior resonance problem (2). Then (κ, γ
i/e
N E) is an eigenpair of the eigenvalue

problem (10).
(ii) Let (κ,u) be an eigenpair of the eigenvalue problem (10). If κ is real, then it is a

resonance of the interior resonance problem (1) and (�SL(κ)u)|Ω i is a corresponding
resonance function. Otherwise, κ is a resonance of the exterior resonance problem (2)
and (�SL(κ)u)|Ωe is a corresponding resonance function.

Proof The assertion (i) has been already shown, see (9). Suppose now that (κ,u) is an
eigenpair of (10). We define E = �SL(κ)u in Ω i ∪ Ωe. Then γ i

τE = γ e
τ E = S(κ)u = 0. It

remains to show that E|Ω i �= 0 if κ ∈ R, and E|Ωe �= 0 if κ ∈ C \ R.
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First we consider the case that κ ∈ R. Then E|Ωe = 0 because of the unique solvability
of the related exterior boundary value problem [21, Cor. 5.63]. From this we get γ e

NE = 0
and the jump relation γ e

N�SL(κ)u − γ i
N �SL(κ)u = −u [8, Thm. 7] implies E|Ω i �= 0.

Suppose now that κ is non-real. Then E|Ω i = 0 because otherwise (κ,E|Ω i) would be
an interior resonance pair which is not possible since all interior resonances are real [27,
Thm. 4.18]. From the jump relation of the single layer potential we get γ e

NE = u. Hence we
have E|Ωe �= 0. ��

For the analysis of the eigenvalue problem (10) and its Galerkin approximation it is
essential that the single layer boundary integral operator S(κ) satisfies a generalizedGårding’s
inequality in V for all wavenumbers κ ∈ C \ {0}. This property is based on the direct sum
decomposition

V = X ⊕ N, (11)

whereX andN are closed subspaces ofVwithX ⊂ V
− 1

2
π N = (ker divΓ )∩ V [9, Thm. 3.4].

We denote by R and Z the associated continuous projectors onto X and N, respectively. An
equivalent norm in V is given by

(‖Z · ‖2
V

− 1
2

π

+ ‖divΓ R · ‖2
H− 1

2 (Γ )
)1/2, (12)

see [9, Thm. 3.4]. Further, we define the operator

Θ := R − Z : V → V, (13)

which is by construction an isomorphism.

Lemma 1 Let κ ∈ C \ {0}. There exist a compact operator C(κ) : V → V, an isomorphism
T(κ) : V → V and an α(κ) > 0 such that the following generalized Gårding’s inequality is
satisfied

Re〈(S(κ) + C(κ))u, β(κ)T(κ)u〉τ ≥ α(κ)‖u‖2V for all u ∈ V, (14)

where

T(κ) := κ−1T̃(κ), T̃(κ) :=
{
Θ for Re(κ) �= 0,

I for Re(κ) = 0,

β(κ) := sgn(Re(κ)) for Re(κ) �= 0, and β(κ) := − sgn(Im(κ))i for Re(κ) = 0.

Proof The assertion has been proven for positive wavenumbers e.g. in [6, Thm. 5], [8,
Lem. 10], [9, Thm. 5.4]. Using the same arguments as in [6,8,9] an extension to κ ∈ C \ {0}
is straightforward. We want to mention that the assertion follows also from Prop. 3 below
when setting u = (0,u) in (49). ��

Next, we show that the mapping S : C \ {0} → B(V,V), κ �→ S(κ), is holomorphic,
i.e., the derivative d

dκ S(κ0) := limκ→κ0
1

κ−κ0
(S(κ) − S(κ0)) exists as operator inB(V,V) for

each κ0 ∈ C \ {0}.
Lemma 2 The mapping S : C \ {0} → B(V,V), κ �→ S(κ), is holomorphic.

Proof It is sufficient to show that the mapping

κ �→ 〈S(κ)u, r〉τ
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is holomorphic as mapping from C \ {0} into C for all u, r of a dense subspace of V, see
Theorem III.3.12 in [19] and the remark following it. Let us choose γ i

τ ((C
∞
0 (R3))3) as dense

subspace of V. Then we can use the following integral representation of the pairing 〈·, ·〉τ
and of the boundary integral operator S(κ) [8, Eq. 32]:

〈S(κ)u, r〉τ = −
∫

Γ

∫

Γ

eiκ‖x−y‖

4π‖x − y‖u(x) · r(y)dsydsx

+ 1

κ2

∫

Γ

∫

Γ

eiκ‖x−y‖

4π‖x − y‖divΓ u(x)divΓ r(y)dsydsx. (15)

Hence, it is sufficient to show that both terms on the right hand side in (15) are holomorphic
in κ on C \ {0}. We give a proof for the first term only, since the second term can be treated
analogously. We divide the proof in two steps.

Step 1: Consider for a fixed κ ∈ C the series expansion of the kernel
∫

Γ

∫

Γ

eiκ‖x−y‖

4π‖x − y‖u(x) · r(y)dsydsx

=
∫

Γ

∫

Γ

∞∑

n=0

(iκ)n

4πn! ‖x − y‖n−1u(x) · r(y)dsydsx. (16)

We show that the order of integration and summation can be interchanged by usingLebesgue’s
dominated convergence theorem. Let

fn(κ, x, y) := (4πn!)−1(iκ)n‖x − y‖n−1u(x) · r(y).
Obviously

∑N
n=0 fn(κ, x, y) converges pointwise almost everywhere on Γ ×Γ to the kernel

on the left hand side in (16) as N → ∞. Further, for R := maxx,y∈Γ ‖x − y‖ we have
∣∣∣∣∣

N∑

n=0

fn(κ, x, y)

∣∣∣∣∣ ≤
(

1

4π‖x − y‖ +
N∑

n=1

(iκ)n

4πn! Rn−1

)
‖u‖∞‖r‖∞

≤
(

1

4π‖x − y‖ + e|ik R|

4π R

)
‖u‖∞‖r‖∞ = :g(κ, x, y).

Since g(κ, x, y) is integrable on Γ × Γ the order of integration and summation in (16) may
be interchanged.

Step 2: Define for κ ∈ BK (0), K > 0,

hn(κ) :=
∫

Γ

∫

Γ

fn(κ, x, y)dsydsx.

We have

|hn(κ)| ≤
{

M0 := |Γ |‖V (0)‖B(H−1/2(Γ ),H1/2(Γ ))‖u‖∞‖r‖∞ for n = 0,

Mn := |Γ |2
4π R

|K R|n
n! ‖u‖∞‖r‖∞ for n > 0,

where V (0) is the single layer boundary integral operator of the Laplace equation, see [32,
Sect. 6.2]. Obviously,

∑∞
n=0 Mn is convergent. Hence, by the Weierstrass M-test it follows

that the series
∑∞

n=0 hn(κ) converges absolutely and uniformly on BK (0) to a limit function
h(κ). Since

∑N
n=0 hn(κ) is a polynomial in κ and therefore holomorphic in κ the uniform

convergence of
∑N

n=0 hn(κ) implies that the limit function h(κ) is holomorphic on BK (0).
From the first part of the proof we get
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h(κ) =
∫

Γ

∫

Γ

eiκ‖x−y‖

4π‖x − y‖u(x) · r(y)dsydsx,

which shows that the first term on the right hand side in (15) defines a holomorphic function
on C. Analogously, the holomorphy of the second term can be shown. ��

3 Galerkin approximation of eigenvalue problems for holomorphic
Fredholm operator-valued functions

In this section we provide abstract convergence results for the Galerkin approximation of
eigenvalue problems for holomorphic Fredholm operator-valued functions where we assume
that the occurring operators satisfy a generalized Gårding’s inequality. We specify for this
case sufficient conditions such that the classical convergence results for the approximation
of eigenvalue problems for holomorphic Fredholm operator-valued functions as given in
[17,18] can be applied. Our analysis is based on results on the approximation of non-coercive
operators [4] and on recent results on the regular approximation of operators which satisfy
a generalized Gårding’s inequality [15,16].

The results of this section build the abstract framework which we will utilize in order
to show the convergence of the boundary element method for the approximation of the
interior and exterior resonance problem aswell as of the resonance problem for the penetrable
scatterer.

3.1 Assumptions on the eigenvalue problem

Let V be a Hilbert space and suppose that V is equipped with a conjugation, i. e., with a
continuous, unary operation v �→ v satisfying

u + v = u + v, αu = α u, and v = v,

for all u, v ∈ V and α ∈ C. We denote by (·, ·)V the inner product in V and consider in
addition a bilinear form 〈·, ·〉V : V × V → C with the property

〈u, v〉V = (Ju, v)V for all u, v ∈ V , (17)

where J ∈ B(V , V ) is a given isomorphism. Further, we assume that there exists a direct
sum decomposition V = X ⊕ N which is stable, i. e., there exists a constant c > 0 such that
for all vX ∈ X and vN ∈ N the inequality

(‖vX‖V + ‖vN ‖V ) ≤ c(‖vX + vN ‖V ) (18)

is satisfied. We define the operator Θ : V → V by

Θ : v = vX + vN �→ vX − vN , vX ∈ X , vN ∈ N . (19)

Note that Θ is an isomorphism and that Θ ∈ B(V , V ) since the decomposition V = X ⊕ N
is stable.

LetΛ ⊂ C be an open and connected subset ofC and S : Λ → B(V , V ) be a holomorphic
operator-valued function. We assume that S(λ) satisfies a generalized Gårding’s inequality
for all λ ∈ Λ of the following kind: there exist a compact operator C(λ) ∈ B(V , V ) and an
α(λ) > 0 such that

Re〈(S(λ) + C(λ))v, T (λ)v〉V ≥ α(λ)‖v‖2V for all v ∈ V , (20)
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where T (λ) = β(λ)I or T (λ) = β(λ)Θ with β(λ) �= 0. Since T (λ) is an isomorphism and
Θ ∈ B(V , V ) this implies that T (λ)∗ J S(λ) as well as that S(λ) is a Fredholm operator of
index zero [25, Thm. 2.33].Wewant tomention thatwe do not require that the operator-valued
functions C(·) and T (·) are holomorphic in Λ.

We consider the eigenvalue problem for the operator-valued function S(·) of the form:
find eigenvalues λ ∈ Λ and corresponding eigenelements u ∈ V \ {0} such that

S(λ)u = 0. (21)

If (λ, u) satisfy (21), then we say that (λ, u) is an eigenpair of the operator-valued function
S(·).

3.2 Notations and properties of eigenvalue problems for holomorphic Fredholm
operator-valued functions

We briefly summarize basic results of the theory of eigenvalue problems for holomorphic
Fredholm operator-valued functions [14,23]. The set

ρ(S(·)) := {λ ∈ Λ : ∃(S(λ))−1 ∈ B(V , V )}
is called the resolvent set of S(·). In the following we will assume that the resolvent set of
S(·) is not empty. The complement of the resolvent set ρ(S(·)) in Λ is called the spectrum
σ(S(·)). The spectrum σ(S(·)) has no accumulation points inside ofΛ [14, Cor. XI 8.4]. The
dimension of the null space ker S(λ) of an eigenvalue λ is called the geometric multiplicity
of λ. An ordered collection of elements u0, u1, . . . , um−1 in X is called a Jordan chain of
(λ, u0), if (λ, u0) is an eigenpair and if

n∑

j=0

1

j ! S( j)(λ)un− j = 0 for all n = 0, 1, . . . , m − 1

is satisfied, where S( j) denotes the j th derivative. The length of any Jordan chain of an
eigenvalue is finite [23, Lem. A.8.3]. Elements of any Jordan chain of an eigenvalue λ are
called generalized eigenelements of λ. The closed linear hull of all generalized eigenelements
of an eigenvalue λ is called generalized eigenspace of λ and is denoted by G(S(·), λ). The
dimension of the generalized eigenspaceG(S(·), λ) is finite [23, Prop. A.8.4] and it is referred
to as algebraic multiplicity of λ.

3.3 Galerkin approximation

For the approximation of the eigenvalue problem (21) we consider a conforming Galerkin
approximation. Let (Vh)h be a sequence of finite-dimensional subspaces of V and let Ph :
V → Vh be the orthogonal projection of V onto Vh . As usual we assume that

‖Phv − v‖V → 0 as h → 0 for all v ∈ V . (22)

The Galerkin approximation of the eigenvalue problem (21) reads as: find eigenpairs
(λh, uh) ∈ Λ × Vh \ {0} such that

〈S(λh)uh, vh〉V = 0 for all vh ∈ Vh . (23)
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For the convergence analysis it is convenient to consider instead of the variational formula-
tion (23) the equivalent operator formulation

Ph J S(λh)Phuh = 0. (24)

Further, we will also consider the eigenvalue problem for the operator-valued function J S(·),
which is equivalent to the eigenvalue problem for S(·), i. e., (λ, u) is an eigenpair of the
eigenvalue problem for J S(·) if and only if it is an eigenpair of the eigenvalue problem for
S(·).

3.3.1 Regular convergence

In order to apply the convergence theory of [17,18] to the Galerkin eigenvalue problem (24)
it is necessary to show that the sequence (Ph J S(λ)Ph)h converges regularly to J S(λ) as
h → 0 for all λ ∈ Λ. For the definition of the regular convergence we need the definition of
a compact sequence first.

Definition 3.1 A sequence (vh)h , vh ∈ V , is compact in V , if every subsequence (vh′)h′ of
(vh)h has a convergent subsequence (vh′′)h′′ in V .

Definition 3.2 Let B ∈ B(V , V ) and suppose that (Vh)h satisfies (22). The sequence
(Ph B Ph)h converges regularly to B, if for any bounded sequence (vh)h , vh ∈ Vh , the com-
pactness of (Ph B Phvh)h implies already the compactness of (vh)h .

If the operator B is a compact perturbation of a coercive operator, then the sequence
(Ph B Ph)h converges regularly to B [36, Sect. 2: Prop. 5]. For the case that B satisfies only
a generalized Gårding’s inequality the regular convergence of (Ph B Ph)h to B is in general
not guaranteed. Sufficient conditions for that case are specified in the next lemma.

Lemma 3 ([15, Lem. 3.15], [16, Thm. 1.8]) Let B ∈ B(V , V ) and assume that there exit a
compact operator C ∈ B(V , V ), an isomorphism T ∈ B(V , V ), and an α > 0 such that

Re (((B + C)v, T v)V ) ≥ α‖v‖2V for all v ∈ V . (25)

Further, suppose that (Vh)h satisfies (22). If there exists a sequence (Th)h, Th ∈ B(Vh, Vh)

such that

sup
vh∈Vh\{0}

‖(T − Th)vh‖V

‖vh‖V
→ 0 as h → 0, (26)

then (Ph B Ph)h converges regularly to B.

Sufficient conditions for the existence of a sequence of discrete operators (Th)h such
that (26) is satisfied will be provided next for the case of a stable splitting V = X ⊕ N
and T = Θ , where Θ is defined by (19). First we need to define the gap δV (U , W ) of two
subspaces U and W of V :

δV (U , W ) := sup
u∈U‖u‖V =1

inf
w∈W

‖u − w‖V .

Wesay that the sequence (Vh)h satisfies agap propertywith respect to the splittingV = X⊕N
if the following condition is satisfied:

(GAP) There exist sequences (Xh)h and (Nh)h satisfying the following properties:
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(i) Xh and Nh are subspaces of Vh such that Vh = Xh ⊕ Nh for all h,
(ii) δh := max{δV (Xh, X), δV (Nh, N )} → 0 as h → 0.

This condition is a usual condition for Galerkin boundary element methods for Maxwell’s
equation, see e g. [4,5,8–10]. We will discuss this in detail in Sect. 4 below.

Lemma 4 Let V = X ⊕ N be a stable splitting and suppose that (Vh)h satisfy (22) and the
property (GAP). Then we have:
(a) For any continuous projector Q : V → X which is onto in X , there exists a constant

c > 0 such that for sufficiently small h we have

‖vh − Qvh‖V ≤ cδh‖vh‖V for all vh ∈ Vh .

(b) The splitting Vh = Xh ⊕ Nh is uniformly stable for all h < h1 for some h1 > 0, i.e.,
there exists a constant c > 0 such that for all h < h1 it holds

(
‖vXh

h ‖V + ‖vNh
h ‖V

)
≤ c‖vXh

h + v
Nh
h ‖V for all v

Xh
h ∈ Xh, v

Nh
h ∈ Nh .

Proof For assertion (a) we refer to [4, Lem. 3.1] and for assertion (b) to [4, Thm. 3.2]. ��
Proposition 2 Let V = X ⊕ N be a stable splitting and Θ be defined by (19). Suppose
that (Vh)h satisfy (22) and the property (GAP). Then there exists a sequence (Θh)h, Θh ∈
B(Vh, Vh), such that

sup
vh∈Vh\{0}

‖(Θ − Θh)vh‖V

‖vh‖V
→ 0 as h → 0. (27)

Proof Since V = X ⊕ N is a stable splitting there exists a continuous projection R : V → V
with range X and kernel N . By definition of Θ we have Θv = vX − vN for v ∈ V , where
vX ∈ X , vN ∈ N such that v = vX + vN . This implies that we can write Θ = R − Z , where
Z := I − R.

From the decomposition Vh = Xh ⊕Nh and the fact that Vh is finite-dimensional it follows
that there exists a continuous projection Rh : Vh → Vh with range Xh and kernel Nh . We
will show that

Θh := Rh − Zh, Zh := I − Rh (28)

satisfies (27). The proof for that will be done in two steps.
(i) First we show that there exists a constant c > 0 such that for sufficiently small h

‖(R − Rh)vh‖V ≤ cδh‖vh‖V (29)

holds for all vh ∈ Vh , where δh is defined as in (GAP)(ii). Let vh ∈ Vh and consider the
decomposition vh = v

Xh
h + v

Nh
h , where v

Xh
h ∈ Xh and v

Nh
h ∈ Nh . Using Lemma 4(a) we get

‖(R − Rh)vh‖V ≤ ‖(R − Rh)v
Xh
h ‖V + ‖Rv

Nh
h ‖V

= ‖(R − I )vXh
h ‖V + ‖(I − Z)v

Nh
h ‖V ≤ cδh(‖vXh

h ‖V + ‖vNh
h ‖V ).

By Lemma 4(b) the decomposition Vh = Xh ⊕ Nh is uniformly stable for sufficiently small
h and therefore inequality (29) follows.

(ii) Since Z = (I − R) and Zh = (I − Rh) we get from (29) also

‖(Z − Zh)vh‖V ≤ cδh‖vh‖V . (30)
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Hence, we have

‖(Θ − Θh)vh‖V ≤ ‖(R − Rh)vh‖V + ‖(Z − Zh)vh‖V ≤ 2cδh‖vh‖X ,

from which (27) follows. ��
Corollary 1 Let V = X ⊕ N be a stable splitting and λ ∈ Λ. Assume that S(λ) ∈ B(V , V )

fulfills a generalized Gårding’s inequality of the form as in (20). Further, suppose that (Vh)h

satisfy (22) and the property (GAP). Then (Ph J S(λ)Ph)h converges regularly to J S(λ).

Proof Since S(λ) ∈ B(V , V ) fulfills a generalizedGårding’s inequality of the form as in (20),
there exist a compact operator C(λ) ∈ B(V , V ) and an α(λ) > 0 such that

Re〈((S(λ) + C(λ))v, T (λ)v〉V ≥ α(λ)‖v‖2V for all v ∈ V .

where T (λ) = β(λ)I or T (λ) = β(λ)Θ with β(λ) �= 0. From 〈·, ·〉V = (J ·, ·)V it follows
that J S(λ) satisfies a generalized inequality of the form as in (25), i. e. ,

Re(J S(λ) + JC(λ))v, T (λ)v)V ≥ α(λ)‖v‖2V for all v ∈ V .

By Lemma 3 it is sufficient to show that there exists a sequence (Th(λ))h , Th(λ) ∈ B(Vh, Vh),
such that

sup
vh∈Vh\{0}

‖(T (λ) − Th(λ))vh‖V

‖vh‖V
→ 0 as h → 0. (31)

For T (λ) = β(λ)I , obviously (31) holds for Th(λ) = β(λ)I . If T (λ) = β(λ)Θ , then (31)
follows form Proposition 2 for Th(λ) = β(λ)Θh . ��

3.3.2 Asymptotic convergence results

In the next theorem we summarize main convergence results for the Galerkin approximation
of the eigenvalue problem S(λ)u = 0 as given in (21). For additional convergence results we
refer to [15–18].

Theorem 1 Let V = X ⊕ N be a stable splitting and let S : Λ → B(V , V ) be a holomorphic
operator-valued function. Assume that S(λ) fulfills a generalized Gårding’s inequality of the
form as in (20) for all λ ∈ Λ. Further, suppose that (Vh)h satisfy (22) and the property
(GAP). Then the following holds true:
(i) (Completeness of the spectrum of the Galerkin eigenvalue problem) For each eigenvalue

λ ∈ Λ of the operator-valued function S(·) there exists a sequence (λh)h of eigenvalues
of the Galerkin eigenvalue problem (23) such that

λh → λ as h → 0.

(ii) (Non-pollution of the spectrum of the Galerkin eigenvalue problem) Let K ⊂ Λ be a
compact and connected set such that ∂K is a simple rectifiable curve. Suppose that there
is no eigenvalue of S(·) in K . Then there exists an h0 > 0 such that for all h ≤ h0 the
Galerkin eigenvalue problem (23) has no eigenvalues in K .

(iii) Let D ⊂ Λ be a compact and connected set such that ∂ D is a simple rectifiable curve.
Suppose that λ ∈ D̊ is the only eigenvalue of S(·) in D. Then there exist an h0 > 0 and
a constant c > 0 such that for all h ≤ h0 we have:
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(a) For all eigenvalues λh of the Galerkin eigenvalue problem (23) in D

|λ − λh | ≤ cδV (G(S(·), λ), Vh)1/�δV (G(S∗(·), λ), Vh)1/� (32)

holds, where S∗(·) := (S(·))∗ and � is the maximal length of a Jordan chain corre-
sponding to λ.

(b) Let

λh := 1

dim G(S(·), λ)

∑

λh∈σ(Ph J S(·)Ph)∩D

λh dim G(Ph J S(·)Ph, λh)

be the weighted mean of all eigenvalues of the Galerkin eigenvalue problem (23) in
D. Then it holds

|λ − λh | ≤ cδV (G(S(·), λ), Vh) δV
(
G(S∗(·), λ), Vh

)
. (33)

(c) If (λh, uh) is an eigenpair of (23) with λh ∈ D and ‖uh‖V = 1, then

inf
u∈ker(S(λ))

‖u − uh‖V ≤ c (|λh − λ| + δV (ker(S(λ), Vh)) .

Proof By Corollary 1 the sequence (Ph J S(λ)Ph)h provides a regular approximation of the
operator J S(λ) for all λ ∈ Λ. Further, the Galerkin scheme is a discrete approximation
scheme in the sense of [17], see, e.g. [15, Lem. 3.6], [16, Lem. 2.6]. The assertions (i) to
(iii)(b) follow then from the abstract results in [17,18]. For assertion (i) and (ii) we refer to
[17, Thm. 2], and for (iii)(a) and (iii)(b) to [18, Thm. 2,Thm. 3].

The error estimate in (iii)(c) follows from [15, Lem. 3.17], [16, Lem. 2.6]. ��

4 Galerkin approximation of the interior and exterior resonance
problem

In this section we apply the abstract convergence results of Theorem 1 to the Galerkin
approximation of the eigenvalue problem

S(κ)u = 0.

Lemma 1 shows that S(κ) satisfies for all κ ∈ C \ {0} a generalized Gårding’s inequality of
the form

Re〈(S(κ) + C(κ))u, β(κ)T(κ)u〉τ ≥ α(κ)‖u‖2V for all u ∈ V,

where T(κ) = β(κ)Θ or T(κ) = β(κ)I with β(κ) �= 0. The operator Θ is defined by
Θ = R− Z, see (13), where R and Z are projections associated to the splitting V = X⊕N as
given in (11). Further, (4) shows that 〈·, ·〉τ = (J·, ·)V holds, where J := JV J× is an isometric
isomorphism. Since S(·) is in C \ {0} in addition holomorphic, S(·) satisfies the assumption
of Theorem 1. It remains to provide adequate ansatz spaces for the Galerkin approximation
of the eigenvalue problem for S(·).

In what follows, we make the additional assumption that Ω i is a polyhedron, possibly
curvilinear. Let (Th)h be a sequence of regular triangulations of the boundary Γ with mesh
size h. We denote by RTk(Th) the space generated by Raviart–Thomas elements of order k
on Th and by BMDk(Th) the space generated by Brezzi–Douglas–Marini elements of order
k on Th , where we refer to [5,8] for their definition. We adopt the convention of [5,8] that
k = 0 means lowest order Raviart–Thomas or Brezzi–Douglas–Marini finite elements.
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In the sequel Vk
h denotes either RTk(Th) or BMDk(Th). We consider the following

Galerkin eigenvalue problem: Find (κh,uh) ∈ C \ {0} × Vk
h \ {0} such that:

〈S(κh)uh, sh〉τ = 0 for all sh ∈ Vk
h . (34)

In the next theorem we summarize the approximation properties of Vk
h which we need for

the convergence analysis of the Galerkin eigenvalue problem (34).

Theorem 2 The following assertions hold true:
(i) For any u ∈ V it holds

inf
uh∈Vk

h

‖uh − u‖V → 0 as h → 0.

(ii) (Vk
h)h satisfies the property (GAP) with respect to the splitting V = X ⊕ N.

(iii) For − 1
2 ≤ s ≤ k + 1 it holds

inf
uh∈Vk

h

‖u − uh‖V ≤ Chs+ 1
2 ‖u‖Hs (divΓ ,Γ ) ∀u ∈ Hs(divΓ , Γ ), (35)

where we refer to [8, Sect. 2.2] for the definition of Hs(divΓ , Γ ) for s > − 1
2 .

Proof For assertion (i) and (iii) we refer to [8, Sect. 8]. Assertion (ii) is shown in [9, Thm. 4.2].
��

From the last theorem and the properties of S(·) it follows that we can apply the convergence
results of Theorem 1 to the Galerkin eigenvalue problem (34).

For the specification of the error estimates we consider the adjoint eigenvalue problem
for S(·) with respect to the pairing 〈·, ·〉τ . Let us first define the so-called adjoint function
S∗(κ) := (S(κ))∗. The adjoint eigenvalue problem for S(·) is then given by

S∗(κ)t = 0. (36)

Note that the Fredholm alternative implies that κ is an eigenvalue of S(·) if and only if κ is
an eigenvalue of S∗(·).

Lemma 5 The following holds true:
(i) (S(κ))∗ = −S(−κ), i.e., S∗(κ) = −S(−κ).

(ii) κ is an eigenvalue of S(·) if and only if −κ is an eigenvalue of S(·).
(iii) (κ,u) is an eigenpair of S(·) if and only if (κ,u) is an eigenpair of S∗(·).
(iv) The ordered collection u0,u1 . . . ,um is a Jordan chain corresponding to κ for S(·) if and

only if u0,−u1,u2 . . . , (−1)mum is a Jordan chain corresponding to κ for S∗(·), i.e., the
following relation between the generalized eigenspaces holds G(S(·), κ) = G(S∗(·), κ).

Proof In the proof of the assertions we employ the identity:

eiκ = ei Re(κ)e− Im(κ) = e−i Re(κ) e− Im(κ) = e−i(Re(κ)−i Im(κ)) = e−iκ . (37)

(i) It is sufficient to show that

〈S(κ)u, r〉τ = 〈u,−S(−κ)r〉τ (38)
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holds for all u, r ∈ γ i
τ (C

∞
0 (R3)). Let u, r ∈ γ i

τ (C
∞
0 (R3)), then we can use the integral

representation for the pairings in (38) and get with (37):

〈S(κ)u, r〉τ = −
∫

Γ

∫

Γ

eiκ‖x−y‖

4π‖x − y‖u(x) · r(y)dsydsx

+ 1

κ2

∫

Γ

∫

Γ

eiκ‖x−y‖

4π‖x − y‖divΓ u(x)divΓ r(y)dsydsx

= 〈S(−κ)r,u〉τ .
From the anti-symmetry of the pairing, the assertion follows.

(ii) TheFredholmalternative implies thatκ is an eigenvalue of S(·) if and only if (S(κ))∗t =
0 for some t ∈ V \ {0}. The latter is by the result in (i) equivalent to S(−κ)t = 0.

(iii) Because of (37) we have S(κ)r = S(−κ)r. If (κ,u) is an eigenpair of S(·), then we
get by i)

0 = S(κ)u = S(−κ)u = −(S(κ))∗u = −S∗(κ)u.

(iv) Again, integral representations of the pairing 〈·, ·〉τ and of the functions S(·) and

S∗ show that S∗( j)(κ) = (−1) j+1(S( j)(−κ)) and (S( j)(−κ))r = S( j)(−κ)r. From this, the
assertion follows directly from the definition of the generalized eigenelements. ��

In the next theoremwe specify the convergence order of the eigenvalues and eigenfunctions
of the Galerkin eigenvalue problem (34).

Theorem 3 Let D ⊂ C \ {0} be a compact and connected set with a simple rectifiable
boundary ∂ D. Suppose that κ ∈ D̊ is the only eigenvalue of S(·) in D and that the generalized
eigenspace G(S(·), κ) ⊂ Hs(divΓ , Γ ) for some s ∈ [− 1

2 , k + 1]. Then there exist an h0 > 0
and a constant c > 0 such that for all h < h0 we have:
(i) For all eigenvalues κh of the Galerkin eigenvalue problem (34) in D

|κ − κh | ≤ ch(2s+1)/m (39)

holds, where m is the maximal length of a Jordan chain corresponding to κ .
(ii) If (κh,uh) is an eigenpair of (34) with κh ∈ D and ‖uh‖V = 1, then

inf
u∈ker(S(κ))

‖u − uh‖V ≤ c
(
|κ − κh | + h(s+1/2)/m

)
.

Proof As pointed out above the Galerkin eigenvalue problem satisfies the assumptions of
Theorem 1. The error estimates follow then from the approximation property (35) of Vk

h and
the fact that G(S(·), κ) = G(S∗(·), κ), see Lemma 5(iv). ��

5 Scattering resonance problem for a penetrable scatterer

In this section we consider the scattering resonance problem for a penetrable scatterer. We
now allow that the permittivity and the permeability are complex and frequency dependent.
We assume that the frequency dependence is holomorphic in an open set Λ ⊂ C. Such
configurations occur for example in the field of plasmonics or in the context of metamaterials.
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The scattering resonance problem for the penetrable scatterer reads as follows: Findω ∈ Λ

and (0, 0) �= (E1,E2) ∈ H(curl;Ω i) × Hloc(curl;Ωe) such that

curl curl E1 − ω2ε1(ω)μ1(ω)E1 = 0 and div(ε1(ω)E1) = 0 in Ω i,

curl curl E2 − ω2ε2(ω)μ2(ω)E2 = 0 and div(ε2(ω)E2) = 0 in Ωe,

E1 × n = E2 × n on Γ ,

μ1(ω)−1curl E1 × n = μ2(ω)−1curl E2 × n on Γ ,

E2 is outgoing.

(40)

In the following wewill often suppress the dependence ofω on ε�(ω) and onμ�(ω), � = 1, 2.
The interior and exterior Calderón identities are used for deriving a boundary integral

formulation of the scattering resonance problem (40). A function U1 ∈ H(curl;Ω i) is
a solution of the Maxwell’s equations in Ω i with wavenumber ω

√
ε1μ1 if and only if it

satisfies the interior Calderón identity [8, Thm. 8]
( 1

2 I + M(ω
√

ε1μ1) μ1S(ω
√

ε1μ1)

ω2ε1S(ω
√

ε1μ1)
1
2 I + M(ω

√
ε1μ1)

) (
γ i
τU1

μ−1
1 γ i

NU1

)
=

(
γ i
τU1

μ−1
1 γ i

NU1

)
, (41)

where

M(κ) := 1

2
(γ i

τ + γ e
τ )�DL(κ). (42)

We define for � = 1, 2 the block operator

B�(ω) :=
(

M(ω
√

ε�μ�) μ�S(ω
√

ε�μ�)

ω2ε�S(ω
√

ε�μ�) M(ω
√

ε�μ�)

)
.

A function U2 ∈ Hloc(curl;Ωe) is an outgoing solution of Maxwell’s equations in Ωe with
wavenumber ω

√
ε2μ2 if and only if it satisfies the exterior Calderón identity [8, Thm. 8]

(
1

2
I − B2(ω)

) (
γ e
τ U2

μ−1
2 γ e

NU2

)
=

(
γ e
τ U2

μ−1
2 γ e

NU2

)
.

We obtain the following boundary integral formulation of the scattering resonance prob-
lem (40) by using the interior and exterior Calderón identity and by setting
(w,u) := (γ i

τE1, μ
−1
1 γ i

NE1) = (γ e
τ E2, μ

−1
2 γ e

NE2):

(B1(ω) + B2(ω))

(
w
u

)
=

(
0
0

)
. (43)

Note that the eigenvalue problems (40) and (43) are not equivalent. If in the eigenvalue
problem (40) ε1 is interchanged with ε2 and μ1 with μ2, then one also obtains (43) as
corresponding boundary integral formulation. However, the equivalence of (40) and (43) is
guaranteed if for (43) a constraint is imposed, as shown next.

Theorem 4 The following assertions hold true:
(i) Suppose that (ω,E1,E2) is a solution of the scattering resonance problem (40).

Then (κ, γ
i/e
N E) is a solution of the eigenvalue problem (43) and satisfies ( 12I −

B1(ω))(γ i
τE1, μ

−1
1 γ i

NE1)
� = 0.
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(ii) Conversely, suppose that (ω,w,u) is a solution of the eigenvalue problem (43) satisfying
( 12I − B1(ω))(w,u)� = 0. Define

E1 :=�SL(κ1)μ1u + �DL(κ1)w and E2 := − �SL(κ2)μ2u − �DL(κ2)w,

where κ� := ω
√

ε�μ�, � = 1, 2. Then (ω,E1,E2) is a solution of the resonance prob-
lem (40) and (w,u) = (γ i

τE1, μ
−1
1 γ i

NE1).

Proof (i) We have already shown that if (ω,E1,E2) is a solution of the resonance problem
(40) that then (ω, γ i

τE1, μ
−1
1 γ i

NE1) is a solution of (43). The interior Calderón identity (41)
implies that

( 1
2I − B1(ω)

)
(γ i

τE1, μ
−1
1 γ i

NE1)
� = 0.

(ii) Assume now that (ω,w,u), w,u ∈ V \ {0}, satisfies the eigenvalue problem (43) and
that the equation

( 1
2I − B1(ω))

(
w,u)� = 0 holds. We first show that

E1 := �SL(κ1)μ1u + �DL(κ1)w and E2 := − �SL(κ2)μ2u − �DL(κ2)w

satisfy the resonance problem (40), where κ� := ω�
√

ε�μ�, � = 1, 2. By construction E1 is a
solution of the Maxwell’s equations in Ω i and E2 is an outgoing solution of the Maxwell’s
equations in Ωe. Applying the trace operators to E1 and E2 yields

(
γ i
τE1

μ−1
1 γ i

NE1

)
= ( 1

2I + B1(ω)
) (

w
u

)
and

(
γ e
τ E2

μ−1
2 γ e

NE2

)
= ( 1

2I − B2(ω)
) (

w
u

)
.

(44)

Subtracting the second equation from the first equation in (44) and using that (w,u) satisfies
the eigenvalue problem (43) gives

(
γ i
τE1 − γ e

τ E1

μ−1
1 γ i

NE1 − μ−1
2 γ e

NE1

)
= (B1(ω) + B2(ω))

(
w
u

)
=

(
0
0

)
.

Hence, E1 and E2 satisfy the transmission conditions of the eigenvalue problem (43). From
the assumption

( 1
2I − B1(ω))

(
w,u)� = 0 and the first equation in (44), we finally get

(
w
u

)
=

(
1

2
I + B1(ω)

) (
w
u

)
=

(
γ i
τE1

μ−1
1 γ i

NE1

)
.

��
For the analysis of the eigenvalue problem (43) we consider the following antisymmetric

pairing on the product space V2 × V2 → C:
〈(

w
u

)
,

(
w̃
ũ

)〉

τ×τ

:= 〈w, ũ〉τ + 〈u, w̃〉τ .

In the next lemma we collect results on boundary integral operators which we need in order
to prove that B1(ω) + B2(ω) satisfies a generalized Gårding’s inequality.

Lemma 6 Let κ ∈ C, and A(κ) be as defined in (8) and M(κ) defined by (42). Further, let
V (0) be the single layer boundary integral operator of the Laplace equation. Then we have:
(a) The bilinear forms

〈M(κ)·, ·〉τ : X × X → C and 〈M(κ)·, ·〉τ : N × N → C, (45)

〈A(κ)·, ·〉τ : X × V−1/2
π → C and 〈A(κ)·, ·〉τ : V−1/2

π × X → C, (46)

are compact.
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(b) There exists a constant c > 0 such that

〈u,A(0)u〉τ ≥ c‖u‖2
V−1/2

π

for all u ∈ N, (47)

〈v, V (0)v〉− 1
2 , 12

≥ c‖v‖2H−1/2(Γ )
for all v ∈ H−1/2(Γ ). (48)

Proof For assertion (a) we refer to [8, Lem. 9] and for assertion (b) to [8, Lem. 8]. ��
Proposition 3 Let ω ∈ C\{0} and κ� = ω

√
μ�(ω)ε�(ω) �= 0 for � = 1, 2. Then there exist a

compact operator C�(ω) : V2 → V2, an isomorphism T�(ω) : V2 → V2, and an α�(ω) > 0
such that for all u ∈ V2 it holds

Re
(
〈(B�(ω) + C�(ω)) u, β�(ω)T�(ω)u〉τ×τ

)
≥ α�(ω) ‖u‖2V2 , (49)

where

T�(ω) := diag
(
μ�κ

−1
� U�(ω), μ�κ�

−1U�(ω)
)

, U�(ω) :=
{
Θ for Re(κ�) �= 0,

I for Re(κ�) = 0,

β�(ω) := sgn(Re(κ�)) if Re(κ�) �= 0, and β�(ω) := − sgn(Im(κ�))i if Re(κ�) = 0.

Proof A proof for positive wavenumbers κ is given in [9, Thm. 3.12] and [8, Thm. 9]. We
adapt this proof for complex wavenumbers. In what follows, we will suppress the index �,
and for the occurring block operators the dependence on the frequency ω.

Consider the scaling

B = D−1AD, (50)

where

D :=
(
I 0
0 μκ−1I

)
and A :=

(
M(κ) κS(κ)

κS(κ) M(κ)

)
.

Since for any K : V2 → V2 and for any u ∈ V2 it holds

〈(A + K)Du, βRDu〉τ×τ = 〈D−1(A + K)Du, βD̃RDu〉τ×τ

= 〈(B + C)u, βTu〉τ×τ ,
(51)

whereR := diag(U,U), D̃ := diag(μκ−1I, I),C :=D−1KD andT := D̃RD, wewill first deter-
mine an adequate compact perturbation K of A.

Let us define the operator Ŝ(κ) : V → V by

〈Ŝ(κ)u, r〉τ := κ〈A(0)u, r〉τ + κ−1〈divΓ r, V (0)divΓ u〉∓ 1
2
,

wherewe refer to (8) for the definition ofA(κ) and V (κ). SinceM(κ)−M(0) and κS(κ)−Ŝ(κ)

are compact operators in V [9, p. 472] the operator

A0 :=
(
M(0) Ŝ(κ)

Ŝ(κ) M(0)

)
: V2 → V2

is a compact perturbation of A in V2. Let u ∈ V2 and Du=:v=:(v1, v2)�. Decompose
v1 = vX1 + vN1 and v2 = vX2 + vN2 according to the splitting V = X ⊕ N as given in (11),
where vX1 , vX2 ∈ X and vN1 , vN2 ∈ N.
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First we consider the case that Re(κ) �= 0. Then,R = diag(Θ,Θ) and

〈A0v,Rv〉τ×τ

= 〈M(0)vX1 , vX2 〉τ − 〈M(0)vX1 , vN2 〉τ + 〈M(0)vN1 , vX2 〉τ − 〈M(0)vN1 , vN2 〉τ
+〈Ŝ(κ)vX2 , vX2 〉τ − κ〈A(0)vX2 , vN2 〉τ + κ〈A(0)vN2 , vX2 〉τ − κ〈A(0)vN2 , vN2 〉τ
+〈Ŝ(κ)vX1 , vX1 〉τ − κ〈A(0)vX1 , vN1 〉τ + κ〈A(0)vN1 , vX1 〉τ − κ〈A(0)vN1 , vN1 〉τ
+〈M(0)vX2 , vX1 〉τ − 〈M(0)vX2 , vN1 〉τ + 〈M(0)vN2 , vX1 〉τ − 〈M(0)vN2 , vN1 〉τ ,

where we have used that 〈Ŝ(κ)u, r〉τ = κ〈A(0)u, r〉τ if u ∈ N or if r ∈ N. From the
compactness properties of A(0) and M(0), see (46) and (45), it follows that there exists a
compact operator K̂ : V2 → V2 such that

〈(A0 + K̂)v,Rv〉τ×τ = −〈M(0)vX1 , vN2 〉τ + 〈M(0)vN1 , vX2 〉τ
+ κ−1〈divΓ v

X
2 , V (0)divΓ v

X
2 〉∓ 1

2
− κ〈A(0)vN2 , vN2 〉τ

+ κ−1〈divΓ v
X
1 , V (0)divΓ v

X
1 〉∓ 1

2
− κ〈A(0)vN1 , vN1 〉τ

−〈M(0)vX2 , vN1 〉τ + 〈M(0)vN2 , vX1 〉τ . (52)

The symmetry of M(0) implies

〈M(0)u, r〉τ − 〈M(0)r,u〉τ = 〈M(0)u, r〉τ − 〈M(0)u, r〉τ
= 〈M(0)u, r〉τ − 〈M(0)u, r〉τ = 2i Im(〈M(0)u, r〉τ ). (53)

Combining (52) and (53) gives using the ellipticity properties of V (0) and A(0) from
Lemma 6(b)

Re(〈(A0 + K̂)v,Rv〉τ×τ )

= Re(κ−1)
(
〈divΓ v

X
2 , V (0)divΓ v

X
2 〉∓ 1

2
+ 〈divΓ v

X
1 , V (0)divΓ v

X
1 〉∓ 1

2

)

+Re(κ)
(
〈vN2 ,A(0)vN2 〉τ + 〈vN1 ,A(0)vN1 〉τ

)
.

Hence, we get with v = Du = (uX1 + uN1 , μκ−1(uX2 + uN2 ))�, uXj ∈ X, uNj ∈ N, j = 1, 2,

Re
(
〈(A0 + K̂)Du,RDu〉τ×τ

)

= Re(κ−1)(|μκ−1|2〈divΓ u
X
2 , V (0)divΓ u

X
2 〉 1

2 ,Γ + 〈divΓ u
X
1 , V (0)divΓ u

X
1 〉 1

2 ,Γ )

+Re(κ)
(
|μκ−1|2〈uN2 ,A(0)uN2 〉τ + 〈uN1 ,A(0)uN1 〉τ

)
. (54)

SinceA0 is a compact perturbation ofA, the identities (51) and (54) imply that there exists a
compact operator C : V2 → V2 and a constant α̃ > 0 such that for β = sgn(Re(κ)) it holds

Re(〈(B + C)u, βTu〉) ≥ α̃
(〈divΓ u

X
2 , V (0)divΓ u

X
2 〉Γ

+〈divΓ u
X
1 , V (0)divΓ u

X
1 〉Γ + 〈uN2 ,A(0)uN2 〉τ + 〈uN1 ,A(0)uN1 〉τ

)
.

The ellipticity properties of V (0) and A(0) from Lemma 6(b) together with the norm equiv-
alence (12) yields the inequality (49) for Re(κ) �= 0.
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It remains to consider the case Re(κ) = 0. Again, the compactness properties of A(0) and
M(0), see (46) and (45), imply that there exists a compact operator K̃ : V2 → V2 such that

〈(A0 + K̃)v, v〉τ×τ = 〈M(0)vX1 , vN2 〉τ + 〈M(0)vN1 , vX2 〉τ
+ κ−1〈divΓ v

X
2 , V (0)divΓ v

X
2 〉− 1

2 , 12
+ κ〈A(0)vN2 , vN2 〉τ

+ κ−1〈divΓ v
X
1 , V (0)divΓ v

X
1 〉∓ 1

2
+ κ〈A(0)vN1 , vN1 〉τ

+〈M(0)vX2 , vN1 〉τ + 〈M(0)vN2 , vX1 〉τ .
From

〈M(0)u, r〉τ + 〈M(0)r,u〉τ = 〈M(0)u, r〉τ + 〈M(0)u, r〉τ
= 〈M(0)u, r〉τ + 〈M(0)u, r〉τ = 2Re(〈M(0)u, r〉τ )

we get

〈(A0 + K̃)v, v〉τ×τ = κ−1〈divΓ v
X
2 , V (0)divΓ v

X
2 〉∓ 1

2

+ κ−1〈divΓ v
X
1 , V (0)divΓ v

X
1 〉∓ 1

2
− κ

(〈vN2 ,A(0)vN2 〉τ + 〈vN1 ,A(0)vN1 〉τ
)

+ 2Re
(〈M(0)vX1 , vN2 〉τ + 〈M(0)vN1 , vX2 〉τ

)
.

For β = − sgn(Im(κ))i , we have κ−1β = |κ−1| and κβ = −|κ| because Re(κ) = 0. Using
the ellipticity properties of V (0) and A(0) from Lemma 6(b) this implies

Re(〈(A0 + K̃)Du, βDu〉τ×τ ) = |κ|〈|μκ−1|2divΓ u
X
2 , V (0)divΓ u

X
2 〉∓ 1

2

+〈divΓ u
X
1 , V (0)divΓ u

X
1 〉∓ 1

2
+ |κ|(〈uN1 ,A(0)uN1 〉 + |μκ−1|2〈uN2 ,A(0)uN2 〉).

Inequality (49) follows now with the same arguments as for Re(κ) �= 0. ��
Theorem 5 Let ω ∈ C \ {0} and κ� = ω

√
μ�(ω)ε�(ω) �= 0 for � = 1, 2. Suppose that

μ1
√

μ2ε2 �= ±μ2
√

μ1ε1 (55)

if Re(κ1) �= 0 and Re(κ2) �= 0 and if Re(κ1) = Re(κ2) = 0, and that

μk
√

μ jε j �= ±μ j
√

μkεk i (56)

if Re(κ j ) �= 0 and Re(κk) = 0 for j �= k. Then there exist a compact operator C(ω) : V2 →
V2, an isomorphism T(ω) : V2 → V2, and an α(ω) > 0 such that for all u ∈ V2 it holds

Re
(
〈(B1(ω) + B2(ω) + C(ω)) u, T(ω)u〉τ×τ

)
≥ α(ω) ‖u‖2V2 . (57)

Proof Proposition 3 shows that for � = 1, 2 there exist compact operators C�(ω) : V2 → V2,
isomorphisms β�(ω)T�(ω) : V2 → V2 and α�(ω) > 0 such that

Re
(
〈(B�(ω) + C�(ω)) u, β�(ω)T�(ω)u〉τ×τ

)
≥ α�(ω) ‖u‖2V2 .

Choosing C(ω) = C1(ω) + C2(ω) and T(ω) = β1(ω)T1(ω) + β2(ω)T2(ω) yields inequal-
ity (57). It remains to show that

T(ω) = diag

(
2∑

�=1

β�(ω)μ�κ
−1
� U�(ω),

2∑

�=1

β�(ω)μ�κ�
−1U�(ω)

)
(58)
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is an isomorphism fromV2 toV2, which holds if the diagonal blocks are isomorphisms from
V to V. This will be shown for the upper block of T(ω) and the case that both Re(κ1) �= 0
and Re(κ2) �= 0. The other cases can be treated similarly.

Assume that Re(κ1) �= 0 and Re(κ2) �= 0. Then, β�(ω) = sgn(Re(κ�)) and U�(ω) = Θ,
and the upper block of T(ω) in (58) reads as

2∑

�=1

β�(ω)μ�κ�
−1U�(ω) = ω−1

2∑

�=1

sgn(Re(κ�))μ�(
√

ε�μ�)−1Θ.

From μ1
√

μ2ε2 �= ±μ2
√

μ1ε1 it follows that μ1(
√

μ1ε1)
−1 �= ±μ2(

√
μ2ε2)

−1 and

2∑

�=1

sgn(Re(κ�))μ�(
√

ε�μ�)−1 �= 0.

This shows that the upper block of T(ω) is an isomorphism, since Θ is an isomorphism. ��
The assumptions on the material parameters ε� and μ� in (55) and (56) of Theorem 5

are satisfied for example if the scatterer and background medium are dielectrics but also for
typical configurations of scattering problems in plasmonics.

5.1 Galerkin approximation

For the Galerkin approximation of the eigenvalue problem (43) we use Vk
h × Vk

h as ansatz
space, where again Vk

h denotes either RTk(Th) or BMDk(Th), see Sect. 4. We assume that
Λ ⊂ C \ {0} is an open set such that

√
μ�(ω)ε j (ω), � ∈ {1, 2}, are holomorphic on Λ and

that the assumptions in (55) and (56) of Theorem 5 are satisfied. The Galerkin eigenvalue
problem reads as follows: Find ωh ∈ Λ and uh ∈ Vk

h × Vk
h , uh �= 0, such that

〈(B1(ωh) + B2(ωh))uh, vh〉τ×τ = 0 for all vh ∈ Vk
h × Vk

h . (59)

We use the abstract results of Sect. 3 in order to show the convergence of the eigenvalues
and eigenfunctions of the Galerkin eigenvalue problem (59). Define

Th(ω) := diag

(
2∑

�=1

β�(ω)μ�κ
−1
� Uh

� (ω),

2∑

�=1

β�(ω)μ�κ
−1
� Uh

� (ω)

)

where Uh
� (ω) :=Θh for Re(κ�) �= 0 and Uh

� (ω) := I for Re(κ�) = 0. Here, Θh is defined
by (28). Then Th(ω) ∈ B(Vk

h × Vk
h,Vk

h × Vk
h) and

sup
vh∈Vk

h×Vk
h\{0}

‖(T(ω) − Th(ω))vh‖V2

‖vh‖V2
→ 0 as h → 0.

Further, let Ph : V → Vk
h be the orthogonal projection of V onto Vh , and define

Ph := diag(Ph, Ph) and J :=
(
0 J
J 0

)
.

Then, from Corollary 1 it follows that the sequence (PhJ(B1(ω) + B2(ω))Ph)h converges
regularly to J(B1(ω) + B2(ω)) for all ω ∈ Λ. As a consequence, we can apply the conver-
gence results of Theorem 1 to the eigenvalues and eigenfunctions of the Galerkin eigenvalue
problem (59).

123



SN Partial Differential Equations and Applications (2021) 2 :39 Page 23 of 29 39

6 Numerical examples

In this section we report on results from some numerical experiments for the approxima-
tion of the eigenvalues of the boundary integral formulations of the interior and exterior
resonance problem (1) and (2), and of the scattering resonance problem for the penetrable
scatterer (40). In all experiments Raviart–Thomas elements of lowest order k = 0 are used.
For the computations of the boundary element matrices the open-source library BEM++ [31]
is employed.

The Galerkin approximations of the eigenvalue problems for S(·) and for B1(·) + B2(·)
result in holomorphic matrix eigenvalue problems in C \ {0} and in Λ, respectively. The
related matrix-valued functions are denoted by Sh(·) and B1,h(·)+B2,h(·). For the numerical
solution of the matrix eigenvalue problems we use the contour integral method as given
in [2]. For other variants of the contour integral method we refer to [1,38]. The contour
integral method is a reliable method for the approximation of all eigenvalues which lie inside
of a given contour in the complex plane, and for the approximation of the corresponding
eigenvectors. The method is based on the contour integration of the resolvent, (Sh(·))−1 and
(B1,h(·) + B2,h(·))−1 in our case, and utilizes that the eigenvalues of eigenvalue problems
for holomorphic matrix-valued functions are poles of the resolvent. By contour integration
of the resolvent applied to some randomly chosen set of test vectors a reduction of the
holomorphic eigenvalue problem to an equivalent linear eigenvalue problem is possible such
that the eigenvalues of the linear eigenvalue problem coincide with the eigenvalues of the
nonlinear eigenvalue problem inside the contour.

The main computational cost of the numerical implementation of the contour integral
method consists in the approximation of the contour integral of the resolvent. In our numerical
experiments we use for that the composite trapezoidal rule as suggested in [2]. In general,
with such an approximation of the contour integral an exponential convergence order for the
approximation of the eigenvalues with respect to number of quadrature nodes is achieved
[2]. The composite trapezoidal rule requires in each quadrature node ξ j , j = 1, . . . , N ,
the application of (Sh(ξ j ))

−1 and (B1,h(ξ j ) + B2,h(ξ j ))
−1, respectively, to some randomly

chosen set of test vectors, for which in our numerical experiments an LU decomposition is
utilized.

Remark 6.1 For the analysis of the contour integral method it is usually assumed that the
underlying matrix-valued function of the eigenvalue problem is holomorphic inside the con-
tour. However, the contour integral method is also suitable for eigenvalue problems where
the underlying function has isolated singularities in the case of that the resolvent has a holo-
morphic continuation in the neighborhood of the singularities. The reason for that is that the
contour integralmethodoperates on the resolvent of the eigenvalue problemand approximates
the poles of the resolvent. Our numerical experiments indicates that there is a holomorphic
continuation of (Sh(·))−1 as well as of (B1,h(·) + B2,h(·))−1 in the neighborhood of 0, see
Figs. 1, 2 and 3, respectively. The conjecture is that this property holds in general if the
material parameters are holomorphic in the neighborhood of 0.

6.1 Interior and exterior resonance problem

In the first numerical examples we consider the Galerkin approximation (34) of the boundary
integral formulation (10) of the interior and exterior resonance problem (1) and (2). The
unit cube and the unit ball are chosen for Ω i. In all examples in this subsection we take
ε = μ = 1.0.
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Fig. 1 Unit cube: computed
interior resonances by the contour
integral method for h = 0.177 0 2 4 6 8 10

-0.5
0

0.5

6.1.1 Interior resonance problem for the unit cube

For the unit cube only the interior resonances are known analytically. Therefore we restrict
ourselves to the approximation of the resonances of the interior problem. The interior res-

onances have the form κ = πk, where k =
√

k21 + k22 + k23 with k1, k2, k3 ∈ N0 and
k1k2 + k2k3 + k3k1 > 0 [3, Sect. 6]. For the contour integral method we choose as contour
the ellipse ϕ(t) = c + a cos(t) + ib sin(t), t ∈ [0, 2π ], with c = 5.0, a = 5.1 and b = 0.5.
There are seven distinct eigenvalues within this ellipse which have a total algebraic multi-
plicity of 32. The number of quadrature nodes for the approximation of the contour integral
is 25. In Table 1 the errors of the approximations of the two smallest resonances and of the
largest resonance for discretizations with mesh sizes h = √

22− j , j = 2, . . . , 5, are given.
We observe that the experimental orders of convergence (eoc) match the theoretical pre-

dicted cubic asymptotic convergence order, see (39). Further, for the specified mesh sizes all
exact resonances are approximated with the right multiplicities and no spurious resonances
occur within the ellipse. A plot of the computed resonances for the mesh with mesh size
h = √

22−4 is given in Fig. 1. The experiments also confirm the mentioned conjecture that
the resolvent Sh(·)−1 can be holomorphically extended to κ = 0.We want to mention that for
coarser discretizations with 18 and 72 degrees of freedom, which corresponds to the mesh
sizes h = √

2 and h = √
22−1, only the two smallest resonances are approximated well and

that for these discretizations the cubic convergence order is no longer observable.

6.1.2 Interior and exterior resonance problem for the unit ball

The interior and exterior resonances of the unit ball can be represented as zeros using the
spherical Bessel and Hankel functions [29]. We denote by jn the spherical Bessel functions
of the first kind and as before by h(1)

n the spherical Hankel functions of the first kind. The set
of the interior resonances is given by

{κ ∈ R \ {0} : jn(κ) = 0 or jn(κ) + κ j ′n(κ) = 0, n ∈ N},

and that of the exterior resonances by

{κ ∈ C : h(1)
n (κ) = 0 or h(1)

n (κ) + κh(1)′
n (κ) = 0, n ∈ N}.

As contour for the contour integral method the ellipse ϕ(t) = c + a cos(t) + ib sin(t),
t ∈ [0, 2π], is chosen with c = 5.0, a = 5.3 and b = 1.0. There are 23 distinct eigenvalues
within this ellipse having a total algebraic multiplicity of 157. For the approximation of the
contour integral 100 quadrature nodes are taken. In Table 2 the errors of the smallest and the
largest interior and exterior resonance in modulus inside the ellipse are given.

The experimental convergence order is in contrast to the cube of one order reduced since
the sphere is approximated byflat triangles.Again, all exact resonances are approximatedwith
the right multiplicities and no spurious resonances occur. In Fig. 2 the computed resonances
by the contour integral method for the mesh with mesh size h = 0.082 are plotted.
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Fig. 2 Unit ball: computed
interior (plus sign) and exterior
(cross) resonances by the contour
integral method for h = 0.177
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1

Fig. 3 Scattering resonance
problem for the penetrable
scatterer (unit cube): computed
resonances by the contour
integral method for h = 0.177
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6.2 Scattering resonance problem for a penetrable scatterer

In this subsection we consider the Galerkin approximation of the boundary integral formula-
tion (43) of the scattering resonance problem for the penetrable scatterer (40). The domains
Ω i for the numerical examples are again the unit cube and the unit ball. As approximation
space we choose V0

h × V0
h = RT0(Th) × RT0(Th).

6.2.1 Unit cube

For this example the material parameters are set to ε1 = 4.0 and ε2 = μ1 = μ2 = 1.0. The
exact resonances of the resonance problem for a penetrable cube are not known. As reference
resonances the computed resonances of a very fine mesh with mesh size h = 0.03125 are
taken. As contour for the contour integral method we chose the ellipse ϕ(t) = c +a cos(t)+
ib sin(t), t ∈ [0, 2π], with c = 2.5, a = 2.7 and b = 0.5. For the approximation of the
contour integral 20 quadrature nodes are used. The numerical experiments suggest a cubic
asymptotic convergence order, see Table 3, which is in accordancewith the theoretical results.

The computed approximations of the resonances by the contour integral method inside
the ellipse for h = 0.177 are plotted in Fig. 3. The numerical experiments indicate that the
resolvent (B1,h(·) + B2,h(·))−1 can be holomorphically extended to ω = 0.

6.2.2 Unit ball

In the last example we consider a plasmonic resonance problem for a golden nano-sphere
with diameter d = 100nm embedded in a host medium with refractive index of 1.5 [35]. A
Drude model for the permittivity of gold is taken of the form [30]

ε1(ω) = ε0

(
1 − ωp

ω(ω − iγ )

)
, (60)

with ε0 being the vacuum permittivity, ωp = 1.26× 1016 s−1 and γ = 1.41× 1014 s−1. The
other material parameter are chosen as ε2 = 1.5ε0, μ1 = μ2 = μ0, where μ0 is the vacuum
permeability.

The exact resonances of the scattering resonance problem for a penetrable scatterer for a
ball with radius R can be determined by the Mie series method [35, Supplemental material,
Sect. 3]. A number ω ∈ C is a resonance if it satisfies either

[
jn(κ1R) + κ1R j ′n(κ1R)

]
μ−1
2 κ2

2h(1)
n (κ2R)

−μ−1
1 κ2

1 jn(κ1R)
[
h(1)

n (κ2R) + k2Rh(1)′
n (κ2R)

]
= 0
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Table 1 Unit cube: approximation error (for the weighted mean κ j,h ) and experimental order of convergence
(eoc) of the two smallest resonances and the largest resonance inside the ellipse for different mesh sizes h and
degrees of freedom (dofs)

h dofs err(κ1,h) eoc err(κ2,h) eoc err(κ7,h) eoc

2−1.5 288 1.11e−2 – 2.20e−2 – 6.02e−2 –

2−2.5 1152 1.03e−3 3.4 2.11e−3 3.4 5.11e−3 3.6

2−3.5 4608 1.09e−4 3.2 2.31e−4 3.2 5.50e−4 3.3

2−4.5 18432 1.22e−5 3.1 2.68e−5 3.1 6.44e−5 3.1

Table 2 Unit ball: approximation error (for the weighted mean κ i/ej,h ) and experimental order of convergence
(eoc) of the smallest and the largest interior and exterior resonance in modulus inside the ellipse for different
mesh sizes h and degrees of freedom (dofs)

h dofs err(κe1,h) eoc err(κ i1,h) eoc err(κerr4,h) eoc err(κ i19,h) eoc

0.32 720 7.80e−3 – 2.15e−2 – 3.26e−2 – 7.11e−2 –

0.16 2880 1.95e−3 2.0 5.37e−3 2.01 7.80e−3 2.1 1.87e−2 1.9

0.08 11520 4.88e−4 2.0 1.34e−3 2.00 1.91e−3 2.0 4.78e−3 2.0

0.04 46080 1.14e−4 2.1 3.35e−4 2.00 4.73e−4 2.0 1.21e−3 2.0

Table 3 Scattering resonance problem for the penetrable scatterer (unit cube): error (for the weighted mean
ω j,h ) and experimental order of convergence (eoc) of the four resonances with smallest real part inside the
ellipse for different mesh sizes h and degrees of freedom (dofs)

h dofs err(ω1,h) eoc err(ω2,h) eoc err(ω3,h) eoc err(ω4,h) eoc

0.35 576 6.14e−3 – 1.21e−2 – 2.30e−2 - 3.94e−2 –

0.17 2304 6.05e−4 3.3 1.16e−3 3.4 2.21e−3 3.5 3.25e−3 3.6

0.08 9216 6.21e−5 3.2 1.17e−4 3.4 2.18e−4 3.3 3.15e−4 3.4

or

jn(κ1R)μ−1
2

[
h(1)

n (κ2R) + κ2Rh(1)′
n (κ2R)

]

−h(1)
n (κ2R)μ−1

1

[
jn(κ1R) + κ1R j ′n(κ1R)

] = 0, (61)

for some n ∈ N, where κ� = ω
√

ε�(ω)μ�(ω), � = 1, 2.
In plasmonics those scattering resonances are of interest which are close to the frequency

range of light which corresponds to [1.7, 3.1]�−1, where � is the reduced Planck constant in
eV s given by � = 6.58211957e−16. For the contour integral method as contour an ellipse
is chosen with ϕ(t) = �

−1 [c + a cos(t) + ib sin(t)], t ∈ [0, 2π], with c = 2.5, a = 1.4
and b = 0.75. The number of quadrature nodes for the approximation of the contour integral
is 20. Three distinct resonances with total algebraic multiplicity of 15 lie inside the ellipse,
which are solutions of Eq. (61) for n = 1, 2, 3.

The principal square root, with the branch cut along the non-positive real axis, applied
to the permittivity ε1(ω) defined in (60) is non-continuous along the contour. Instead we
take the square root with the branch cut {z = r(cos(φ0) + i sin(φ0)) : r ≥ 0}, φ0 = 1.9π ,
which guarantees that

√
ε1(ω)μ1 is continuous along the contour and inside of it. In Table 4
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Table 4 Golden ball with diameter d = 100 nm: relative approximation error (for the weighted mean ω j,h )
and experimental order of convergence (eoc) of the scattering resonances inside the ellipse for different mesh
sizes h and degrees of freedom (dofs)

h (nm) dofs r-err(ω1,h) eoc r-err(ω2,h) eoc r-err(ω3,h) eoc

35.35 288 2.88e−2 – 1.56e−2 – 9.44e−3 –

16.25 1812 4.65e−3 2.34 2.50e−3 2.64 1.37e−3 2.79

7.67 7710 1.06e−3 1.97 5.67e−4 2.14 3.24e−3 2.08

3.58 33240 2.40e−4 1.95 1.35e−4 2.07 7.44e−4 2.12

Fig. 4 Golden ball with diameter
d = 100 nm: computed scattering
resonances by the contour
integral method for h = 7.67 nm.
(The axes are scaled by a factor
of �)
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the relative error and the experimental order of convergence for the approximation of the
resonances inside the contour are given. The convergence order is compared to the cube of
one order reduced as expected since the sphere is approximated by flat triangles.

Again, all eigenvalues inside the ellipse are approximated with the right multiplicity and
no spurious eigenvalues occur. In Fig. 4 the computed resonances by the contour integral
method for the mesh with mesh size h = 7.67 are plotted.

7 Conclusions

In this paper we have analyzed the Galerkin approximation of boundary integral formulations
for three different types of electromagnetic resonance problems. We have considered the sin-
gle layer boundary integral formulation for the interior and exterior resonance problem with
perfect conducting boundary conditions and a first kind boundary integral formulation of
the resonance problem for the penetrable scatterer. These boundary integral formulations are
eigenvalue problems for holomorphic Fredholm operator-valued functions. For the numerical
approximation of these eigenvalue problems a Galerkin approximation with Raviart–Thomas
and Brezzi–Douglas–Marini type elements are considered. The extension of recent results
[15,16] on the regular approximations of operators satisfying a generalizedGårding’s inequal-
ity enables us to apply the classical convergence theory on the approximation of eigenvalue
problems for holomorphic Fredholm operator-valued functions to the proposed boundary
element approximations. Numerical examples confirm the theoretical convergence results
and show that the asymptotic convergence behavior appears on rather coarse meshes.
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