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Abstract
This paper investigates the return on investment (ROI) in cyberinfrastructure (CI) facilities and services by comparing the 
value of end products created to the cost of operations. We assessed the cost of a US CI facility called XSEDE and the 
value of the end products created using this facility, categorizing end products according to the International Integrated 
Reporting Framework. The US federal government invested approximately $0.3B in operating the XSEDE ecosystem from 
2016–2022. The estimated value of end products facilitated by XSEDE ranges from around $4.7B to $22.7B or more. Credit 
for the majority of these end products is shared among various contributors, including the XSEDE ecosystem. Granting the 
XSEDE ecosystem a seemingly reasonable percentage of credit for its contributions to end product creation suggests that the 
return on federal investment in the XSEDE ecosystem, in terms of value of end products created, was greater than one and 
possibly far greater than one. The Framework proved useful for addressing this question. Earlier work showed that the value 
of services provided by XSEDE was significantly greater than the cost of those services to the US federal government—a 
positive return on investment for delivery of services. Analyzing the financial efficiency of operations and the financial value 
of end products are two means for assessing the success of CI facilities in financial terms. Financial analyses should be used 
as one of many approaches for evaluating the success of CI facilities.
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Introduction

The scientific research community is faced with a myr‑
iad of potentially valuable and interesting research ques‑
tions, with time and funding available to examine only a 
limited subset of them. Cyberinfrastructure (CI) facilities 
supporting research generally face more demand for their 
resources and services than they are able to fulfill, given 
the time and funding available. Presently, government 
research funding and university budgets are under signifi‑
cant strain, at least within the US. This leads to questions 
at all levels, from the federal government to individual 
labs, about how many and which research projects to fund, 
and how much funding to expend on providing research‑
supporting CI facilities and services. For many years 
now, researchers and CI facility operators have justified 
their research and research facilities based on intellec‑
tual outcomes, the practical effects of those outcomes, or 
the inherent value of understanding our world. Improved 
knowledge and understanding are indeed the primary moti‑
vations for students and those pursuing careers in research 
and research support, but sometimes the value of research 
is most effectively demonstrated in financial terms. For 
audiences such as chief financial officers (CFOs), elected 
government representatives, or taxpayers, financial terms 
are an essential part of any explanation of the value of any 
scientific research endeavor or service. This paper uses 
a recently developed accounting methodology, called the 
<IR> Framework, to analyze the financial value of the end 
products created via the use of research CI facilities. This 
methodology allows us to evaluate return on investment 
(ROI) in a CI facility by comparing the monetary value of 
the end products created using the facility with the facil‑
ity’s cost, something that has never been done before in 
the US, as far as we can ascertain.

It has long been possible to relate the value of invest‑
ment in information technology (IT) to the value of very 
broad outcomes and end products. A recent example is [1], 
which shows that what we know as the modern telecom‑
munications industry is a return on government investment 
in computer science research. This approach, while com‑
pelling, cannot help us evaluate the success of a specific 
research or research infrastructure investment. The chal‑
lenges in attaching the financial values of end products 
to investment in a specific research project and a specific 
research CI facility include:

• The values of end products accrue over long periods 
of time and are time-dependent. For example, chemi‑
cal simulations using CI resources may produce results 
that take years, even decades, to come to market as a 
drug. Once available for use, however, the drug’s value 

increases each year as it is used to treat more and more 
people.

• A CI facility used to support research is only one of many 
factors that goes into creating a useful end product. For 
most end products developed using a CI facility, many 
other facilities and large numbers of people contribute 
to the final product. What portion of its value should be 
credited to the CI facility?

• It is very hard to valuate outcomes. How does one assess 
the long‑term financial value of something as routine as a 
scientific publication or as extraordinary as successfully 
mitigating the negative effects of global climate change?

These challenges are all significant. The best available 
methods for assessing the financial value of CI facilities 
are unquestionably imperfect. However, in the current 
fiscal environment, we deem it better to do an imperfect 
analysis with clearly understood shortcomings than to do 
nothing. Examples of questions the authors of this paper 
have heard include (paraphrased): “Our university is in 
dire financial straits; please explain, in specific financial 
terms, why your CI facility should not be closed,” and 
“Funding agency XYZ has a very limited budget; please 
explain to these congressional staff members why invest‑
ing in your particular CI facility is of financial benefit 
to the US economy.” In the case of the eXtreme Science 
and Engineering Discovery Environment (XSEDE) pro‑
ject, discussed here, the ability to offer a quick, reasonable 
answer about XSEDE’s financial effectiveness was a criti‑
cal factor in the facility being renewed for the maximum 
time permitted by the policies of the National Science 
Foundation (NSF)—the branch of the US federal gov‑
ernment that funded the project. Conversely, the authors 
know of three specific cases where less clear answers 
about the financial effectiveness of investing in CI facili‑
ties were a factor in a facility’s downsizing or elimina‑
tion. One publicly documented example is the closure of 
the Arctic Region Supercomputer Center (ARSC) [2], 
part of the University of Alaska Fairbanks (UAF) and a 
long‑time excellent and internationally recognized super‑
computing center. Formerly funded largely through the 
US Department of Defense (DOD), ARSC was closed in 
2015 when full financial responsibility for its operations 
fell to UAF. As with the closure of any university subunit, 
many factors were at play. In this case, important factors 
included UAF budget constraints and what its leadership 
saw as inadequate enunciation of the value proposition 
of ARSC for the university. (Co‑author Stewart was on 
an external review committee that was unable to explain 
ARSC’s value to UAF to the satisfaction of its institu‑
tional leaders.) The financial stresses in higher education 
are most severe in smaller institutions [3] such as UAF, 
but they are felt across the higher education landscape. In 
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the months preceding the writing of this paper, two large 
research universities announced budget shortfalls in the 
several tens of millions of dollars, while a third university 
announced a shortfall exceeding $10M [4]. None of these 
has yet involved any announcements of cuts to research CI 
facilities or support, but one of the situations is so severe 
that most aspects of university operations are likely to be 
affected. Other large research universities have downsized 
their CI facilities in recent years. Thus, there is good evi‑
dence that at some universities, investment in CI facilities 
has been or will be decreased as a consequence of finan‑
cial challenges (see [5]). A smaller number of universities, 
meanwhile, have seemingly justified increasing investment 
in CI facilities. All of this suggests that it is timely to 
pursue the financial aspects of investment in CI facilities.

In this paper, we analyze the long‑term financial value 
created as a result of US federal government investments in 
the suite of CI projects collectively called the XSEDE eco‑
system [6]. This ecosystem was supported by two different 
series of grant awards from the NSF. The XSEDE project 
was funded by one of these series of awards—a series of 
two awards that funded XSEDE to provide services to the 
US research and education community starting in 2011 and 
ending in 2022. The XSEDE award supported centralized 
allocation, operation, security, training, and support func‑
tions for a set of large‑scale computation, data storage, and 
visualization systems. The other series of grant awards by 
the NSF supporting the XSEDE ecosystem—separate and 
distinct from the XSEDE project funding—funded construc‑
tion and operation of several large‑scale CI systems, with 
roughly half a dozen such systems in operation at any given 
time. Recipients of these grants were required to build CI 
facilities that made use of XSEDE’s operational and support 
services and complied with XSEDE technical standards. The 
NSF awards that funded these large‑scale CI systems oper‑
ated on staggered timescales, allowing the NSF to continu‑
ally refresh the pool of CI systems it made available to the 
US research community. The High Performance Comput‑
ing (HPC) systems integrated with XSEDE included widely 
used supercomputers and cloud systems such as Stampede, 
Bridges, and Jetstream. Broadly, the XSEDE ecosystem 
refers to the NSF‑funded project called XSEDE, the addi‑
tional NSF‑funded CI systems, and other smaller systems 
and support activities not funded by the federal government. 
To give a sense of the scale of the XSEDE project, at any 
given time it employed about 180 individuals, representing 
some 90 full‑time equivalent (FTE) staff [7]. In its eleven 
years of operation, the XSEDE ecosystem supported a total 
of 32,000 distinct users, located in every state in the US. The 
XSEDE ecosystem included more than 15 advanced CI sys‑
tems, with an aggregate processing capability of more than 
25 petaFLOPS (1 petaFLOPS = one quadrillion floating‑
point operations per second). See [7, 8] for more details.

This paper focuses on the time period from September 1, 
2016 to August 31, 2022. This was a time of mature opera‑
tional activities, during which the project collected reliable 
counts of many types of end products. Given the NSF’s 
investment of hundreds of millions of dollars in the XSEDE 
ecosystem for over a decade, it certainly seems worthwhile 
and responsible to attempt to assess the value of the results 
of the investment.

We explore the fundamental question regarding the worth 
of research facilities: Does the expenditure of taxpayer 
money on the XSEDE ecosystem by the US federal govern‑
ment lead to societal benefits that exceed its costs?

Prior Related Work

Assessing Return on Investment 
in Cyberinfrastructure

Stewart et al. [9] reviewed the literature regarding ROI for 
cyberinfrastructure. The first peer‑reviewed paper to quan‑
titatively analyze the value of financial investment in CI was 
Apon et al. [10]. They and Smith and Harrell [11] demon‑
strated that increased investment in CI leads to an increase 
in desired outcomes including publications, doctoral degrees 
conferred, and university rankings. Apon et al. and Smith 
[12] also showed that increased investment in CI leads to 
increased grant funding.

A textbook definition of ROI is “a ratio relating income 
generated by an organization to the resources (or asset base) 
used to produce that income” [13], or:

In public sector research, however, there is generally no 
income per se; nothing is being sold or leased. The term 
 ROIproxy was coined to create a measure conceptually similar 
to ROI, where value created in financial terms is compared 
to the financial cost [14]:

In this paper, as in earlier work, we refer to the values we 
estimate as  ROIproxy to emphasize that we are using “value 
created divided by cost” as a proxy for ROI in a situation 
where no income is actually realized by the entity making 
the investment. This sort of generalization of the definition 
of ROI is not new; many prior publications have done this, 
but without noting that the initial definition of ROI is being 
adapted rather than followed exactly. Another definition of 
ROI is profit divided by investment [15]. The biggest differ‑
ence between these otherwise very similar definitions is that 

ROI =
Income

Assets invested

ROIproxy =
Market value of services delivered and products created

Cost to deliver services and products



 SN Computer Science           (2024) 5:558   558  Page 4 of 22

SN Computer Science

the break‑even point in the definition we use is 1.0, while 
the break‑even point in the definition based on profit is 0.0. 
Conceptually, XSEDE creates value rather than receiving 
funds or making a profit. “Value created” seems more akin 
to “funds received” than to “profit,” and that is the basis for 
our choice between these very similar definitions.

Our prior work used the logic model of organizational 
processes shown in Fig. 1 (modified from [16]) as its con‑
ceptual framework. A similar approach is taken in assess‑
ing the “cost effectiveness ratio” of a diverse set of large 
research infrastructure facilities in [17].

In earlier works we concentrated on  ROIproxy for invest‑
ment in the “Activities” block of this model by comparing 
the market value of services delivered to the actual cost 
of delivering those services. These analyses showed that 
XSEDE delivers services for 1/3 to 1/2 of the cost of pur‑
chasing the services from commercial providers: thus, an 
 ROIproxy for XSEDE operational activities was between 2 
and 3. Similar analyses, comparing purchasing and operating 
on‑premise HPC systems with the cost of commercial cloud 
services, show that on‑premise HPC and cloud facilities are 
far less expensive (for example, [18]). Prior results consist-
ently show that public sector CI services and facilities cost 
a fraction of what it would cost to purchase those services 
on the market.

The International Integrated Reporting <IR> 
Framework

In this paper we compare the value of end products—out‑
puts and outcomes as shown in Fig. 1—with the cost of 
operating the XSEDE ecosystem. To categorize and tally 
the value of end products enabled by the use of XSEDE, 
we have adopted a framework called the International Inte-
grated Reporting <IR> Framework, or <IR> Framework 
[19]. This framework was created and is maintained by 
the International Integrated Financial Reporting Standards 
(IFRS) Foundation, whose website states: the “purpose of 
an integrated report is to explain to providers of financial 
capital how an organization creates, preserves, or erodes 
value over time.” An integrated report benefits all stakehold‑
ers, including “legislators, regulators and policy‑makers.” 
The <IR> Framework recognizes six categories of value 

creation: financial, manufactured, intellectual, human, social 
and relational, and natural, as shown in Fig. 2. It seems to 
account for every sort of tangible value one can imagine as 
an end product created or enabled by any facility. Using this 
international standard for analyzing value has the benefit of 
enabling comparison with the analyses of other facilities that 
have been carried out using this same framework.

Methods

As stated previously, the time period analyzed in this study 
is the final six years of XSEDE operations: September 1, 
2016 to August 31, 2022, in other words FY2017 through 
FY2022 of the second of the two NSF grant awards support‑
ing XSEDE and referred to, within the NSF, as “XSEDE2” 
[7]. We calculate the cost and value of benefits for the 
XSEDE ecosystem for this entire time period. All finan‑
cial values given in this paper are in US $ unless otherwise 
noted.

The cost of the central XSEDE application, allocation, 
support, training, operation and security activities was 
simply the annual expenditure of federal funds through the 
XSEDE2 award [20]. Additionally, in a typical year, at least 
one system was added or phased out. The annual cost of 
each of the large CI systems associated with the XSEDE 
ecosystem was calculated as follows:

Months available were counted as months available for use 
by the national research community, not including pre‑pro‑
duction (“early user”) availability. Several new CI resources 
were introduced in the last years of XSEDE that will remain 
available to the national US research community for some 
time after the project’s end. We estimated 60 months as 
the time these resources would be available to the national 
research community, consistent with past history and NSF 
grant award documents available online.

Annual Cost =
Months Available

12
∗

Total Cost to NSF

Total Months Available to US researchers

Fig. 1  Logic model of organizational processes
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To estimate the value of benefits resulting from the use 
of the XSEDE ecosystem, we identified every end product 
that we could measure, organized by the <IR> Framework 
categories, then identified a per‑unit value for as many of 
the items as possible. These valuations and the logic behind 
them are presented in the results section. Data sources 
included XSEDE reports, the XSEDE Metrics on Demand 
(XDMoD) portal [21], the XSEDE Digital Object Reposi‑
tory [22], surveys of XSEDE users [5] and data from opera‑
tional records. For some entities we have precise, incon‑
trovertible numbers, such as the number of peer‑reviewed 
papers published. For other categories, where benefits are 
harder to quantify, we use two estimates to provide a reason‑
able range of potential values. As a low estimate of value 
we took one extremely conservative estimate, and then we 
also added another estimate that we believe to be more real‑
istic (the approach taken in our most recent work [8]). The 
lower estimate is designed to be so conservative as to be 
difficult for a critic to argue against—a useful point in some 
discussions.

There is always a gap between when the use of a CI 
resource is complete and when the value of end results is 
realized. In addition, the values of end products of different 
sorts are realized on different time scales. The timeframe for 
a paper to be published is very different from the timeline 
for basic chemistry research to translate into the availability 
of a new drug. Funding for the XSEDE ecosystem was rela‑
tively stable over time and we observed that outputs such as 

publications with short lag times were also relatively stable 
over time [7]. Thus, it seemed reasonable to measure values 
generated based on the use of the XSEDE ecosystem during 
the same time window as that in which we measured costs. 
As a practical matter and in the interest of full disclosure, we 
had funding to collect and analyze data during the operation 
of XSEDE.

By multiplying the count of items recorded with the esti‑
mated value attributed to each item, we can approximate the 
total value of the end products generated through the utili‑
zation of CI facilities and services offered by the XSEDE 
ecosystem. The next difficulty is determining how much of 
that total value to attribute to XSEDE. The Appendix pro‑
vides a mathematical representation of the information we 
seek—the value created as a result of the XSEDE ecosystem 
that would not have existed otherwise and a formula defining 
what we mean by “percentage credit” indicating the con‑
tribution of the XSEDE ecosystem to the creation of end 
products. Unfortunately there is no way to calculate these 
quantities directly. The issue of measurement and counter‑
factual arguments is addressed in the “Discussion.” There 
is no good way to simply calculate or reason what percent‑
age of the credit is due to XSEDE for any particular end 
product created via the use of XSEDE ecosystem resources. 
Thus, lacking any direct way to assign an amount of credit, 
we work backwards. Starting from the data we have, we 
calculate the minimum percentage of credit that must be 
attributed to end products created via the use of XSEDE in 

Fig. 2  Structure of <IR> Framework. (c) IFRS Foundation. Used with permission
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order for the  ROIproxy for NSF investments to be at least 1.0. 
The question then becomes whether or not the calculated 
minimum percentages of credit seem plausible.

Results

Costs

Table 1 shows the costs to the federal government of the 
XSEDE ecosystem for FY2017–FY2022. XSEDE fiscal 
years begin each September 1. The XSEDE ecosystem 
involved other systems, institutions, and people, but those 
were not generally federally funded. The few small systems 
that were funded by the federal government are not signifi‑
cant in terms of the total cost of the facilities nor their total 
capacity. 

Value of End Products

Values of end products estimated for FY2017–FY2022 are 
shown in Table 2. Tallies are aggregated across the six fiscal 
years of project operations analyzed in this paper. We note 
in this table end products for which the XSEDE ecosystem 
was solely responsible and end products for which credit is 
shared because end product creation involved utilization of 
XSEDE and the activities of other organizations or people.

Table 2 presents two different columns of end product 
value totals, reflecting different levels of conservatism in 
estimating the value of end products. There are particu‑
lar challenges in drawing cause‑and‑effect relationships 
between research carried out with XSEDE and the crea‑
tion of end product value related to saving human lives and 

protecting the environment. Because of the challenges in 
establishing cause‑and‑effect relationships, different people 
may have different views on the level of conservatism appro‑
priate for estimating the value of end products attributable 
to the XSEDE ecosystem in these areas in particular. Rather 
than take any one position, we present a range of potential 
values for end products enabled by XSEDE and then assess 
the impact of so doing on plausibility of a contention that 
ROI for investment in XSEDE is at least 1.0. The text below 
explains the rationale for the figures presented in this table, 
all organized within the categories identified in the <IR> 
Framework.

Financial Value Created

The <IR> Framework defines financial value simply as 
value created in the form of money or other financial instru‑
ments. There is one clear way in which XSEDE has aided 
the creation of financial value, and that is in terms of grant 
funding received.

Grant Funding Received. One way to look at XSEDE’s 
financial impact is from the standpoint of individual PIs 
who received allocations of XSEDE ecosystem resources. 
For PIs, grant funding is both an end product—an outcome 
of writing grant proposals—and a means for conducting 
research. Data from the XDMoD Portal [21] shows that 
researchers using the XSEDE ecosystem received more 
than $4.5B in extramural funding between FYs 2017 and 
2022. When PIs indicate that XSEDE was important in their 
ability to obtain funding, it seems correct to view that fund‑
ing as a financial outcome of XSEDE. PIs who mentioned 
XSEDE in their proposals and received extramural funding 
consistently indicate that referencing XSEDE as a resource 

Table 1  US Federal Government Costs for XSEDE Ecosystem FY2017–FY2022

Bold text indicates totals

Expense FY2017 FY2018 FY2019 FY2020 FY2021 FY2022 Totals

XSEDE  $19,079,866  $20,638,174  $21,079,301  $21,697,368  $21,532,488  $27,402,654  $131,429,851
Gordon  $2,383,212  $2,383,212
Stampede  $10,370,371  $10,370,371
Comet  $6,069,662  $6,069,662  $6,069,662  $6,069,662  $3,540,636  $27,819,282
Wrangler  $4,086,580  $4,086,580  $4,086,580  $340,548  $12,600,289
Jetstream  $2,416,067  $2,416,067  $2,416,067  $2,416,067  $2,416,067  $805,356  $12,885,692
Bridges  $4,179,033  $4,179,033  $4,179,033  $4,179,033  $2,437,769  $19,153,903
Stampede2  $4,908,577  $11,780,585  $11,780,585  $11,780,585  $11,780,585  $11,780,585  $63,811,504
Expanse  $3,975,000  $5,300,000  $9,274,999
Bridges2  $2,858,333  $4,900,000  $7,758,333
Anvil  $4,478,975  $4,478,975
Jetstream2  $4,491,666  $4,491,666
Delta  $2,041,667  $2,041,667
Totals  $53,493,369  $49,170,102  $49,611,229  $6,483,264  $48,540,879  $61,200,902  $308,499,744
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for CI‑intensive research aided competitiveness of their pro‑
posals for grant funding. This perception was based on the 
belief that referencing XSEDE added credibility to claims 
in the proposal that simulations or data analyses could be 
carried out successfully. Chityala et al. [23] report that 58% 
of PIs surveyed indicated that XSEDE was “important” or 
“very important” in obtaining grant funding; applying that 
percentage to the total extrapolated grant funding awarded 
to XSEDE PIs, we calculate a total of approximately $2.6B 
as the financial value created for these researchers.

Manufactured Value Created

The <IR> Framework defines “manufactured value” as the 
value of “manufactured physical objects.”

NSF funding for XSEDE never directly contributed to 
manufacturing research. We gave this category a financial 
value of $0, although XSEDE‑enabled research may some‑
day result in manufactured goods with significant financial 
value.

Table 2  Estimated value of end products created using XSEDE ecosystem (values in US $ )

Italics indicates subtotals. Bold indicates totals

Category of value Tally Multiplier Conservative total value Upper limit of total value XSEDE credit

Financial value
Grants received By PIs  $4.5B 58%  $2.6B  $2.6B Partial
Financial value subtotal  $2.6 B  $2.6 B
Manufactured products
No Direct Outputs 0 Unknown  $0  $0
Intellectual products
Peer‑reviewed papers 11,233  $1,475  $16,568,675  $16,568,675 Partial
Nobel prizes 1  $1,106,100  $1,106,100  $1,106,100 Partial
Patents 27  $56,525  $1,526,175  $1,526,175 Partial
Improving open‑source software  $3,250,000  $3,250,000 Full
Software 709 Unknown
Datasets published 865 Unknown
Licenses 6 Unknown
Organizational capital  $13,000,000  $13,000,000 Full
Intellectual products subtotal  $35,450,950  $35,450,950
Human capital
Training with HPC
Baccalaureate degree recipients 1,144 10% x $77,874  $8,908,786  $8,908,786 Full
Graduate degree recipients 4,858 10% x $96,178  $46,723,272  $46,723,272 Full
Encouraging technology adoption Unknown Full
Human capital subtotal  $55,632,058  $55,632,058
Social and relationship capital
COVID‑19 HPC Consortium 54 person‑months  $12,817/month  $692,117  $692,117 Full
Human lives saved 0; or 1,000–10,000  $1,000,000  $0  $1B to> $10B Partial
Cultural impact and joy of discov‑

ery
Unknown Partial

Social and relationship capital 
subtotal

 $692,117  $1.1B to > $10B Partial

Natural resources capital
Preservation of environment  $1B > $10B Partial
Natural resources capital subtotal  $1B >  $10B Partial
Subtotals
Full credit to XSEDE  $0.07B >  $0.07B
Partial credit to XSEDE  $3.6B >  $10B
Grand total  $3.7B  $4.7B to >  $22.7B
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Intellectual Value Created

The <IR> Framework defines “intellectual capital” as the 
value of “organizational, knowledge‑based intangibles, 
including: intellectual property, such as patents, copyrights, 
software, rights and licences [sic]” and “organizational 
capital such as tacit knowledge, systems, procedures and 
protocols.”

Scientific and technical publications. Peer‑reviewed tech‑
nical papers and reports in scientific journals are a primary 
intellectual product enabled by the XSEDE ecosystem. A 
publication’s value is a matter of significant debate. One 
value we can assign is the price that many (though far from 
all) authors are willing to pay journals to provide “open 
access” to their papers—in some sense the value that pub‑
lishers and authors place on such papers. We have found 
open access fees ranging from $750 [24] to $2200 per paper 
(the publisher of the present journal). We multiplied the total 
number of peer‑reviewed papers reported by PIs through the 
XSEDE‑operated reporting system by $1,475 (the midpoint 
of open access fees we found, which is less than the per 
paper value estimated in [25]) to calculate a total value for 
peer‑reviewed papers.

Nobel prizes. As discussed in [26], a Nobel Prize award 
results in various kinds of value to prize winners and poten‑
tially others. During the period we are considering, one 
Nobel Prize was awarded for research that used XSEDE: the 
2017 Physics Nobel Prize, recognizing three US research‑
ers and LIGO (the Laser Interferometer Gravitational‑Wave 
Observatory) for the discovery of gravitational waves [27]. 
XSEDE computational resources and the involvement of 
XSEDE staff were critical to this discovery [8]. A minimum 
value for this outcome is the financial value of a Nobel Prize: 
in 2017 it was 9,000,000 Swedish Kronor or $1,106,100 at 
the conversion rate of 1 Kronor = US $0.1229 on October 
3, 2017, the day this prize was announced [28]).

Patents. Patents vary widely in value, but institutions 
should rationally only file for a patent if its expected value 
exceeds the filing cost. We use $56,525, the estimated full 
cost of filing a patent application [29], as the minimum esti‑
mated value of a patent.

Open-source software. XSEDE produced software for 
purposes of operational management (one aspect of which 
is mentioned in a different category of value below). In gen‑
eral, XSEDE focused its software development efforts on 
improving preexisting open‑source software [7]. XSEDE 
invested more than $3.25M to harden open‑source soft‑
ware, and the improved versions were released back to the 
community. (Financial information provided by the XSEDE 
budget office).

Other specific intellectual products. The survey described 
in [23] collected data on several other types of intellectual 
outputs, such as datasets published, software packages and 

routines released, and licenses executed. We could not find 
general value estimates for these products but included the 
tallies as impetus for future analyses.

Organizational capital. The <IR> Framework’s intel‑
lectual capital category includes “organizational capital,” 
including “tacit knowledge, systems, procedures and pro‑
tocols.” The NSF required that XSEDE prepare a series of 
transition documents to aid ACCESS, the project that suc‑
ceeded XSEDE as the management and organizational struc‑
ture for NSF‑funded CI that was made generally available to 
the US research community [30]. We can attach a value to 
these materials and the operational software handed over to 
ACCESS based on the early experiences of the XSEDE pro‑
ject. XSEDE received very little in the way of procedure and 
protocol documentation from its predecessor when XSEDE 
assumed the role of supporting advanced CI resources on 
behalf of the NSF. In XSEDE’s first two years, we estimate 
that 25% of XSEDE’s overall effort was spent creating 
documentation for operational and technical processes that 
should have been captured in transition documents and asso‑
ciated software artifacts prepared by XSEDE’s predeces‑
sor. XSEDE’s annual budget was $26M for 2012 and 2013, 
its first two years of operation [31]. This suggests a total 
value of $13M for the knowledge captured and transferred 
by XSEDE to its successor. (These estimates are based on 
the experience of the co‑authors who were directly involved 
in the XSEDE startup).

Human Capital Developed

The <IR> Framework defines human capital as “people’s 
competencies, capabilities and experience, and their motiva‑
tions to innovate.”

Practical training in the use of HPC. One area in which 
XSEDE helped to develop human capital was in facilitat‑
ing bachelor’s, master’s, and PhD training and education. A 
new study surveyed large STEM‑oriented firms to assess the 
value of HPC training [32]. It showed that employers offer 
about 10% more in salary to new hires with recent degrees 
in STEM technologies (excluding computer science (CS) 
majors, for whom the market is presently very distorted). 
For 2019, the most recent data available, the average starting 
salary for non‑CS STEM bachelor’s degree recipients was 
$77,874, and it was $96,178 for graduate degrees [33]. The 
median number of days in which undergraduate students in 
the XSEDE ecosystem ran jobs on HPC systems was 29; 
for graduate students it was 45. We took the execution of 30 
or more jobs as indicative of real hands‑on competence. To 
estimate the value created by XSEDE in providing this train‑
ing, we multiplied the number of students who ran jobs on 
30 or more days by 10% of the average post‑degree starting 
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salary, to represent the value that hiring firms place on the 
possession of practical HPC skills.

Facilitating technology adoption. Another area in 
which the XSEDE ecosystem clearly helped to develop 
human capital in the US was facilitating the adoption of 
new technologies. The development, support, and popu‑
larization of science gateways is a particularly striking 
example. Science gateways automate a set of complicated 
tasks to achieve an overarching goal, such as searching 
for drug candidates or predicting a tornado’s path. They 
utilize advanced computational systems, allowing users 
to benefit from their capabilities without needing to be 
supercomputing experts [34, 35]. XSEDE supported a 
total of 49 science gateways by funding staff to help cre‑
ate them, providing mechanisms for hosting and running 
computational analyses on resources within the XSEDE 
ecosystem. The number of individuals accessing XSEDE 
resources through science gateways first began to exceed 
the number using traditional command‑line access in 2014 
[36]. XSEDE began putting extra emphasis on supporting 
new science gateways and promoting the use of science 
gateways at the beginning of the XSEDE2 award—the 
time period considered in this study. Figure 3 shows that 
the added emphasis on science gateways created a step 
function increase in the use of science gateways during 
the first year of the XSEDE2 award. This significant and 
rapid increase was primarily attributed to the growing 
usage of two science gateways: the I‑TASSER gateway, 
which supports protein structure and function prediction, 

and the CIPRES gateway, which supports phylogenetic 
inference [37]. CIPRES seems to have built up its user 
base over time. I‑TASSER was integrated with XSEDE 
ecosystem resources in October of 2016 [38]. Our infer‑
ence, particularly regarding I‑TASSER, is that integrating 
it with the XSEDE ecosystem significantly enhanced its 
ability to support a larger number of users and simulta‑
neously made it more easily discoverable for users. The 
increase in use of this gateway, in particular, indicates that 
there was a significant number of scientists and students 
who had developed an interest in these topics and had not 
previously considered the XSEDE ecosystem to be acces‑
sible or beneficial to their needs. Also clear from Fig. 3 is 
that growth in the number of users of the XSEDE ecosys‑
tem from 2016 through 2022 is driven almost exclusively 
by growth in the number of people using science gate‑
ways. Surveys and interviews show that many people who 
require advanced CI resources found science gateways 
to be user‑friendly, while they perceived command‑line 
access as less straightforward [31]. Other ways in which 
science gateways deliver value to researchers and thus 
indirectly to the general public include speeding access 
to codes by making resources available without having 
to apply for allocation of resources through XSEDE and 
avoiding the need for users to install complicated suites of 
software on their own local CI facility (Michael Zentner, 
personal communication). We are not sure how to quantify 
these values, but they certainly seem significant, particu‑
larly when applied to several thousands of XSEDE science 
gateway users per year.

Fig. 3  XSEDE CI systems access via science gateways vs Unix command lines
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Social and Relationship Capital Developed

The <IR> Framework describes social and relationship 
capital as the “institutions and the relationships within and 
between communities, groups of stakeholders and other 
networks, and the ability to share information to enhance 
individual and collective well‑being.”

The following sections describe XSEDE contributions 
to the creation of social and relationship capital in three 
forms: first, contributions to federal government emer‑
gency response during the early phases of the COVID‑19 
pandemic; second, estimates of lives saved where XSEDE 
played some contributing role at state and national levels; 
and third, qualitative comments about the value of improv‑
ing quality of life.

Supporting government emergency response. Supporting 
the implementation and operation of the COVID‑19 HPC 
consortium: in the early days of the COVID‑19 pandemic, 
the federal government led the creation of the COVID‑19 
HPC Consortium (C19HPCC), a public/private partnership 
that provided HPC resources for research and development 
specifically targeted at fighting the COVID‑19 pandemic. 
The C19HPCC resources ultimately comprised more than 
300 PetaFLOPS of aggregate computing capability, includ‑
ing several resources that were part of the XSEDE eco‑
system. The C19HPCC offered allocations of resources 
provided by more than 43 different consortium partners allo‑
cated on the basis of merit review, but without direct finan‑
cial cost to researchers. An overview of the activities and 
accomplishments of the C19HPCC is online at [39].

The C19HPCC was initially discussed between IBM 
Inc. and US government leaders beginning the weekend of 
March 14–15, 2020, resulting in a decision that the White 
House Office of Science and Technology Policy would lead 
up the implementation and operation of the consortium. 
John Towns, XSEDE PI, was contacted to solicit XSEDE’s 
involvement on March 19. By Sunday, March 22, XSEDE 
had assembled and put into operation an allocation sys‑
tem for use by the C19HPCC, based on the pre‑existing 
XSEDE allocation system. On that day, the president of the 
US announced the formation of the consortium. The first 
application was submitted on March 24 and computational 
work on the first approved project began on March 26 [40]. 
Thus the federal government benefited in terms of speed—
an allocation system was in operation one week from ini‑
tial discussion of the concept of the consortium—as well 
as financially, because it did not have to invest in creating 
such a system from scratch. It is not possible to put a value 
on the speed that the XSEDE ecosystem provided in help‑
ing the C19HPCC quickly become operational. But we can 
provide an estimate of the financial value that was delivered 
to the C19HPCC. The initial XSEDE allocation system took 
approximately 54 person‑months to create. Co‑author Hart 

led this effort; this estimate is based on his first‑hand experi‑
ence. The reapplication of this software took place during 
the last six years of XSEDE, during which time the average 
annual cost of salary and benefits was $153,803. This comes 
out to a financial value of $692,117 for this software, which 
was provided to the C19HPCC at no cost. This is one of the 
cases in which XSEDE delivered value directly to the federal 
government.

Supporting lifesaving research. It is difficult but in some 
cases possible to quantify the number of human lives saved 
as a result of efforts to which XSEDE contributed. (How 
much credit for these shared efforts is appropriate to give to 
XSEDE is a different question, discussed later in this paper). 
In order to convert lives saved to a financial figure, one must 
assign a financial value to a human life. There are many 
estimates available for the financial value of a human life, 
ranging from $325,000 for a baby to $8.7M for a worker in 
an industrialized nation [41]. Here we take the very con‑
servative figure of $1M per human life (in line with a com‑
monly observed wrongful death settlement or life insurance 
amount). Areas in which one can plausibly relate the sav‑
ing of human lives to research supported by XSEDE are 
described below.

Pre-clinical drug development. XSEDE has supported 
a great deal of pre‑clinical drug development. In the time 
period studied, the XSEDE ecosystem supported research 
resulting in a total of 1898 peer‑reviewed publications 
related to drug development (see [5]). New drugs can of 
course sometimes be lifesaving and sometimes signifi‑
cantly improve quality of life. We don’t know how many 
of the publications related to drug development were part 
of research programs that identified a drug lead that went 
into clinical trials and then resulted in the availability of a 
new drug for patient use. The success rate for “non‑lead” 
drug candidates (the kind of candidate for which pre‑clinical 
screening trials would be done on XSEDE resources) is less 
than approximately 1% (cf. Supplementary Table 2 in [42]). 
Unfortunately, there seems to be no good way to estimate 
numerically the number of non‑lead drug candidates that 
were successfully identified via research enabled by XSEDE 
without analyzing each one of nearly 2,000 publications. 
Still, it seems reasonable to believe that one or more drugs 
will eventually come to market as a result of research ena‑
bled by use of the XSEDE ecosystem. Creating a proper 
estimate is beyond the time and resources available in the 
execution of the current research.

Severe weather prediction. Developing and refining tor‑
nado and hurricane predictions was a particularly impor‑
tant use of the XSEDE ecosystem [7, 43]. Better tornado 
prediction software saves lives because people have more 
time to take shelter. For the years 2013–2022, the average 
annual number of tornado‑caused deaths in the US was 45 
[44]. For the prior 20 years, that average was 84. We can 
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infer that better modeling developed using the XSEDE 
ecosystem contributed to a reduction in tornado‑caused 
deaths of 39 per year. This comes to a total of 234 lives 
saved over the 6‑year time period analyzed. Some of these 
outcomes were time‑lagged from the research that ena‑
bled them. Some work using the XSEDE ecosystem pre‑
dates the most recent award, in some cases going back to 
XSEDE’s predecessors. Work done using XSEDE during 
the time period studied can also be expected to contribute 
to saving lives in the future. With clear signs that tornado 
severity is rising, this work may save even more lives in 
the future.

COVID-19 Nonpharmaceutical Intervention Policy 
Responses and Human Lives Saved. The COVID‑19 HPC 
consortium supported a wide variety of research relevant 
to COVID‑19. We now know that in the short run, the use 
of these resources to enable drug development research, in 
particular, was not important in terms of the US response 
to the pandemic. XSEDE ecosystem resources, however, 
also supported a great deal of research on the genetic 
modification and creation of new variants of the virus 
over time, research designed to elucidate how the virus 
was transmitted, and research related to the effectiveness 
of nonpharmaceutical interventions (NPIs) (cf. [45]), all 
of which have some relevance to the early phases of the 
response to COVID‑19. A bibliography compiled of pub‑
lications resulting from use of C19HPCC shows that a 
total of 23 papers relevant to COVID‑19 responses were 
published using XSEDE resources. Of these, 15 publica‑
tions related to NPIs as tools for fighting the pandemic 
were confirmed by their authors or by the presence of 
acknowledgments in the paper itself to have been based 
on computations done using the resources of the XSEDE 
ecosystem [46].

Some of the research that resulted from the use of 
XSEDE ecosystem resources appears to have been sig‑
nificant and influential in understanding the spread of 
the virus indoors, the role of face masks, genetic changes 
in the virus, and modeling the pandemic. Distinguished 
Professor Madhav Marathe, head of the Biocomplex‑
ity Institute at the University of Virginia, and his col‑
leagues indicated that they believe research enabled by 
the XSEDE ecosystem played an important role in setting 
policy related to government response to the pandemic at 
multiple levels. Professor Marathe stated,

Our work presented the first and only sustained use 
of HPC resources for supporting the CDC Scenario 
modeling hub. It started with XSEDE... . This to me 
is the first demonstration of ”real‑time” planning and 
response for epidemics using HPC resources. No 
other group has been able to do this and... [XSEDE] 
support was critical for us to start and sustain this... . 

Use of HPC allowed us to use and demonstrate the 
value of a qualitatively different class of models, 
those based on social networks... . This ability is a 
game changer.

Marathe and his colleague Machi confirmed that their 
center’s work influenced pandemic responses at multiple 
levels of government: in the Commonwealth of Virginia 
through work with the Virginia Department of Health; 
at military facilities through work with the Department 
of Defense and Defense Threat Reduction Agency; and 
throughout the US through work with the Centers for Dis‑
ease Control and Prevention (CDC), the CDC Scenario 
Modeling Hub and the National Science Foundation (Mad‑
hav Marathe and Dustin Machi, personal communication).

The University of Virginia Biocomplexity Institute’s use 
of XSEDE ecosystem resources via the C19HPCC and dur‑
ing the time period studied in this paper resulted in a total 
of 8 peer‑reviewed publications (see [46]), including the fol‑
lowing three directly related to policy steps involving NPIs: 
[47–49]. In the wake of the pandemic research, Professor 
Marathe was honored by the Indian Institute of Technology, 
his alma mater, with its Distinguished Alumni Award [50] 
and Marathe’s institute received a letter of acknowledgment 
from the Commonwealth of Virginia.

How to estimate the number of lives saved at the national 
level is a challenge, but there are statistics that give us ways 
to approach that issue at the level of the Commonwealth of 
Virginia. During 2020—the time before vaccines were gen‑
erally available—5821 people died in Virginia of COVID‑
19 [51]. Virginia had one of the lower per capita rates of 
COVID‑19 mortality during 2020: 56.3 deaths per 100,000 
residents, the 10th best such rate in the US [52]. There are at 
least three ways one could estimate lives saved in Virginia, 
or the US as a whole, as a result of NPI policies during 
2020, the year before vaccines were available (all calcula‑
tions detailed in [5], with CDC mortality data and Census 
population data as the data sources):

• Lives saved in Virginia estimated by comparison with 
national averages. The US national average for COVID‑
19 related deaths that year was 105.6 per 100,000. Based 
on a state population of 8,631,373, there were 3293 fewer 
deaths due to COVID‑19 in Virginia in 2020 than would 
have been expected on the basis of national averages.

• Lives saved in Virginia estimated by comparison with 
death rates in adjoining states. Virginia shares borders 
with Maryland, West Virginia, Kentucky, Tennessee, and 
North Carolina. The average mortality rate in these five 
states due to COVID‑19 in 2020 was 88.3 per 100,000. 
Based on this, there were 1803 fewer deaths due to 
COVID‑19 in Virginia in 2020 than would have been 
expected on the basis of averages from bordering states.
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• National mortality statistics. Figures from the CDC 
showed that a total of 1,146,351 people had died of 
COVID‑19 as of December 22, 2023 [53], the first date 
on which vaccines became widely available in the US. 
NPIs were crucial in reducing mortality rates in the US 
prior to this date. One particularly careful estimate shows 
that the net number of lives saved through policies pro‑
moting use of NPIs was between 808,428 and 1,466,095 
[54].

Many factors contributed to mitigation of the impact of the 
COVID‑19 pandemic at the state and national level. We have 
first‑hand researcher statements that confirm that research 
supported by XSEDE ecosystem resources contributed to 
policies at the state level in Virginia and at the national level, 
via analyses and policy recommendations made by the CDC 
and DOD.

Assigning a value to lives saved where some credit is 
attributable to the use of XSEDE ecosystem resources. In all 
of the above cases, it is a challenge to draw a specific causal 
link between research enabled by the XSEDE ecosystem and 
human lives saved. Thus one very conservative approach is 
to assume the number of lives saved to be 0. This is done 
for the most conservative estimates of end product value 
created by XSEDE in Table 2. However, this seems very pes‑
simistic—unduly pessimistic, we believe, given the statisti‑
cal analyses we present, as well as researcher testimonials.

A less conservative estimate of human lives saved as a 
result of research supported by XSEDE during the six years 
studied in this paper is to aggregate the following:

• We have reasonable belief, but no way to quantify, that 
XSEDE contributed to saving some lives due to support 
of early‑phase drug candidate screening.

• There is credible evidence that XSEDE and its predeces‑
sors contributed to a reduction of 39 lives per year, or a 
total of 234 lives, due to a tornado prediction study.

• There is clear evidence that research supported by 
XSEDE contributed to saving an estimated 1803 lives 
in the Commonwealth of Virginia alone due to policies 
related to NPIs.

• At the national level, take the midpoint of the estimated 
range of lives saved as a result of NPI‑related policies in 
the US. We have accounts from researchers that state that 
XSEDE‑supported research contributed to national pol‑
icy setting. If XSEDE played some role in just one tenth 
of one percent of the midpoint of the range of human 
lives estimated to have been saved as a result of NPIs 
in the early phases of the pandemic, that would imply 
that XSEDE merits some credit for saving 1137 lives. 

One can easily imagine XSEDE‑enabled efforts having 
had more impact than these numbers indicate, given that 
XSEDE‑supported research served as input for policy‑
making at the national level by the CDC and DOD.

Considering drug discovery, severe weather prediction, 
and involvement in the early phases of US response to the 
COVID‑19 pandemic, it seems quite plausible that the use of 
XSEDE system resources contributed to efforts that resulted 
in saving somewhere between 1000 and 10,000 lives or more 
during the time period studied. This range for the number of 
lives saved is the basis for the upper estimates of end product 
value enabled by XSEDE in Table 2. If one assumes that 
XSEDE played some partial role in saving just 1000 lives, 
that implies a financial value of $1B. Extrapolating more 
generously from state‑level and national data and estimating 
some role for XSEDE in saving 10,000 lives or more implies 
that XSEDE was responsible for some portion of a financial 
value of $10B or more.

Another view of the financial value of XSEDE contri‑
butions to US pandemic response prior to the availability 
of vaccines can be obtained by considering the very careful 
modeling analysis by Chen et al. This analysis, itself based 
on the use of XSEDE resources, shows that prior to the avail‑
ability of vaccines there was essentially a trade‑off between 
economic losses due to restriction of the economy as a result 
of lockdown policies and losses in terms of human deaths 
[55]. Chen et al. showed that decreasing one increased the 
other. Another view of the cost of the pandemic is a total 
long‑term estimate of $16T [56]. The range of estimates 
presented here as the economic value of XSEDE activities 
are a tiny fraction of this amount, lending plausibility to the 
idea that the national reach of XSEDE‑based research can be 
measured in the billions of dollars.

It should be noted that COVID‑19‑related research car‑
ried out using XSEDE resources via the C19HPCC also has 
the potential to support future pandemic responses. Profes‑
sor Marco Giometto stated that, thanks to research done on 
XSEDE resources allocated through the C19HPCC, “we 
were recently able to secure a large external grant from 
the NSF, whose findings will hopefully have an important 
impact on how we respond to pandemics” (personal com‑
munication; grant information at [57]).

Other social capital benefits that seem impossible to quan-
tify. There are other kinds of social capital that are important 
to recognize even if impossible to quantify. These include the 
effects of outreach and educational activities, cultural impact, 
the pure joy of discovery and the wonder of gaining a deeper 
understanding of our universe [58]. Through outreach events, 
staff in the XSEDE ecosystem reached thousands of young 
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students and laypeople in dozens of states and the territo‑
ries of Puerto Rico and Guam [7]. As [58] points out, large 
research infrastructure can have economic benefits through 
cultural impacts. The XSEDE ecosystem was funded to sup‑
port science but also supported humanities research and the 
creative arts [7]. XSEDE supported the “joy of discovery” in 
many ways, including any number of scientific discoveries 
and visualization of those discoveries, such as an extremely 
popular visualization of black holes [59].

Natural Capital Developed

The <IR> Framework defines “natural capital” as “all 
renewable and non‑renewable environmental resources and 
processes that provide goods or services.” It includes “air, 
water, land, minerals and forests” and “biodiversity and 
ecosystem health.” This includes “continued availability of 
natural resources,” including mitigation of natural disasters 
and the effects of global climate change.

The XSEDE ecosystem enabled a large number of impor‑
tant research discoveries related to natural capital, including 
wildfire modeling and general responses to global climate 
change.

Wildfire modeling. The XSEDE ecosystem contributed 
significantly to wildfire modeling (see [60] for a recent 
example). Damage by wildfires is increasing; its annual 
value has been estimated at $63B to $285B [61]. Unfortu‑
nately, we lack sufficient information to assign a financial 
value to XSEDE’s contributions.

Amelioration of global climate change. The total cost to 
the US of climate change can be estimated at $3,604B per 
year, based on the Gross Domestic Product and data in [62]. 
Taking a much more constrained view, the minimal and 
most conservative value of XSEDE‑enabled investment in 
the preservation or improvement of environmental quality is 
$1B. This is the value of investment by the State of California 
resulting from research enabled by the use of XSEDE ecosys‑
tem resources [63]. One can easily imagine the investment in 
or outcomes from efforts to preserve our natural environment 
totaling $10B or more, assuming that the effects of XSEDE‑
enabled research lessen the cost of global climate change to 
the US economy by even a small amount.

Other Financial Value Of Note

The XSEDE ecosystem has generated or facilitated the gen‑
eration of other valuable outcomes that extend beyond end 
products. In particular, there is anecdotal evidence of extra 
effort contributed by individuals and institutions to support 
the overall XSEDE ecosystem, often (based on anecdotal 
evidence heard by the authors of this paper) in the belief 

that so doing was in the best interests of the colleagues of 
the individuals, or the researchers at the institutions, that 
invested such extra effort. In general it is impossible to quan‑
tify the value of these efforts. There is one case, however, 
where we are able to estimate the value of extra efforts con‑
tributed to aid the accomplishment of the overall XSEDE 
ecosystem: the efforts of a group of staff known as Campus 
Champions. Campus Champions were a formalized group 
of on‑campus staff who supported the use of the XSEDE 
ecosystem [7]. On average, 567 Campus Champions were 
active at any given point during the time period studied. 
Using a very conservative estimate that they spent 5% of 
their time engaging in XSEDE activities, that would mean 
that they gave 170 total FTE‑years to the XSEDE ecosys‑
tem over the 6‑year period studied here. Campus Champions 
were sometimes not quite as expert as XSEDE staff, so we 
use a conservative estimate of 2/3 of the XSEDE staff cost; 
thus, they contributed an estimated $17,441,611 worth of 
effort [5], typically funded by the institutions for which the 
Campus Champions worked.

These financial benefits, while notable, are not financial 
end products per se. They are inherently included in calcula‑
tions of  ROIproxy by virtue of not being represented in the 
denominator, since they reflect costs not borne by the federal 
government. These financial benefits are a direct effect of 
federal funding for the XSEDE ecosystem. One function of 
this funding is to create an initiative to which other individu‑
als and institutions choose to contribute.

Calculating  ROIproxy

How do we go about calculating a proxy for ROI for the 
federal government’s investment in XSEDE in terms of 
the value of end products created through the use of its 
ecosystem? This cannot be estimated using counterfactu‑
als, such as “What would have happened if XSEDE had 
never existed?” We can make educated guesses about 
what would have happened if XSEDE had not existed 
and there were no other options. But other options did 
exist. If XSEDE were not present, certain research would 
have been carried out just as effectively using alternative 
approaches, while some research would have been con‑
ducted with reduced efficiency, and certain research pro‑
jects would not have been pursued at all. But we can take 
a different approach. Assuming that the XSEDE ecosystem 
gets some credit for end products where it was among 
many entities that contributed to an end product, we can 
calculate the average percentage credit that must be attrib‑
uted to the XSEDE ecosystem in order that  ROIproxy be at 
least 1.0, working from the formula below.
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It is important to remember that these calculations do not 
suggest that an XSEDE staff member miraculously saved 
a child from oncoming traffic or that someone would have 
suffered a fatal heart attack had XSEDE not contributed to 
the creation of a black hole visualization. For the majority 
of the end products enabled by XSEDE, XSEDE is one of 
many factors that collectively enabled the creation of an end 
product (like lives saved through public policies set dur‑
ing the early days of the COVID‑19 pandemic). The ques‑
tion at hand is: What percentage of the overall credit should 
XSEDE get? Table 3 shows the minimum percentage of 
credit that must be assigned to XSEDE for its contribution 
to the creation of end products, based on the equation above, 
in order for  ROIproxy to be at least 1, for three different levels 
of value assigned to the XSEDE ecosystem’s contributions 
to saving human lives.

Discussion

We can now make a plausible argument, using exclusively 
financial terms, that the return on—the value generated 
by—XSEDE for the US and its citizens is greater than its 
cost to the federal government. If, as shown in Table 3, the 
XSEDE ecosystem is assigned somewhere between 1.04 and 
6.50% of the value of the end products to which it was one 
of multiple contributors, using the estimates presented here 
for the overall end product value created through use of the 
XSEDE ecosystem, then  ROIproxy for the federal govern‑
ment investment in XSEDE is at least 1. How reasonable is 
it to attribute 1.04–6.50% of the credit to XSEDE for value 
partially created using the XSEDE ecosystem?

Consider that for every year covered by this study, 
XSEDE users rated its importance to their research or 

ROIproxy =
(Value of products due to XSEDE alone) + (Value of shared credit end products) * (% XSEDE Credit)

Costs of XSEDE ecosystem to US federal government

education as higher than 4 (on a scale where “1” was not 
at all important and “5” was extremely important). Among 
PIs engaged in federally funded research, 63% said that they 
could not have completed their research without the XSEDE 
ecosystem’s resources [5, 7]. This seems to make our rela‑
tively modest attributions of credit to the XSEDE ecosys‑
tem seem plausible. For  ROIproxy to be at least 1 using the 
most conservative estimates of the value created by using the 
XSEDE ecosystem, the average percentage credit attributed 
to the XSEDE ecosystem must be at least 6.5%. That figure 
is based on an assumption that XSEDE played no role in 
saving any human lives, which seems far too pessimistic a 
view of XSEDE, given the accounts of researchers who used 
XSEDE and statistics about death rates in the US. Using the 
higher—and we believe more reasonable—estimates of the 
value created implies that the average credit attributed to 
XSEDE needs to be somewhere between 1.04 and 5.10% in 
order for  ROIproxy to be at least 1. These percentages would 
be even lower were we able to attach specific financial values 
to several items described, but not quantified, here. We have 
shown before that XSEDE processes were cost‑effective. We 
now can answer whether the federal government’s invest‑
ment in XSEDE was worth it in strictly financial terms. Our 
answer is: yes—plausibly, if not conclusively.

For most outcomes discussed here it is straightforward to 
conceptualize the role of XSEDE in creating outcomes even 
when there are many other contributors to an outcome and 
even if it is not always straightforward to estimate how much 
credit XSEDE should be allocated for the creation of that 
outcome. Scientific papers and Nobel Prizes that depend on 
computational work or simulations done using the XSEDE 
ecosystem are examples. In the case of benefits to preser‑
vation of the natural world, we have a specific investment 
in one state to point to, based on research done using the 
XSEDE ecosystem. In other cases it is harder to trace the 

Table 3  Minimum credit due to XSEDE ecosystem for  ROIproxy to be >1.0

Scenario Total value estimated 
for end products of 
XSEDE

Estimated value of end 
products fully attribut‑
able to XSEDE

Estimated value of 
end products partially 
attributable to XSEDE

Cost of XSEDE to 
US Federal Govern‑
ment

Minimum percentage 
attributable to XSEDE 
for ROI proxy ≥ 1 (%)

Most conservative  $3,701,775,125  $72,574,175  $3,629,200,950  $308,499,744 6.50
Conservative, add 

lower estimate 
of lives saved

 $4,701,775,125  $72,574,175  $4,629,200,950  $308,499,744 5.10

Higher estimates 
of lives saved 
and natural 
resources

 $12,711,775,125  $72,574,175  $22,629,200,950  $308,499,744 1.04
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cause‑and‑effect link from XSEDE to particular outcomes. It 
takes more years than XSEDE was in existence (in general) 
to complete the path from initial computational research 
on drug candidates to clinical availability of new drugs. As 
regards the COVID‑19 pandemic, it is difficult even now to 
look back and tease apart what efforts had a causal effect in 
saving lives and which were pursuits of either dead ends or 
new discoveries that may be useful in the future but did not 
play a role in the responses to COVID‑19. For this reason, 
we have taken the approach of calculating the minimum per‑
centage credit required for return on investment in XSEDE 
to be at least 1.0 at three different levels of conservatism in 
assigning credit for outcomes to XSEDE, including one esti‑
mate so conservative that it assigns a value of 0 to the num‑
ber of human lives saved as a result of research and develop‑
ment done using XSEDE. This seems to be an unreasonably 
pessimistic view of the value of the XSEDE ecosystem in 
this regard, considering the views, already described, of peo‑
ple who were directly involved in COVID‑19 responses and 
the statistical analyses of things like deaths due to tornadoes 
and COVID‑19 mortality rates. So if we strike the most con‑
servative tallying from consideration, federal government 
return on investment is greater than 1 for a percentage of 
credit attributed to XSEDE ranging from 5.1% (if we assign 
a value to environmental value created and lives saved of 
$1B each) to 1.04% (if we assign a value of $10B to each of 
these categories), and we end up with even lower percent‑
ages if we are even more generous in estimating total value 
that is at least partially attributable to XSEDE.

Yet another and different worry about the value of 
XSEDE in ameliorating the effects of the COVID‑19 pan‑
demic is the thought that the pandemic was a once‑in‑a‑
generation event and that the value conferred by XSEDE 
in the case of the COVID‑19 pandemic is thus unlikely to 
be replicated in the near future. However, rare events of all 
sorts occur from time to time, from pandemics to major 
weather events to stock market crashes. During the first five 
years of the XSEDE ecosystem (and thus prior to the time 
period analyzed in this paper), XSEDE staff and XSEDE 
resources aided O’Hara and her coworkers in demonstrat‑
ing that computerized odd‑lots trading had the potential to 
destabilize stock markets [64, 65]. This finding resulted in 
changes to reporting regulations for the NASDAQ and New 
York Stock Exchange [66]. XSEDE played a critical role 
in supporting this research (Mao Ye, personal communica‑
tion). What is the cost of a stock market crash? That is of 
course hard to know; the massive crash of 2008 to 2010 
cost the US economy trillions of dollars [67]. Did the work 
of O’Hara and coworkers actually prevent a stock market 
crash? That’s impossible to know, but it is straightforward 
to see that regulatory changes enabled by XSEDE made 
the stock market safer. Indeed, a blueprint for a “National 
Strategic Computing Reserve” was published in a report 

issued by the National Science and Technology Council 
[68]. Such a reserve would be organized to be very rapidly 
available in order to support US responses to national emer‑
gencies. Among the resources that most closely match what 
is called for in this blueprint are XSEDE and its successor, 
the ACCESS program. Thus, it seems appropriate to attach 
some value to the potential for XSEDE and its successors to 
serve as a resource in emergency situations, much as insur‑
ance policies have a value even if no claims are ever filed 
against them. The exact value that should be attributed to 
XSEDE in terms of saving lives and emergency responses 
is very difficult to quantify, however, and this is a potential 
area for useful future research.

Given the relative novelty of the use of the <IR> Frame‑
work in the economic analysis of scientific endeavors, some 
comparison with other methodologies previously used 
seems warranted. A number of other frameworks have been 
used in studies of ROI in science. Each has strengths and 
weaknesses.

A framework developed in Florio and Sirtori’s 2014 
paper [58] is complementary to the <IR> Framework. In 
particular, it includes an interesting discussion of the kinds 
of benefits created by investment in science, including, for 
example, the financial value of the cultural activities built 
up around NASA’s Kennedy Space Center. This framework 
was used in a cost‑benefit analysis of the CERN Large Had‑
ron Collider [69] that suggests a high likelihood that the 
return on investment for that facility will be greater than 
1. An issue with this analysis is that it is based on the use 
of “shadow pricing” to estimate values. Shadow prices are 
calculated values for entities that are neither bought nor sold 
[70]. One kind of shadow pricing is called contingent pric‑
ing. This involves customer interviews (or surveys), asking 
their assessment of the values of various entities in hypo‑
thetical situations. This approach is widely used in assigning 
value to natural environments and environmental preserva‑
tion (for example, see a special issue of Ecosystems [71]). 
The challenge for research subjects in such studies is predict‑
ing what they would do in hypothetical scenarios. This can 
be a risk to the precision of this approach [72].

ROI in research by the government of the United King‑
dom has been estimated at 1.00–1.25, using a sophisticated 
statistical modeling framework [73]. This is a very interest‑
ing approach but depends on a great deal of knowledge about 
economic activity within the UK. It is possible to apply this 
approach in other situations, but doing so requires that same 
great degree of information about economic activity in any 
new setting where this approach might be applied.

Within the US, one model called Regional Input–Out‑
put Modeling System (RIMS II) is an approach based on 
“regional multipliers” and commonly used to estimate the 
economic benefits of government investments [74]. The 
Regional Input–Output Modeling System uses empirically 
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derived multipliers statistically estimated by the US Bureau 
of Economic Analysis to relate investment in a market sec‑
tor to direct and indirect economic impacts. This sort of 
input–output modeling approach has been generalized to a 
large number of countries in the IMPLAN (short for ”impact 
analysis for planning”) system [75]. These approaches have 
the benefit of being widely accepted, in part because they 
are based on actual economic data. They have the disadvan‑
tage that the multipliers and models are based on relatively 
broad areas of economic activity. For example, research at 
an institution of higher education in the US might fall into 
the general categories of “junior colleges, colleges, universi‑
ties, and professional schools” or “professional, scientific, 
and technical services” [74]. Because of the generality of the 
categories used, they may not be as precise at estimating end 
product value as actually cataloging value, in the way that 
we have attempted to do here.

We differ with one of the methods in a paper that assesses 
the value of the European Bioinformatics Institute (EBI) 
[76]. One assessment of the value of EBI assumes that when 
a researcher indicates that their research “could not have 
been completed without this facility,” then the total value 
of the resulting research may be credited to the EBI. This 
sort of counterfactual reasoning seems off base. It ignores 
the cleverness and dedication of scientists who are in the 
business of doing things not easily done. If XSEDE or EBI 
had not existed, many scientists would certainly have been 
dedicated enough to find or create an equivalent alternate 
resource and perform their research as well, or nearly as 
well, without the facility that they actually used. If one wants 
to investigate ROI in a CI facility, we believe it is essential 
to take into account the fact that credit for the creation of 
end products is shared across many entities. Failure to do so 
overlooks philosophical analyses of counterfactual reason‑
ing and our understanding of the dedication and cleverness 
of scientists.

Florio and Sirtori’s 2014 paper makes a critical point 
about investments in large scientific infrastructure projects. 
One cannot really know in advance what is being paid for 
when one invests in scientific research or in facilities sup‑
porting scientific research: the end product is fundamentally 
discovery and it is impossible to tell in advance what will 
be discovered [58]. This means that any prospective attempt 
to estimate ROI will have inherent limitations, as will any 
approach based on economic models that are themselves 
based on economic averages.

To the best of our knowledge, the <IR> Framework 
has never before been used to analyze CI facilities. Neither 
our implementation of the <IR> Framework nor the other 
approaches mentioned above is a perfect reflection of real‑
ity. However, of the available frameworks, we find it to have 
the most comprehensive categorization of types of benefits. 
Using it has spurred our thinking and expanded our analysis. 

It also has the benefit of being backed by an international 
consortium of accounting experts and used across multiple 
economic sectors, creating a basis for potential comparisons. 
Compared to the other methodologies mentioned, our imple‑
mentation of the <IR> Framework is distinctive and particu‑
larly useful because it involves directly measuring outcomes 
and estimating value from market bases. We have had rea‑
sonable success in finding financial values for many activi‑
ties that XSEDE counted and reported. Much of that success 
resulted from consulting the applied economics, actuarial, 
and research policy literature. Some of it came from being 
willing to rely on credible, though not peer‑reviewed, analy‑
ses available online. Comparable market prices and actuarial 
estimates of value provide a way to measure and convey 
value that is sensible and straightforward to explain. This 
means that the valuations we have used, in some cases at 
least, are based on reference values in the actual marketplace 
of the US, and these are more intuitive (and perhaps to some 
readers, thus more credible) than the use of shadow pricing. 
Similarly, we note that this approach is rooted in specific 
measurements of the outcomes enabled by XSEDE, rather 
than being based on general economic models, as is the case 
for RIMS II or IMPLAN.

Prior analyses of the services operated under funding for 
the original XSEDE and follow‑on XSEDE2 awards yielded 
an  ROIproxy between 2 and 3. That is, it would have cost two 
to three times more to purchase services on the commercial 
market than to obtain them via NSF grant awards. Several 
analyses, including [18], show that the NSF grant awards to 
create CI facilities are markedly less costly than it would be 
to purchase services from commercial cloud providers. In 
other words, the ROI to the federal government for funding 
the creation and operation of facilities through grant awards 
as compared to purchasing from commercial cloud provid‑
ers is much greater than 1. Combining these results with the 
analysis presented here, we can say that the XSEDE eco‑
system provided services to the research community in a 
financially efficient manner and that the value of the results 
delivered exceeded the cost of operating the XSEDE ecosys‑
tem. In summary, both for operating XSEDE and creating 
end products,  ROIproxy to the federal government was greater 
than 1. In the case of the value of end products,  ROIproxy may 
ultimately be much greater than 1 over time, after US society 
has fully reaped the benefits of the research and development 
enabled by the XSEDE ecosystem.

Our previous work and the study presented here suggest 
the possibility of using two complementary approaches, 
one that can be used straightforwardly in the short term 
and one that can likely only be effectively used in the 
long term. Our earlier work demonstrating methods for 
evaluating the financial efficiency of the delivery of CI 
resources and services can be used in the short run to 
determine whether a CI service is offering good value 
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to the organizations funding it. This method can be used 
over time periods as short as a year and compares the cost 
of services delivered relative to the general market costs. 
This approach is also of use in longer‑term analyses of the 
financial effectiveness of operational activities. For a more 
comprehensive analysis, and perhaps only effective in the 
long term, the approach demonstrated here and rooted in 
the use of the <IR> Framework can be used to assess the 
value of the end products created through use of a CI facil‑
ity. Here we offer a longer‑term approach to the value of 
a particular project as measured after the fact, in terms of 
end products enabled and created. These two approaches 
complement each other nicely. Our sense is that the 
approach taken here to assessing the value of end products 
may work better for small projects than for large ones. For 
smaller CI projects, it may be easier to assess the value of 
specific end products than for a very large project. In the 
case of the XSEDE ecosystem, we simply didn’t have the 
funding or time required to ascertain in detail the value of 
specific end products created. Our dual approaches could 
also be applied to projects that exclusively involve soft‑
ware creation. For example, there are good metrics for 
the cost of software development from the commercial 
sector. One could evaluate the financial effectiveness of 
a software project by comparing its actual code produc‑
tion costs with industry benchmarks. Furthermore, one 
could use the approach presented here to put a value on the 
end products created. For example, the Science Gateways 
Community Institute (SGCI) [34] was responsible for the 
software behind the XSEDE‑supported science gateways. 
SGCI could justifiably conclude from the data presented 
here that the value of the software it produced enabled 
access to XSEDE resources by roughly half of the XSEDE 
ecosystem’s users, which could in turn justify financial 
arguments about  ROIproxy for investment in SGCI. This 
example also shows why reasonable estimates for the per‑
centage of credit for the creation of end products given to 
any particular CI facility product must be relatively low, 
since many different facilities and services can fairly lay 
claim to having contributed to XSEDE’s success. In this 
case, SGCI and the XSEDE ecosystem share credit for the 
end products created via the use of science gateways, since 
SGCI was responsible for initial software development and 
XSEDE adapted and refined this software.

Potential threats to the validity of the analyses pre‑
sented here include:

• Use of a “point in time” analysis rather than a lon-
gitudinal study. A longitudinal study would enable 
detailed examination of startup costs and a longer‑term 
analysis of the value of XSEDE‑enabled end products. 
Startup costs were likely modest. XSEDE was one in 
an ongoing series of NSF‑funded programs to provide 

advanced CI services, and users are attuned to periodic 
changes in how services were delivered. However, we 
have certainly underestimated the long‑term value of 
some of the research enabled by the XSEDE ecosystem 
that might be revealed in a longitudinal study.

• Accuracy of the valuations assigned to end products. 
Recognizing this issue, we have been extremely con‑
servative in our estimations.

• The credit allocated to the XSEDE ecosystem for its con-
tributions where credit is shared. We believe our argu‑
ment here makes a credible beginning on this point.

There is another issue that merits mention but is not a threat 
to the validity of the analyses we present. Some of the costs 
of the XSEDE ecosystem were paid by entities other than 
the federal government, as mentioned. Indeed, one function 
of federal investment in XSEDE was to create an initiative 
that attracted support from other sources. If one performs 
the same sort of analysis that we have carried out here for 
the government’s investment in XSEDE, but considers total 
investment in the XSEDE ecosystem overall, the final con‑
clusion about delivery of value relative to cost is unchanged.

Opportunities for extending and improving the sort of 
analysis presented here in future analyses of CI facilities 
include:

• Evaluation of the value of specific end products rather 
than averaging over categories, including longitudinal 
studies. Where possible, assessing the value of each spe‑
cific end product would lead to more robust valuations 
than the approach taken here. This would be particularly 
valuable, for example, in identifying the role of CI facili‑
ties in research leading to new medical treatments. Lon‑
gitudinal studies of pre‑clinical drug discovery research 
through the entire drug development (or policy develop‑
ment) pipeline would help tie basic research more defini‑
tively to eventual benefits to human health and the saving 
of lives.

• More focus on the value of technology adoption and data 
products. More focus on these areas would be valuable, 
using methods brought to bear in studies of the European 
Bioinformatics Institute (EBI) [76] and the Protein Data 
Bank (PDB) [77].

• Use of contingent pricing to assess natural capital. Con‑
tingent pricing, based on interviews and surveys, is the 
most widespread method currently used to assess value 
of the natural environment. Using this approach to evalu‑
ate natural capital would be more consistent with other 
work in environmental sciences assessment.

This paper includes three primary contributions. The first 
is the introduction of the <IR> Framework to the CI com‑
munity and demonstrating its utility in the assessment of a 
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CI facility. The second is the demonstration of a credible 
first attempt at analyzing the value of end products created 
through the use of a CI facility. The third is the presentation 
of an argument that makes plausible the assertion that the 
value delivered to the US citizenry and economy by XSEDE 
is considerably greater than its cost to the US government.

We believe that this paper adds to the methodology of 
ROI studies for research and research facilities in several 
ways. It continues and reinforces our earlier emphasis on 
the concept of a proxy for ROI (typographically represented 
as  ROIproxy) and on the use of comparable market values for 
analyzing the financial value of end products created. We 
also believe that our focus on the issue of partial credit for 
the contributions of facilities to the creation of end products 
is important. The contributing role of CI facilities as part of 
a community that collectively creates value is emphasized in 
[78]: “Cyberinfrastructure departs from the classic big sci‑
ences... which were goal directed large‑investment collabo‑
rations of scientists and engineers (as with the Manhattan 
Project, the Human Genome Project, or the Large Hadron 
Collider). Instead, CI seeks to support research generally by 
identifying vast interdisciplinary swaths that could benefit 
from data and resource sharing, knowledge transfers, and 
support for collaboration across geographical, but also insti‑
tutional and organizational divides.” This implies that any 
attempt to assess the value of a CI facility must deal with 
the issue of assessing how much credit to attribute to a CI 
facility when credit is almost always shared among multiple 
individuals, facilities, and organizations.

Conclusions

We have made what we believe to be a reasonable argument 
showing that the US federal government investment in the 
XSEDE ecosystem results in a ROI greater than 1. The value 
returned to the US as a whole, and to US taxpayers in par‑
ticular, exceeds the cost to taxpayers of funding the XSEDE 
ecosystem during the time period studied; this is credibly 
and plausibly, if not definitively, proven. As far as we know, 
this study is the first within the US to attempt to compare the 
financial value of the public good created by federal invest‑
ment in a CI resource with the cost of that resource. We 
believe that the approach presented here holds promise and 
may be reused and refined in the future to aid the research 
community’s overall ability to evaluate and communicate 
the value of its work.

The modular and comprehensive nature of the <IR> 
Framework has greatly facilitated our analysis of this prob‑
lem. Our prior work on the financial effectiveness of service 

delivery and the work presented here offer two complemen‑
tary approaches to analyzing the ROI for a CI facility: one 
that is applicable on a year‑by‑year basis for assessing activi‑
ties during operation of the facility and one that is applicable 
in a summative fashion to assess the end products enabled. 
These approaches, while so far used mostly to analyze large 
hardware‑oriented facilities, also seem applicable to software 
projects and smaller facilities.

We hope that this study will serve as a starting point for 
us and others to build on, as was the case for our 2015 paper 
on the financial effectiveness of XSEDE operations [79]. We 
can see how far our community has come in analyzing ROI 
for CI by comparing the papers in the current special issue 
of Springer Nature Computer Science with the slides from 
a panel discussion at the 2014 IEEE/ACM Supercomputing 
Conference, summarizing the state of affairs at that time: “the 
topic is hot, but solution is elusive” [80]. The work we show 
here offers tools that can be used in the long run to analyze, 
and in the short run to effectively convey, the financial value 
of investment in CI facilities supporting research. As pointed 
out in [81], no single number can adequately capture the return 
on a public investment in research. A multifaceted approach to 
assessing the value of CI is needed to robustly make the case 
for continuing such investments in the future.

Appendix: Apportioning Credit for Creating 
Value

The value created over time by any organization or endeavor 
is a function of many factors, including levels of investment, 
public acceptance of innovations, disease, climate, war, etc. It 
is possible, at least in theory, to mathematically relate these 
factors with the value created, as a combination of functions 
of investments and external factors other than these invest‑
ments. Let:

• fi represent a series of functions that relate value created to 
a number of factors including: government investment (rep‑
resented by I) which is time‑dependent, and other external 
factors (represented by �i);

• ei represent other functions that create or destroy value, 
dependent on time and other external factors �i

Investments and external factors may interact with each other 
in a number of different ways, as may external events. For the 
sake of a reasonable degree of simplicity, let us consider only 
interactions expressed as a set of linear relationships with coef‑
ficients for each pairwise interaction  Ci,j. (This simplification 
will be revisited below.)

Value created (V) from time a to time b is then given by 
the integral:
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The percentage of total value created that is attributable 
to any actual investment i over any period of time is then 
100 times the difference between this integral evaluated at 
the actual investment and this integral evaluated when that 
investment equals 0, all divided by the integral evaluated at 
the actual investment, or:

The interaction terms can be made arbitrarily complicated, 
and this approach to percentage credit will still remain valid. 
Many of the interaction terms  Ci,j would in reality be 0 since 
there would be many factors that in reality do not actually 
interact with each other.

This derivation shows that attributing to a particular 
infrastructure facility a percentage of the total value cre‑
ated by any endeavor that makes use of that facility is not 
just some loose, imaginary analogy. “Percentage credit” 
can be expressed as a precise mathematical formula, even 
if it is impossible in practice to fully express or evaluate 
this formula. It is thus sensible to talk about what might be 
reasonable values for the percentage of the credit for creat‑
ing various kinds of value to attribute to any infrastructure 
facility supporting any sort of research or development. In 
the specific case of the XSEDE ecosystem, the function of 
investment in the XSEDE ecosystem would certainly interact 
with functions describing the impact of federal investment 
in LIGO and the COVID‑19 pandemic. This approach is 
generally applicable to the idea of “percentage value attrib‑
utable” for any facility, group, or individual contributing to 
any collaborative endeavor that creates value.

This derivation and a simple thought experiment show 
why it is nonsensical to take, as the value created by a piece 
of infrastructure, the sum of the values of all end products 
that are viewed as having depended on that piece of infra‑
structure for their creation. Imagine a data collection and 
analysis process that makes use of a sophisticated analytical 
instrument and an advanced computing facility. And sup‑
pose that the operators of the analytical instrument facility 
discuss a particular research end product with the primary 
investigator responsible for the creation of that end product. 
The researcher says that this research end product depended 
for its creation on this analytical instrument. Now suppose 
further that the operators of the advanced computing facil‑
ity ask that same researcher whether this particular research 

V =
�

b

a

( m∑

i=1

fi(Ii, �i, t) +

n∑

j=1

ej(�j, t) +
∑

i≠j

Ci,jfi(Ii, �i, t)fj(Ij, �j, t)

+
∑

Ci,jfi(Ii, �i, t)ej(�j, t) +
∑

i≠j

Ci,jei(�i, t)ej(�j, t)

)
dt

% Credit for actual investment i =
(
V|t=start,finish;investmenti=actual − V|t=start,finish;investmenti=0

V|t=start,finish;investmenti=actual

)
∗ 100

end product depended upon the advanced computing facility 
for its creation. The researcher, as can be easily imagined, 
again responds in the affirmative. Using this one research 
end product in tallying up the value attributable to the ana‑
lytical instrument facility as well as in tallying up the value 
of the advanced computing facility means that the value of 
the research end product has just doubled. Its entire value 
was counted twice, once for each of the two research infra‑
structure facilities on which its creation depended.
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