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Abstract
Medicinal plants have a long tradition of being cultivated and harvested in India. The Indian Forest is the principal reposi-
tory for many useful medicinal herbs. As a result of their critical role in maintaining people's life, medicinal plants have 
traditionally been the subject of intensive research and consideration. Yet, correctly identifying plants used in medicine is a 
laborious process that takes a lot of time and expertise. Because of this, a vision-based approach may aid scientists and regular 
people in the rapid and precise identification of herb plants. Therefore, this research suggests a vision-based smart method 
to recognize herb plants by creating a deep learning (DL) model. Although there is a wide variety of useful plants, we limit 
ourselves to just six from the Kaggle database: betel, curry, tulsi, mint, neem, and Indian beech. For each medicinal plant, 
we collected 500 images. The data undergo a process of resizing and augmentation to increase the sample size. For the fully 
automatic identification of medicinal leaves, the MobileNet DL model is selected. To determine the model's effectiveness, 
it must first be trained, then validated, and ultimately tested. The DL model is evaluated using measures including accuracy, 
precision, and recall. For this reason, the DL model was able to correctly identify medicinal leaves at an accuracy rate of 
98.3%. After being thoroughly investigated, the DL model is uploaded to the cloud, and a mobile app is created for the real-
time identification of medicinal leaves. To recognize leaf images, the built mobile app accesses the DL model on the cloud. 
The automated recognition of plants represents an extremely promising option for filling the taxonomic gap and gaining a 
lot of interest from the fields of botany and machine vision.
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Introduction

Every life on Earth depends on the oxygen that plants pro-
duce. By providing oxygen and water, plants of diverse sizes 
and forms play a crucial role in maintaining the diversity of This article is part of the topical collection “Diverse Applications 

in Computing, Analytics and Networks” guest edited by Archana 
Mantri and Sagar Juneja.
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life on Earth [1]. Herbs, or medicinal plants, are used to heal 
many disorders and illnesses in humans [2]. These plants 
have several medicinal benefits, from the roots to the leaves. 
Plants have been used by humans for a variety of purposes 
including medicine, food preparation, and the cosmetics 
industry. Herbalists must utilize taxonomy to make sense 
of the plethora of medicinal plant species available, some 
of which are challenging to distinguish from one another. 
For the most part, experts in some countries still use anti-
quated methods of herb identification. Both human and ani-
mal health can benefit from the employment of therapeutic 
herbs. In traditional Chinese medicine, they were known as 
common plants; today, we refer to them as herbal remedies. 
Although the plant is rarely used, at least one of its parts can 
be used to manufacture herbal treatments. Various sections 
of the same plant may be used for different reasons. Aside 
from their use in medicine, many plants are also valuable 
for their use in cooking and the production of safe drinks. 
People have always looked to nature for answers to their 
health problems. In humans, herbal medicine is used to treat 
a wide variety of conditions. Plants were used to treat and 
prevent ailments before the discovery of iatrochemistry in 
the sixteenth century [3]. Yet, due to the growing number 
of negative side effects associated with the use of synthetic 
pharmaceuticals and their declining efficiency, the usage of 
natural therapeutic herbs has come back into the spotlight. 
Plants are the primary source of nourishment and shelter 
for the great majority of animal species. Furthermore, many 
people today use fuels such as coal and conventional gas 
that were formed from plants that have been present for a 
long time, but humans have seriously degraded the herbal 
environment in recent years, leading several harvests to fall 
short. The environmental calamity that followed, on the 
other hand, had a wide range of severe impacts, including 
land degradation, climatic abnormalities, disasters, and so 
on, all of which jeopardized human life and development. 
The proliferation of low-quality chemicals in the herbal 
medicine market poses a threat to human health and the 
industry's potential to expand internationally. As a result, 
research into new ways to categorize herbal medications has 
exploded in recent years. It is now widely accepted that the 
plant's leaf has characteristics that facilitate harvesting and 
research. Thus, it is naturally used as the primary method 
of identifying all medicinal plants. Because of recent break-
throughs in image processing, automatic computer image 
identification is now widely used in this field.

There are millions of plant species on Earth; some are 
poisonous to humans, others are used in medicine, and yet 
others are on the verge of extinction. Plants are vital not just 
to human existence, but also to the entire stability of the 
food chain. The main uses for medicinal plants are herbal, 
Ayurvedic, and traditional medicine. Herbal plants are plants 
that can be used to treat illnesses naturally. Almost 80% of 

people worldwide still practice traditional medicine. Herbal 
plants are those whose roots, stems, or leaves can be used as 
components in the production of pharmaceuticals. Most of 
the time, you may locate this kind of medicinal plant in the 
woods. By recognizing herbs, they can gain a lot about their 
characteristics, and one strategy is to examine the leaves. To 
preserve plant species, accurate plant research and classifica-
tion are essential [4].

Ayurvedic doctors used to gather plants and make treat-
ments for their patients. This method is still used by a small 
number of people today. Ayurvedic medicine manufacture 
and distribution today produces more than Rs. 4000 crores 
in annual revenue. There are around 8500 Ayurvedic drug 
manufacturers in India. The quality of the raw ingredients 
used to make Ayurveda treatments has come under fire as 
the Ayurvedic industry has become more commercialized. 
Women and children, who lack the specialized expertise 
necessary to identify the appropriate therapeutic herbs, 
now gather the plants from the wild. Incorrect or substitute 
medicinal plants are frequently delivered to manufacturing 
facilities. Most of these facilities lack proper quality control 
procedures to inspect these plants. Additionally, there is a 
considerable lot of ambiguity due to regional differences in 
names. Some plants arrive dry, which makes manual iden-
tification substantially more difficult. Ayurveda therapy is 
useless when medicinal herbs are used improperly. Unan-
ticipated consequences are also a possibility. In this con-
text, strong quality control procedures must be imposed on 
Ayurveda pharmaceuticals and raw materials utilized by the 
industry to safeguard the industry's current growth while 
maintaining the efficacy and credibility of medications.

Nonetheless, because expert opinions are available, 
manually identifying medicinal plants is equally difficult 
and time-consuming as identifying any other form of the 
plant [5]. Motivated by these hurdles, researchers con-
structed various autonomous plants or leaf recognition sys-
tems, where most of them applied Machine learning (ML) 
methodologies.

Literature Survey

It has become common practice in recent years to use ML 
and DL techniques to classify plants based on images of 
their leaves; this article [1] compares the accuracy and pre-
diction abilities of these methods. A few classifiers used 
to identify leaves and extract important leaf attributes are 
described in this study's image-processing methodologies. 
Early detection of plant diseases is crucial because they 
might stunt the development of some plant types. Current 
advancements in DL, and ML, seems to offer a tremendous 
opportunity to enhance accuracy when it comes to identify-
ing and categorizing the symptoms of plant diseases. This 
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article provides a comprehensive review of the ML and DL 
algorithms used to classify plant leaves.

The research [6] proposes a method for the automated, 
real-time recognition of plant species, specifically for 
medicinal herbs native to Borneo. An improved Efficient-
Net-B1 model was trained and tested on private and open 
accessible plant species databases to solve the recognition 
challenge. In both datasets, the proposed model achieved 
accuracy of over 10% compared to the conventional model 
on test data. This study stands out because of its innovative 
utilization of public feedback and geo-mapping of plants 
within the Borneo area, both of which were made possible 
using a mobile application. Yet, preliminary results from the 
suggested method indicated that it had promise as a real-time 
approach to recognizing medicinal species.

The purpose of the work [7] was to investigate the pos-
sibility of using automated recognition to correctly iden-
tify medicinal plants. In this study, they present a new 
database of medicinal herbs that includes images of 10 cat-
egories of medicinal and 1 category of non-medicinal spe-
cies. Then, proposed a model for an affordable, reliable, 
and effective classification of medicinal plants based on 
the MobileNetV3 architecture. The proposed model using 
transfer learning improves accuracy on the tough challenge. 
Overall, the results showed that a robust and effective clas-
sifier for therapeutic plants is possible.

The study [8] analyzes the practicality of utilizing convo-
lutional neural network (CNN)-based approaches to discern 
between several species of Indian leaves. In recent years, 
several DL frameworks have been applied to the task of rec-
ognizing and classifying plants. The primary goal of this 
research was to create a database of therapeutic plants that 
do well in remote locations. A pre-trained CNN architec-
ture called MobileNet was chosen using the transfer learn-
ing strategy. Models were evaluated using their pre-trained 
weights on a dataset consisting of thirty classes of medici-
nal plants and three thousand images. The trained model 
achieved 98.05% accuracy on a hidden test set, validating 
the approach.

Based on the provided leaf sample, the author [9] presents 
a technique that can determine the plant species. With the 
help of ExG-ExR, an enhanced vegetation index, additional 
data may be gleaned from images about vegetation. Since 
that it comes with an inherent threshold of zero, setting a 
threshold value of OTSU is unnecessary. Although ExG 
employing the Otsu’s technique produces more flora and 
fauna information, their ExG-ExR index functions brilliantly 
irrespective of the illuminating backdrop. This means that 
the ExG-ExR index can be used to pinpoint the location of 
a study focused on binary species. The mask was utilized 
to split the leaves to separate images. Every leaf's colour and 
texture data are retrieved, and then a Logistic Regression 
model is utilized to correctly recognize the plant species.

Based on the findings [10], a deep CNN framework may 
be developed, and its parameters adjusted to improve the 
recognition rate. This research highlights the critical role of 
the multi-layer strategy's impacts on low-number samples 
in achieving satisfactory outcomes. In addition, data aug-
mentation has larger positive effects on productivity. Simple 
transformations such as resizing, flipping, and rotating can 
greatly improve accuracy provided invariance is incorpo-
rated and the model is prevented from acquiring unneces-
sary information. The experiment results improved as a new 
leaf database from several Malaysian medicinal plants was 
developed.

In the study [11], the categorization of 6 distinct medici-
nal species is examined using a range of morphological, 
colour, and textural characteristics. On the outskirts of 
Assam, India, they gathered 90 leaf images representing 6 
different medicinal plant species. For the classification job, 
each attribute was used separately before being combined 
for more precision. The back propagation neural network 
(BPNN) is employed for efficient leaf recognition. Extensive 
testing on ninety images of leaves from six distinct types 
demonstrates that the proposed method improves precision. 
The outcomes show that the suggested strategy successfully 
differentiates between leaves with varying colour, morpho-
logical, and textural characteristics.

Research [12] introduces an ensemble learning approach 
to the DL subject in artificial intelligence, which ena-
bles quick identification of plant species from images of 
their leaves. Thirty distinct types of medicinal leaves are 
included in the dataset. A transfer learning technique was 
used to build and pre-train the neural network model. The 
input image features were retrieved using these models, 
which were learned with the relevant database and a clas-
sifier made of a SoftMax connected to a Dense Layer. The 
3 and fivefold cross-validation was employed to confirm 
the accuracy of the results. They used a classification called 
Ensemble Deep Learning-Automated Medicinal Leaf Iden-
tification (EDL-AMLI) that averaged the results from sev-
eral different models. Better results were achieved with the 
EDL-AMLI compared to the most advanced pre-trained 
algorithms.

The proposed method [13] highlights incomplete issues in 
the datasets to increase the detection accuracy for herb rec-
ognition. The inclusion of dimension variables in the data-
sets improves the image segmentation method. Deep knowl-
edge-based identification is the process of validating a result 
using an ML classifier and an Exclusive-OR gate operation. 
The two-stage authentication (TSA) method improves the 
recognition accuracy required for detecting herbal leaves. 
By combining image segmentation with ML, they can create 
an architecture that is both efficient and resilient. Using the 
most appropriate image segmentation methods for extract-
ing leaves from images also aids in the enhancement of the 
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accuracy rate. The outcomes demonstrate that the proposed 
method improves upon traditional performance metrics, such 
as accuracy.

Methodology

The research focuses on identifying the medicinal herb in 
real-time using the mobile app. The research is composed 
of three stages training testing and deployment.

• Training: in this stage, first the data are collected from 
the Kaggle website. Next, the data are split into training, 
validation, and testing. The gathered data undergo pro-
cessing techniques like resizing and augmentation. The 
training and validating data are used to train the designed 
DL model. For evaluation, the precision, recall, accuracy, 
and loss metrics are chosen.

• Testing: after training and validating the DL model, 
the testing was done on test data. This phase is used to 
finalize the DL model if the model gives a satisfactory 
response.

• Deployment: in many cases, the research gives good 
results, but it is not deployed in real-time. Normal peo-
ple cannot taste the use of the DL model. To break this 
barrier, the mobile app is designed. And the designed 
DL model is deployed in the cloud. The user can use 
the mobile app to capture the leaf images, then the app 
collects the images and sent them to the DL model pre-
sent in the cloud. The DL model helps to identify the 
medicinal species. All the above-mentioned details are 
represented in Fig. 1 using the flow chart.

Data and its Processing

Many medicinal plants are available on earth. Many drugs 
are derived from medicinal plants and have been used to 
treat human illness for many centuries. Classifying medici-
nal plant species is essential for the development and pres-
ervation of pharmaceuticals. The general community lacks 
a sufficient understanding of the properties and applica-
tions of their medicinal herbs. To solve this DL model is 
employed. The DL model requires many leaf image sam-
ples to train them. In this research, the data were collected 
from Kaggle [14]. There are many medicinal species avail-
able on earth, we focus on six species Betel, Curry, Tulsi, 
Mint, Neem, and Indian Beech. The sample images of each 
species are given in Fig. 2. The Kaggle database holds 
500 images of each species. We took 350 images of each 
species for training, 100 for validation, and 50 for testing. 
The data distribution of this research is given in Table 1 

Fig. 1  Research flow of real-
time medicinal plant identifica-
tion

Fig. 2  Sample medicinal leaf images
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and Fig. 3. 70% of the data was taken for training, 20% for 
validation, and 10% for testing.

After image collection, the pre-processing is done on 
the images. The pre-processing stages involve resizing and 
augmentation. The various CNN networks have different 
image size requirements [15]. Hence, to fit the MobileNet 
model, the images were downsized to 224 × 224. To get 
better accuracy, the trained data must be more. But we 
have only 350 images of each species. Data augmentation 
comes into the picture to increase the training sample.

Data augmentation techniques are employed to artifi-
cially increase the size of the dataset [16]. Most of the 
work with tiny datasets uses this method. It helps to give 
more images for training, which helps avoid overfitting, 
and it also helps to supply more images for testing pur-
poses. The images are rotated, flipped, and had their col-
our altered to build a larger dataset using data augmenta-
tion. The training images were rotated both clockwise and 
anticlockwise by an angle ranging from 5 to 90 degrees. 
The flipping of images is horizontal and vertical out of 
an image. The process of altering an image's colour is 
known as image manipulation. Each medicinal species 
before and after augmentation such as rotation, flip, and 
colour manipulation are given in Table 2.

Deep Learning Model Construction

The DL model is employed to classify the medicinal 
species. We have chosen the MobileNet model for this 
purpose. The MobileNet [17] model, which is built on a 
CNN, is commonly used to categorize images. Since the 
MobileNet model uses fewer computing resources than the 
standard CNN approach, it can be used on low-powered 
smartphones and desktop computers [18]. The MobileNet 
framework is a basic model that can be employed to parti-
tion data based on two controllable criteria that effectively 
switch between accuracy and latency. When it comes to 
saving space on a network, the MobileNet method comes 
out on top.

With fewer features, the MobileNet architecture still 
works well [19]. MobileNet is organized in a hierarchy. The 
core of the architecture is made up of multiple abstraction 
layers, which look to be the quantized setup that accurately 
evaluates the complexity of a typical task. Abstraction layers 
that pass through a rectified linear unit (ReLU) [20] are used 
to generate depth platforms. To decrease the dimensions in 
both the source images and every layer's inner depiction, the 
quality multiplier variable ω is introduced.

The dimension of the feature vector map is Fm ∗ Fm 
and the dimension of the filter is Fs ∗ Fs . The input can be 
denoted by p , and the resulting outcome by q . The variable 
ce represents the entire amount of computing labour for the 
architecture's core abstract layers, and it may be calculated 
using the equation below (1).

Context determines the appropriate multiplier value 
ω; for this study on leaf disease classification techniques, 
we will assume a multiplier value of between 1 and n . It 
is assumed that the resolution multiplier α, indicated by 1. 
Using the below-mentioned Eq. (2), the computation efforts 
can be determined via variable  coste.

The suggested approach includes depth and point-wise 
convolutions, both of which are constrained by a depletion 
element, d , which is represented by the following Eq. (3):

When it comes to making an accurate estimation, the 
width and resolution multiplying hyper-features are invalu-
able tools. Images having dimensions of 224 by 224 by 3 
pixels are supported by the proposed model. The image's 
dimensions are indicated by the first 2 digits (224*224). 
These digits must always be at least 32. Based on its third 
digit, we can deduce that it collects information from three 

(1)ce = Fs ⋅ Fs ⋅ � ⋅ �Fm ⋅ �Fm + � ⋅ p ⋅ �Fm ⋅ �Fm

(2)coste = Fs⋅Fs ⋅ � ⋅ p ⋅ Fm ⋅ Fm

(3)d =
Fs ⋅ Fs ⋅ � ⋅ �Fm ⋅ �Fm + � ⋅ p ⋅ �Fm ⋅ �Fm

Fs ⋅ Fs ⋅ � ⋅ p ⋅ Fm ⋅ Fm

Table 1  Medicinal leaf image data distribution

Data Train Validate Test

Betel 350 100 50
Mint 350 100 50
Tulsi 350 100 50
Neem 350 100 50
Curry 350 100 50
Indian beech 350 100 50

Fig. 3  Data distribution
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sources. The suggested architecture consists of 32 filters, 
each dimension is 3*3*3.

The goal behind MobileNet structures is to replace com-
plex convolutional layers (CL) with simple ones. Every layer 
consists of a CL with dimension 3*3 that delays the inputs, 
followed by a CL with dimension 1*1 pointwise that com-
bines these filtering variables to produce a new element. 
The purpose of the abovementioned technique is to com-
press the model and improve its effectiveness over a normal 

convolutional network. The architecture of MobileNet is 
given in Fig. 4.

Deep Learning Model Deployment

Google is a major competitor in the market for cloud com-
puting and has its cloud service called Google Cloud Plat-
form (GCP). Data in the tens of thousands of terabytes range 

Table 2  Medicinal images before and after augmentation

Leaf Original Image Augmented Image

Rotate Flip Color Manipulation

Betel

Mint

Tulsi

Neem

Curry

Indian 

Beech
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is created, saved, and analysed daily by individuals around 
the globe. Google has spent a lot of money over the years 
building out its processing and storage facilities to handle 
this massive amount of data [21]. These massive compu-
tational facilities are available to the public via GCP and 
may be used to save ML and DL models. Securing, saving, 
distributing, and analysing the data are some of the functions 
offered by GCP. Such cloud services provide a protected 
cloud perimeter around data, letting it undergo a wide range 
of processing and conversion without exiting the cloud envi-
ronment. Google Cloud Storage provides extensible, real-
time access to both present and past data inside the confines 
of the cloud. With using cloud storage, you can access the 
files from anywhere in the globe, at any time. When you fac-
tor in the magnitude and monetary importance of the data 
being saved, the price tag for this kind of storage power 
is surprisingly low. The expense is also justified when you 
consider the convenience, safety, and consistency that cloud 
storage offers. Data mining, exploration, streaming, batch 
analysis, cloud-based Hadoop ecosystems, and communi-
cations systems are just some of the solutions offered by 
GCP. A wide range of methods for mining and producing 
real-time insight from big data is provided by such services.

On computed platforms with sufficient resources, there 
are numerous well-established DL frameworks [22]. They 
have been utilized extensively and perform well in many 
DL tasks. These substantial structures, however, are inap-
propriate for mobile systems with limited resources. First 

off, despite being comprehensive, most of these frameworks 
require additional components, making them too large and 
resource-intensive to be used effectively on low-powered 
mobile devices. Second, the inference phase of the mobile 
DL system must be prioritized in contrast to a more tradi-
tionally designed framework. Furthermore, unlike a non-
mobile DL framework, portable DL optimization focuses 
on model simplification and hardware-oriented computation 
efficiency. Even though mobile versions of many models 
exist, these models match perfectly with the powerful GPU 
processors that aid in training but provide little in the way 
of utility during inferences. To train and execute DL models 
on low-powered mobiles, there has been a recent focus on 
developing professional software packages. To this end, we 
will be integrating existing frameworks and accelerating the 
inference process of trained models to substantially reduce 
the number of resources required to execute a mobile app.

Results and Discussion

The purpose of this study is to identify medicinal plants 
in real-time. The necessary medicinal leaf images were 
obtained from Kaggle to complete this challenge. Because 
the collected images are of various sizes, they have been 
scaled to a specific dimension. Geometrical augmentation 
was performed on the leaf images because the collected 

Fig. 4  MobileNet architecture
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data is insufficient to train the DL model. The augmented 
data is fed into the DL model, which is trained with an 
epoch of 15.

Training and Validation Result

Metrics like loss, recall, accuracy, and precision are used 
to assess the performance of a DL model during the train-
ing and validation stages. Table 3 displays the obtained 
metrics values. At the train and validate stages, the DL 
model's loss value is 1.07 and 1.64 at the 0th epoch. The 
loss value gradually lowers and reaches values of 0.08 
and 0.18 as the epoch count increases. The second met-
ric considered is recall performance. During training, the 
score begins at 0.53 on the 0th epoch and steadily rises 
to 0.97; during validation, the recall values at the initial 
and final epochs are 0.67 and 0.94. The accuracy of the 
DL model is assessed in the third step. The training and 
validation accuracy scores of the DL model are 0.64 and 
0.68 at the 0th epoch. The accuracy scores for both phases 
are 0.97 and 0.95 at the final, 14th epoch. The precision 
of the DL model throughout the training and validation 
phases is then evaluated. Precision at the initial epoch 
yields a value of 0.80 and 0.70, which reaches 0.97 and 
0.95 at the final epoch.

Line plots of the data from Table 3 are shown in Fig. 5. 
The MobileNet's loss plot is depicted in Fig. 5a, and the 
recall plot is shown in Fig. 5b. Figures 5c, d display a pre-
cision and accuracy graph. The epochs are plotted along 
the x-axis and the metrics are along the y-axis in all of 
the graphs. All plots, except for the loss plot, rise as the 
number of epochs increases.

Testing Result

For DL model testing, test data are used after the model 
has been trained and validated. Accuracy, precision, and 
recall are three measures considered to examine the testing 
outcome. The accuracy, recall, and precision scores of the 
DL model are 98.33, 97.36, and 99.32%, respectively, on 
test data. The results show that the developed MobileNet is 
effective in identifying medicinal plants, with a total aver-
age score of above 97% across all measures. Figure 6 and 
Table 4 shows the metrics score of the DL model applied to 
test data in the form of a bar graph.

Deployment

During the testing phase, the constructed model produces 
satisfactory results. So, we have finalized the MobileNet 
model and deployed it to the cloud named GCP. The next 
step is to design the mobile app with the target user in 
mind. Minimal options were included in the final version 
of the mobile app. The login screen shows automatically 
when the user launches the app. A user registers for an 
app by providing basic information about themselves. The 
homepage is displayed after login. The user can only see 
one option on the home page, which is to scan or upload 
the leaf. Now, we have the option of using the phone's 
camera to perform a direct scan of the plant or uploading 
has previously taken pictures of the leaves. The predic-
tion option enables after the images have been uploaded. 
When a user taps the app's prediction button, the uploaded 
images are forwarded to the cloud-based DL model for 
analysis. The DL model is useful for determining the 
correct name of the healing herb. The results of the DL 

Table 3  DL model outcome Epoch Loss Recall Accuracy Precision

Train Validate Train Validate Train Validate Train Validate

0 1.0736 1.6413 0.5379 0.6711 0.6425 0.6879 0.8034 0.7088
1 0.326 0.6749 0.8794 0.8033 0.8943 0.8137 0.9065 0.8268
2 0.2639 0.4553 0.9096 0.8482 0.918 0.8578 0.9274 0.8719
3 0.147 0.593 0.9515 0.9351 0.9559 0.9423 0.9593 0.9511
4 0.1554 0.3893 0.9499 0.8261 0.9546 0.8349 0.96 0.8577
5 0.1343 0.28722 0.9545 0.8666 0.9588 0.8718 0.9619 0.8782
6 0.1428 0.2118 0.9536 0.9379 0.9578 0.9399 0.9631 0.9436
7 0.1044 0.5025 0.968 0.7985 0.9704 0.8049 0.9721 0.8115
8 0.0839 0.3484 0.9712 0.893 0.9734 0.901 0.9749 0.9046
9 0.0797 0.4477 0.9751 0.8814 0.9778 0.889 0.9794 0.898
10 0.0844 0.478 0.9716 0.8578 0.9737 0.863 0.9763 0.8714
11 0.0871 0.2524 0.9712 0.9251 0.9731 0.9275 0.9748 0.9337
12 0.0855 0.5026 0.9724 0.8774 0.9749 0.8838 0.9763 0.8881
13 0.0802 0.2909 0.9736 0.9187 0.9747 0.9215 0.9766 0.9268
14 0.0852 0.1819 0.9732 0.9467 0.9743 0.9523 0.976 0.9567
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model are again sent to the mobile app from the cloud. The 
leaf's name and its health advantages are displayed in the 
app. Scanning the tulsi crop is used to test the developed 
mobile app. Figure 7 also illustrates how the mobile app 
works. The name of the plant is identified accurately and 
the software also displays a dialogue box detailing the 
advantages of using the plant.

Conclusion

Plants have a crucial role in maintaining human life. Tradi-
tional herbal remedies have been used by indigenous com-
munities for thousands of years. Clinicians often identify 
herbs by years of accumulated familiarity with their smell 
or taste. Automatic herb identification has been greatly aided 
by recent developments in analytical technologies. Many 
people appreciate this, especially newcomers to the world of 
herb identification. Furthermore, laboratory-based analysis 
requires proficiency in sample collection and data interpre-
tation, both of which add extra time and effort to already-
lengthy procedures. So, it is necessary to have a quick and 
accurate procedure for detecting herbs. In this study, we use 
DL to develop an automated system for identifying medici-
nal plants. Only six herbs are used in this study. Over 97% 
in accuracy, precision, and recall are achieved by the created 
DL model. This model will be deployed in the cloud and cre-
ate a smart mobile app that can instantly identify medici-
nal plants. For those who lack access to costly measuring 
instruments, this DL and mobile-based technique will be the 
method of choice for the rapid detection of medicinal plants. 
Future studies will focus on enhancing or maintaining the 
model's classification performance by taking more medicinal 
plant species.

Fig. 5  MobileNet model performance during the training and validation process

Fig. 6  Performance of MobileNet on test data

Table 4  MobileNet performance on test data

Model Accuracy Recall Precision

MobileNet 98.3333 97.3684 99.3289
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