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Abstract
The primary mode of COVID-19 transmission is through respiratory droplets that are produced when an infected person 
talks, coughs, or sneezes. To avoid the fast spread of the virus, the WHO has instructed people to use face masks in crowded 
and public areas. This paper proposes the rapid real-time face mask detection system or RRFMDS, an automated computer-
aided system to detect a violation of a face mask in real-time video. In the proposed system, single-shot multi-box detector 
is utilized for face detection, while fine-tuned MobileNetV2 is used for face mask classification. The system is lightweight 
(low resource requirement) and can be merged with pre-installed CCTV cameras to detect face mask violation. The system is 
trained on a custom dataset which consists of 14,535 images, of which 5000 belong to incorrect masks, 4789 to with masks, 
and 4746 to without masks. The primary purpose of creating such a dataset was to develop a face mask detection system 
that can detect almost all types of face masks with different orientations. The system can detect all three classes (incorrect 
masks, with mask and without mask faces) with an average accuracy of 99.15% and 97.81%, respectively, on training and 
testing data. The system, on average, takes 0.14201142 s to process a single frame, including detecting the faces from the 
video, processing a frame and classification.
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Introduction

COVID-19, also known as SARS-CoV-2, is highly conta-
gious. The COVID-19 pandemic has impacted nearly every 
country, wreaking havoc on available healthcare facilities 
and treatment systems. Direct contact with infected res-
piratory droplets spreads the virus (produced via sneez-
ing and coughing). Anyone who comes into contact with 
virus-infected surfaces and subsequently touches their face 
may also become sick and experience symptoms such as 
shortness of breath, cough and fever. Although COVID-19 

vaccinations have been developed and their widespread dis-
tribution began in early December 2020, they do not eradi-
cate the virus; rather, they minimize complications and mor-
bidity associated with COVID-19.

The WHO emphasizes wearing a face mask in crowded 
and public places, as it prevents virus transmission via 
the nose or oral passages [1–3]. In COVID-19-affected 
countries, the government has instituted laws mandating 
the wearing a face mask. Face masks (e.g., cotton, surgi-
cal, N-95) offer 50–95% protection against the COVID-19 
virus [4]. In the circumstances described, it is an excellent 
practice to always use a face mask to prevent exposure to 
COVID-19. In this context, determining whether or not a 
person in a public gathering or an organization is wear-
ing a mask has been the subject of a significant amount 
of research. Conventional procedures for checking a face 
mask violation are not always feasible and are error prone. 
Conventional procedures include human force monitor-
ing people for not wearing face masks manually. There-
fore, there is a need for a system that can automatically do 
this task. Moreover, the human force could be saved and 
deployed to other essential tasks.

This article is part of the topical collection “Computer Aided 
Methods to Combat COVID-19 Pandemic” guest edited by 
David Clifton, Matthew Brown, Yuan-Ting Zhang and Tapabrata 
Chakraborty.
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During the last 10 years, significant strides have been 
made in the field of computer-aided deep neural network 
(DNN) approaches, which have demonstrated promising 
results in classification tasks [5, 6], pattern recognition 
[7], and other areas. DNN models can detect minute vari-
ations between images, ultimately allowing them to pre-
cisely recognize an object in an image. In face mask detec-
tion systems, strategies based on deep learning (DL) and 
machine learning (ML) have been used to develop reliable 
and accurate systems that are both quick and efficient. A 
large number of researchers have developed a variety of 
DNN architectures for the purpose of detecting face mask 
violations. Most of these researchers have chosen to base 
their methods on transfer learning and hybrid approaches 
(combination of deep learning and machine learning). DL 
models have shown high sensitivity and specificity when 
detecting face mask violations, as shown in Table 6.

This paper proposes a system named RRFMDS (Rapid 
Real-Time Face Mask Detection System) for effective and 
accurate face mask detection. During the entirety of the 
development process, deep learning strategies, such as con-
volution neural networks (CNN), were applied throughout 
the process. The system consists of a face detector, interme-
diate block, and face mask detection modules. To construct a 
face identification module, we employed a single-shot multi-
detector, based on Resnet-10 [8, 9]. Furthermore, to identify 
face masks, we used the transfer learning of the state-of-the-
art model, MobileNetV2 [10].

In the first place, faces from video data frames are 
detected using a face detection module and an intermediate 
block performs necessary operations on the detected faces 
and, finally, detected faces are classified as unmasked faces, 
masked faces, or incorrectly masked faces using fine-tuned 
MobileNetV2 model. The reason behind selecting these 
models was to develop a lightweight system that could be 
incorporated with CCTV cameras. The system is suitable 
for use in a diverse assortment of scenarios, such as it could 
be installed in hospitals, supermarkets, and educational 
institutes.

The following is a list of the primary contributions of 
this paper:

•	 A face mask detection system is developed to simultane-
ously identify and classify multiple faces from the video 
data.

•	 The model is able to detect different types of masks, 
occluded faces, and faces in various orientations accu-
rately.

•	 The custom dataset developed for this problem is made 
publicly available on a KAGGLE repository (https://​
www.​kaggle.​com/​datas​ets/​shiek​hburh​an/​face-​mask-​datas​
et).

•	 The dataset can be used for other problems by the 
researchers such as face detection, facial landmarks, 
occluded face detection and recognition of facial expres-
sion.

•	 We discuss the potential for the expansion of a system's 
functionality in this paper. It may be useful for research-
ers to build a more accurate face mask detection system.

The structure of this paper is as follows. Following the 
introduction, “Related Work” deals with the review of extant 
literature. The next section describes the dataset description, 
followed by “Proposed Methodology” which discusses the 
proposed methodology. “Experimental Results and Discus-
sion” provides the experimental results and demonstrates 
the output of the proposed system. The scope of the present 
study is captured in “Future Work”; finally, in the last sec-
tion, we have discussed the conclusion.

Related Work

Due to the ongoing epidemic, there has been a lot of interest 
in projects with similar purposes. Most researchers utilized 
CNN from all the approaches mentioned in the literature 
because of its outstanding performance and capacity to 
extract valuable characteristics from the image data. Other 
methods have employed hybrid strategies that use ML meth-
odologies with or without deep learning.

CNN‑Based Approaches

Contrary to ML approaches, we do not need to extract the 
features in CNN-based methods manually. CNN uses con-
volution and pooling techniques to extract valuable features 
from the input. We have discussed some popular CNN-based 
face mask detection models in the following.

In Ref. [11], similar to our model, MobileNetV2 was 
used to classify the face mask and Caffe-based face detec-
tor. A small dataset of 4095 images was used. Additionally, 
the dataset has only two classes, masked and unmasked. 
Hence, the model trained is not able to detect the incorrectly 
masked faces (i.e., having his or her mask below the nose). 
It achieved a decent F1-score of 0.93.

In Ref. [12], the MAFA or Masked Faces face mask data-
set was initially produced. They built a CNN model capable 
of detecting facial occlusion, including masks. They divided 
their concept into three key components: the proposal mod-
ule, the embedding module, and the verification module. 
The initial module combines two CNNs and retrieves facial 
image characteristics. The second module focuses on detect-
ing facial landmarks that are not obscured by occlusion. 
The LLE algorithm is implemented at this stage. In the final 
module, classification and regression tasks are carried out 

https://www.kaggle.com/datasets/shiekhburhan/face-mask-dataset
https://www.kaggle.com/datasets/shiekhburhan/face-mask-dataset
https://www.kaggle.com/datasets/shiekhburhan/face-mask-dataset
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using a CNN to determine if an item is a face and to scale 
the position of missing facial signals. Identifying side-fac-
ing faces degraded the model's performance, and the data-
set contains more occluded than masked faces. Therefore, 
training with this dataset is not always viable for face mask 
identification alone. The performance was determined by 
calculating the precision of each parameter and averaging 
the precision of various parameters. Recorded precision 
averaged 74.6%.

In Ref. [13], a dataset known as “MASKED FACE 
DATASET” was proposed and three CNN architectures were 
cascaded for face mask detection. The dataset only consists 
of 200 images. To overcome the problem of overfitting, 
they used the concept of transfer learning and fine-tuned 
the model with the WiderFace dataset [14]. The first CNN 
consists of five layers and is used to scale the input image. 
The second and third layers consist of seven layers each. The 
advantage of using three cascaded CNN is that each false 
detection is eliminated, thus making a prediction stronger. 
However, using three CNN makes it computationally expen-
sive. The model achieved an accuracy of 86.6% and recall of 
an 87.8% on their proposed dataset.

In Ref. [15], the authors presented the SRCNet model for 
face mask detection. The model comprises two networks: a 
classification network and an image super-resolution (SR) 
network. The model is capable of adequately classifying 
incorrect face mask wearing (IFW), correct face mask wear-
ing (CFW), and no face mask wearing (NFW). The model 
was trained using the MMD or Medical Masked dataset [16] 
and the MobileNetV2 CNN algorithm was adopted [10]. The 
design was well organized and effective. However, the data-
set used for training was very small and the inference speed 
was slower than other algorithms. The model achieved an 
accuracy of 98.07%.

The approach in Ref. [17] identifies three classification 
categories: no mask, improper face mask, and with mask. 
The model was trained on a dataset consisting of 35 masked 
and unmasked face images. Before training, the dataset was 
first preprocessed and scaled to the necessary dimensions. 
The model first identifies the face, extracts the face from the 
input, and then applies the face mask net model for classifi-
cation. It includes extremely limited and regionally specific 
data. The accuracy of the model was reported to be 98.06%.

In Ref. [18], a novel face mask detection technique was 
proposed using YOLOv2 and ResNet50 together. They used 
the FMD [31] and MMD [16] datasets to train and test a 
model. SGDM and adaptive moment estimation (ADAM) 
optimizers were used to compare the performances. The 
model achieved an average precision of 81%. In [19], the 
VGG16 architecture was utilized to identify and catego-
rize face expressions. The accuracy of their VGG16 model 
trained on the KDEF database is 88%.

The transfer learning of the InceptionV3 model was used 
in Ref. [20]. The last layer of the model was removed and 
five new trainable layers were added. The last layer consists 
of two neurons, followed by a softmax activation function 
where each neuron corresponds to a masked face and an 
unmasked face, respectively. The model obtained an accu-
racy of 99.91% training and 100% testing accuracy in 80 
epochs.

In Ref. [21], VGG-16 CNN was used for face mask detec-
tion. The dataset they developed consists of 25,000 images, 
and the model was trained on it. The mask-covered area in 
an image was first segmented and extracted. The proposed 
model used the Adam optimizer as an optimization function. 
Their algorithm was 96% accurate at spotting face masks.

The SSDMNV2 model is proposed in Ref. [22]. They 
used a similar approach to ours—for face detection, they 
utilized a single-shot multi-box detector and MobileNetV2 
for classification. The classification accuracy was around 
92% and the F1-score was 0.93. Our proposed system out-
performs it with 98.6% training and 97% testing accuracy 
and a 0.95 F1-score.

In Ref. [23], for face detection, YOLOv3 was used. It was 
trained on celebi and wider face [14] databases. The model 
was later evaluated on the FDDB database [24] and achieved 
an accuracy of 93.9%.

Hybrid‑Based Approaches

The algorithms for deep learning and machine learning were 
combined in Ref. [25]. The deep learning model ResNet50 
was employed for feature extraction, while machine learning 
methods such as support vector machines and decision tree 
algorithms were used for classification. One of the four types 
of datasets contains both actual and fake face masks. On the 
training dataset containing actual face masks, the decision 
trees classifier did not obtain a decent classification accuracy 
(68%) on false face masks.

In Ref. [26], they proposed a model that triggers an alarm 
for surgical face mask violation in the operating room for 
face detection. They used Viola–Jones face detection and 
LogitBoost for face mask detection. One of the problems 
with the model was that it would make a mistake if clothing 
was found near the face. Synthetic rotation was used to find 
a solution to this problem. In addition, the model was trained 
only on surgical face masks. The recall was said to be above 
95%, and the rate of false positives was less than 5%.

In Ref. [27], a haar-cascade-based feature detector was 
utilized to recognize a nose and mouth from the detected 
face. The model identifies the nose and mouth and predicts 
an unmasked face. If it detects only the nose, it predicts an 
incorrectly masked face and a correctly masked face if nei-
ther is detected. This method is quick and straightforward, 
but it can only interpret full-frontal faces and can be tricked 
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by covering the mouth and nose. Our proposed model is able 
to predict correctly from different orientations of a face and 
occlusion, such as a hand on a face or hair on a face.

Principal component analysis (PCA) algorithm was 
implemented in Ref. [28] for face mask violations. It per-
formed well with an accuracy of 96.25 for detecting the 
faces without the mask, but while detecting the faces with a 
mask, the performance was reduced to 68.75%.

Dataset Description

For our proposed model, a customized dataset was created 
named  Efficient Face mask Dataset.

The dataset contained almost all varieties of face masks 
and was collected manually from different sources. Some 
of the data were collected from related research [29]. Some 
of the data were compiled from different standard data-
sets, including MAsked FAces (MAFA) [12] and Masked 
Face Detection Dataset (MFDD) [30]. Additionally, some 
simulated images generated through the data augmentation 
techniques were also added to the dataset to enrich it. We 
gathered images from different sources, so our dataset would 

be diverse and unbiased. The primary reason for creating 
the dataset was to develop a highly accurate model that can 
detect a wide range of mask types and effectively identify 
the occlusion instances in front of the face. The organization 
of the dataset can be seen in Fig. 1.

The dataset is primarily divided into three categories: 
with mask, incorrectly masked, and without mask. In addi-
tion, we organized the data under these primary categories 
into distinct subcategories based on their properties. The 
reason for such an organization is that it can be utilized for 
other computer vision problems. Besides the face mask 
detection model, the dataset can be used for face recognition 
and occlusion face detection. For example, face detection 
problems may utilize the simple without mask subcategory, 
whereas face occlusion detection can utilize the complex 
with mask category. Some of the images of the dataset can 
be seen in Fig. 2.

The various types of images used in the dataset are as 
follows:

•	 Mask_on_chin images: These are the images in which 
masks are put on the chin only. The mouth and nose of a 
person are visible.

Fig. 1   Dataset organization structure in a graphical format

Fig. 2   Example of images in the dataset
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•	 Mask_on_chin_mouth images: In this, the mask covers 
the chin and the mouth area. The nose of a person is not 
covered.

•	 Simple with_mask images: These consist of data samples 
of face masks without any texture or logos.

•	 Complex with_mask images: It includes images of  com-
plex face masks with textures, logos, or printed designs.

•	 Simple without_mask images: These are images without 
any occlusion.

•	 Complex without_mask images: It consists of faces with 
occlusion, such as beard, hair, and hands covering the 
face.

The dataset has a total of 14,535 images. The incor-
rect_masked class consists of 5000 images, of which 2500 
are Mask_on_Chin and 2500 are Mask_on _Mouth_Chin. 
The With_mask class has 4789 images, of which 4000 are 
simple with_mask and 789 are complex with_mask images. 

Similarly, without_mask has 4746 images, of which 4000 
are simple and 746 are complex images. In Fig. 3, we have 
shown the distribution of the dataset. It consists of four sub-
figures: data distribution of each class, distribution of incor-
rect_mask images, distribution of with mask_images, and 
distribution of without_mask images.

In addition, the proposed dataset has been compared to 
the standard datasets typically used for face mask identifica-
tion algorithms in Table 1.

Proposed Methodology

We trained multiple state-of-the-art CNN models, namely 
VGG-16, Resnet-50 and MobileNetV2, on the proposed 
dataset to choose the most accurate and fast. The result 
shows that the model based on the MobileNetv2 performs 
better in accuracy and inference speed. We have discussed 

Fig. 3   Data distribution, (i) each class distribution. (ii) Mask_on chin and Mask_on_mouth_chin images in the incorrectly masked images. (iii) 
Distribution of simple and complex images in correctly masked images. (iv) Distribution of the unmasked images
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the proposed RRFMDS based on MobileNetV2 in this sec-
tion. The proposed system consists of the following modules:

1. Data augmentation: this module increases the dataset's 
size and avoids overfitting.

2. Face Detection module: this module is responsible for 
detecting faces from real-time video data.

3. Intermediate block: it performs extraction of the 
detected faces and preprocessing.

4. Face Mask Detection module: this module is first 
trained on the custom dataset and then used for detecting 
faces as unmasked, masked, or incorrectly masked faces.

RRFMDS Overview

At first, the face mask classifier is trained on an augmented 
dataset. The face detection module then efficiently locates 
faces from the frames of a real-time video, even in overlap-
ping scenarios.  The faces, or regions of interest, that have 
been detected are extracted and passed to the intermediate 
block.

These detected faces are then processed, batched together, 
and sent to the trained classifier. The classifier predicts the 

output of the detected faces as probabilities. The final result 
is the localized faces in the video frame with class prediction 
and probability of the class.

Figure 4 depicts the general architecture of the system, 
and Table 2 provides information on the models that were 
utilized for each individual component.

Data augmentation: Deep learning models are data hun-
gry, i.e., the model significantly improves when a large quan-
tity of training data is provided. The model may be suscep-
tible to overfitting if insufficient training data exists. The 
model might not be able to generalize learned features well 
on unseen data. “Data augmentation” refers to the practice 
of increasing the number of training examples in a data-
set. Data is generated from existing images by changing the 
brightness, orientation, and size.

In our work, we utilized a number of different data aug-
mentation strategies, including flipping, rotation, contrast, 
shearing, and zooming, with the goal of reducing class 
imbalance and expanding the size of the training dataset. 
In addition to helping prevent overfitting, this would also 
help the model become more robust in identifying previ-
ously undiscovered data. We implemented the ImageDa-
taGenerator class of the TensorFlow package to perform 

Table 1   Comparison of various standard face mask datasets with the proposed dataset

Paper Dataset Composition of dataset No. of images Characteristics Shortcomings

[31] FMDD Contains only masked face 
images

853 Available publicly Limited images and only 
masked images

[30] MFDD Solely masked face images 24,471 public Biased to Chinese faces
[12] MAFA Contains a masked face and 

any sort of occlusion on the 
face

30,811 Categorical classification is 
easily deployable since mask 
type is specified

Mostly preferable for occlusion 
detection rather than physical 
mask detection

[32] MaskedFaceNet Contains improperly worn 
masked face data along with 
masked faces

1,37,016 Benchmark dataset, categorical 
classification is easier than 
with other datasets

Biased toward surgical masks

[33] RMFRD Masked and unmasked face 
images of the same subject

95,000 Effective in accuracy, since the 
dataset is very large

Biased toward Asian facial 
images

[34] LFW Composed of celebrity images 
of different orientations

13,233 Benchmark dataset for face 
recognition

Does not contain any masked 
face image

Proposed 
dataset

Efficient Face 
Mask Dataset

Composed of the following:
(1) simple and  com-

plex masked images
(2) simple and  complex 

unmasked images
(3) mask-on-chin incorrectly 

masked and mask-on mouth–
chin incorrectly images

14,535 The proposed dataset is broad 
and adaptable, not skewed 
toward a single face. It has 
been constructed by con-
sidering the prior dataset's 
shortcomings. The dataset 
contains numerous types and 
colors of masks that were 
also included to not make 
it biased toward any single 
form of a mask. The model 
constructed on this dataset 
will recognize practically any 
form of the mask with varied 
orientations and can detect 
occlusion in front of the face 
easily and reliably

_________
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data augmentation. In each epoch, the ImageDataGenera-
tor applied a transformation on all the training images we 
have and used the transformed images for training. By doing 
this, we are somehow creating new data (i.e., also called data 
augmentation), but obviously, the generated images are not 
totally different from the original ones. This way, the learned 
model may be more robust and accurate as it is trained on 
different variations of the same image. Augmentation here 
does not increase the number of training images per epoch. 
Instead, it uses a different transformation of each image in 
each epoch. Since we train our model for 30 epochs, we have 
used 30 different versions of each original image in train-
ing (or 14,535 * 30 = 436,050 different images in the whole 
training) instead of just the 14,535 original images in the 
whole training). Put differently, the total number of unique 

images increases in the whole training from start to finish, 
not per epoch. Augmented images need to have their dimen-
sions adjusted according to the default input size of Mobile-
NetV2 (224*224*3), and also images are required to be nor-
malized for faster training. Once more, we accomplished 
this with the assistance of ImageDataGenerator. The main 
advantage of using ImageDataGenerator is that it generates 
images on the go during training time. It returns the training 
batches of the original and augmented images. Some of the 
augmented images generated can be seen in Fig. 5.

Fine tuning and training: The proposed system employs 
transfer learning of MobileNetV2 for the classifier. It allows 
us to use the weights of the state-of-art model, which has 
been trained on the Imagenet dataset, as the starting point 
in the training. The base layers are frozen to preserve the 
features that have already been learned. After that, an addi-
tional four trainable layers are added, and those layers are 
then trained with the help of the custom dataset. The last 
layer of the model consists of three neurons where each 
neuron corresponds to the required class. The first neuron 
corresponds to the incorrect mask, the second corresponds 
to masked faces, and the third neuron corresponds to the 
unmasked faces.

During the training of the model, we used 93% of the 
complete data and remaining 7% were used for a testing 
purpose. Following this, the model was fine-tuned, and the 
weights were stored. By using pre-trained weights, it is pos-
sible to save a significant amount of computational costs 
while also improving the end result. Figure 6 illustrates the 
architecture of the face mask detection model. Figure 7 pro-
vides a visual representation of the training process. During 
the model's training process, the hyperparameters used are 
shown in Table 3.

Face Detector: The faces of the persons need to be 
detected first before they are classified. This model is 
responsible for face detection and acts as the first stage in 
face mask detection system. We used a pre-trained DNN 
module named SSD (single-shot multi-box detector) based 
on ResNet 10 or the face detector in our proposed system. 
It is an open-source deep neural network model available 
on the GitHub repository of Open-CV. It is comparable to 
the YOLO object identification method, which likewise only 
requires one shot to detect multiple objects using multi-box. 
The reason for using such a face detector module is that it 
is significantly lightweight, faster, and accurate and can be 
embedded with any device. There are two versions avail-
able and we have used the Caffe implementation [35] (float-
ing point 16 version). An OpenCV method cv2.dnn.readnet 
('path to Caffe model', 'path to prototxt file') was used to load 
the Caffe model and prototxt file.

A frame is extracted from the real-time video data and 
then sent to the face detector. The face detector will deter-
mine each and every face contained inside a frame, after 

Fig. 4   Illustration of working of face detection, intermediate, and face 
mask detector

Table 2   Models used for each component

Component Models considered

Data augmentation ImageDataGenerator class of ten-
sorflow

Face detection SSD (single-shot multi-box detector) 
based on ResNet 50

Face mask classifier/detection Transfer learning of MobileNetV2
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Fig. 5   Augmented images of one of the data samples using the ImageDataGenerator method

Fig. 6   Architecture of the face mask detector based on MobileNetV2
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which it will output the detected faces together with the 
bounding box coordinates. Following that, the outputs are 
sent to an intermediate block, where they are subjected to 
further processing before being transferred to the face mask 
detector.

The following is the algorithm of the face detector and 
intermediate processing block.

In STEP 1, the frames from the real-time video are 
captured and then the faces from the captured frame are 
identified in STEP 1.1. If the number of faces is greater 
than 1, we crop the region of interest (ROI) from the frame, 
i.e., the face region and save them separately, as shown by 
STEP 1.2. In STEP 2, cropped image(s) is preprocessed to 
make it MobileNetV2 compatible. In STEP 3, the processed 
image(s) are sent to the Classifier for classification.

Intermediate Processing Block: After the faces have been 
identified, they need further processing. This module  is 
responsible for processing the identified faces and arranging 
them together in batches for classification. Input to this block 
is the frame with bounding boxes received from the face 
detection module. It is responsible for extracting the region 
of interest (ROI) by cropping the bounding box region of a 
frame. This is done because the face mask detection module 
requires only the person's entire face to make a classification. 
After cropping the ROI, the extracted faces are processed by 
the preprocess_input method of the Mobilenet_v2 class in 
Tensorflow. Preprocessing involves resizing the extracted 
faces into 224*224*3 dimensions and normalizing an image 
from 0 to 1 so that a classifier can process it. Furthermore, 
all the faces are batched together for batch inference.

Face mask detection: This module determines whether 
the input it receives from the intermediate processing block 
should be categorized as masked, unmasked, or incorrectly 
masked. To train the face mask classifier, a model called 
MobileNetV2 is used based on transfer learning. Because 
of its lightweight architecture, low latency, and high per-
formance, this model is well suited for video analysis. As 
a result of this step, a video frame will be produced with 
localized faces and will be categorized as either incorrectly 
masked, masked, or unmasked.

After the images have been preprocessed as required 
by MobileNetV2, the features of the preprocessed image 
are computed in STEP 1. After computing the features, the 
newly added layer does the further computation, and the last 
layer, which is a softmax layer, computes the probability of 
each face belonging to the particular class.

Fig. 7   Training process of the face mask classifier

Table 3   Hyperparameter setting of a face mask detection model

Hyperparameter Value

Learning rate 1e-3 with decay 
rate = learning rate/
epoch number

Batch size 32
Epochs 30
Dropout rate 0.3, 0.3
Input layer size 224 *224*3
Output layer size 224*224*3
Optimization ADAM
Loss function CategoricalCrossentropy
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Experimental Results and Discussion

Google colaboratory was used to train a model. It is a plat-
form that enables us to write Python scripts for machine 
learning, deep learning, and data analysis and then execute 
those programs while having unrestricted access to the 
cloud's resources. Whenever a new Colab session is started, 
the computer will automatically assign a random GPU, 
CPU, and amount of disc storage. There is a wide variety of 
graphic processing units (GPU) that are readily accessible, 
including T4s, P4s, Nvidia K80s, and P100s.

In this paper, Keras, Tensorflow, Sklearn, Matplotlib, and 
Numpy APIs were used. Keras and Tensorflow are advanced 
neural network packages used to design a classifier.

•	 Keras and Tensorflow: Used to design a classifier, 
MobileNetV2.

•	 SKlearn: For data analysis, such as computing the met-
rics of the model.

•	 OpenCV:: To perform image processing operations and 
also used to load the face detector model.

•	 Imutils: For video streaming.

•	 Matplotlib: To plot the learning curves of accuracy and 
loss.

•	 Time: To compute the average processing of the frame.

There are a number of metrics that are used to assess 
a model's performance, including recall, precision, and 
F1-score, accuracy, as well as the macro average and 
weighted average and the average frame rate (FPS). All 
these metrics are defined below:

•	 Accuracy: Represents the number of correctly classified 
data instances over the total number of data instances.

•	 Precision: Is the proportion of correctly predicted posi-
tive observations to the total predicted positive obser-
vations.

•	 Recall or sensitivity: Is given by the proportion of true 
positive to all positives.

•	 F1-score: Is the harmonic mean of the recall and preci-
sion, i.e., mathematically, it is computed as a weighted 
average of both.

F1 - score = 2 ∗ (recall ∗ precision)∕ (recall + precision).

Algorithm 1   Face detector and 
intermediate block Input: Frame from a real-time video 

Output: Preprocessed Image for  Classifier 
STEP 1: for each frame in a video do
STEP 1.1: Identify faces from the frame with a bounding box. 
STEP 1.2:  If number of  bounding box  > 1 

for each bounding-box do
Crop the bounding box regions to extract ROI and save the images separately 

end 
  else 

Crop the bounding box region to extract ROI and save it 
end 

STEP 2: Preprocess the cropped image (s) as required by the Face mask classifier MobileNetV2 
STEP 3: Preprocessed image(s)  are sent to  the MobileNetV2 Classifier for classification  
STEP 4: Repeat step 1 until the video is closed. 

Algorithm 2   Face mask detec-
tion Input: Preprocessed image 

Output: Classification of the localized faces from the real-time video data 

STEP 1: Compute the feature map from the input image(s). 

STEP 2: Computed features are processed by the newly added layers. 

STEP 3: Output from the last layer (consist of 3 neurons) is given to the softmax activation function.

STEP 4: Softmax function gives the probabilities of each class.

STEP 5: The localized face(s) are classified as the class with maximum probability
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We have implemented the classification_report method 
of the SKlearn package to compute all these metrics. The 
performance of a model on test data is depicted in Tables 4 
and 5.

Although there are Tensorflow packages available to 
compute the frames per second (FPS), we preferred to 
write a code to get the FPS. The FPS was computed by 
taking the mean of ten runs, where each run was for 60 s 
and the average processing time of a frame was computed 
by using the Time package of Python. It was calculated by 
taking the mean of the ten frames. A system's frame rate 
and frame processing time were computed on a device 
without a GPU .

The model was trained for 30 epochs and achieved 
an accuracy of 99.15% and 97.81% on training and test-
ing data. The learning curves for the model are shown in 
Fig. 8. The plot makes it clear that as the number of epochs 
in training and validation increases, both the accuracy of 
training and validation increases, while the loss of training 
and validation decreases. It is evident from the plot that 
the testing and training accuracy are not far from each 
other, which concludes the model is not overfit.

Additionally, the RRFMD model was compared to other 
pre-existing models that had been trained on a variety of 
datasets.  Table 6 shows the result of the comparison. The 
majority of the models in the table are based on trans-
fer learning of advanced CNN models such as ResNet50, 

VGG, and MobileNet. However, the proposed model per-
formed significantly better than all of these models in 
terms of accuracy and F1-score. In Table 7, we have com-
pared the various parameters of existing state-of-the-art 
models to the proposed model. Moreover, Table 8 shows 
the performance of the various existing face mask mod-
els in terms of the time complexity required to process 
the frame or average frames processed per second and the 
memory complexity. The results of some of these mod-
els may appear better than the suggested models because 
nearly all of these models were trained on GPU-based 
computers. On a machine with a GPU, the proposed model 
will likely perform better.

Comparison of Models

We also trained some pre-existing state-of-the-art models on 
the same dataset and compared the results with the proposed 
RRFMDS. We chose VGG16 and Resnet50 for this purpose 
and the comparison of the results with the proposed model in 
terms of accuracy and F1 score is shown in Table 9. We also 
compared the average frames per second (FPS) processed of 
the selected models in Table 9. 

VGG16 is a 16-layer pre-trained CNN model that won 
first prize in image classification in the 2014 ILSVRC chal-
lenge [49]. However, the model is computationally heavy 
and has 128 million parameters. The model performed at the 
rate of 2.13 FPS, making it unsuitable for low-ended devices 
such as CCTV cameras.

ResNet-50 is a 50-layer deep network [49]. It has 48 
convolution layers along with 1 MaxPool and 1 Average 
Pool layer. ResNet is based on the deep residual learning 
framework. It solves the problem of the vanishing gradient 
problem even with extremely deep neural networks. Despite 

Table 4   Performance of 
RRFMDS

The results of the proposed system are in bold.

Performance metrics Class Result (1000 test 
samples)

Macro average Weighted 
average

Precision Incorrect mask
Unmasked
With mask

0.98
0.98
0.98

0.98 0.98

Recall Incorrect mask
Unmasked
With mask

1.00
0.97
0.98

0.98 0.98

F1-score Incorrect mask
Unmasked
With mask

0.99
0.97
0.98

0.98 0.98

Average accuracy (testing data) – 97.81% – –

Table 5   Frame processing time of the proposed model

The result of the proposed system is in bold.

Average FPS (without GPU) Average time to process a single frame

7 0.13201142 s
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having 50 layers, it has over 23 million trainable param-
eters, which is much smaller than existing architectures. The 
model provides good accuracy, but cannot be deployed to 
the resource-constrained device due to high computational 
demand. During the testing, it only provided an average of 
2.78 FPS.

The proposed model outperforms all these selected mod-
els in terms of accuracy and FPS processing time. The pro-
posed model is lightweight in terms of total parameters and 
the model size is also small compared to the others. This 
makes the proposed model suitable for small devices such 
as CCTV cameras.

Output

The video was captured from an HP HD web camera 
(05c8:03b1) which is approximately 2.0 megapixels. As 
depicted in Fig. 9, the output of the model for the cur-
rent frame of the video is a bounding box around the face 
with red, green, or blue colors where the red bounding box 
implies an unmasked face, green indicates wearing a mask, 
and blue means a person is incorrectly wearing a mask. The 
class prediction and class probability are also shown on top 
of the bounding box.

Future Work

In the future, we would like to work on the following areas:

•	 The real-world application of a model is a little chal-
lenging. Although the model performs well and has rea-
sonable accuracy, the performance in the real world can 
degrade. Due to the weather and other factors, the model 
might not receive a good-quality video. There is a possi-
bility that the received frame is blurry and has poor lumi-
nance. In that case, the model needs some improvement. 
The same model can further be improved by adding the 
dataset with blur and low-contrast images.

•	 In the future, we would like to compare the performance 
of multiple state-of-the-art models on benchmark and 
proposed datasets.

•	 At the moment, the model provides an inference speed on 
a CPU of 7 frames per second. Our goal in the future is 
to improve it and make it viable for CCTV cameras even 
without GPU.

•	 In the future, the models used for the system's compo-
nents can be changed to ones that are more accurate and 
have lower latency.

•	 The alarm functionality can be added to the system, i.e., 
whenever there is a face mask violation, an alarm raises.

•	 The prediction quality can be improved by using a high-
definition video camera for video capture.

Fig. 8   Learning curves of models accuracy and loss
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Conclusion

This paper proposes a system for rapid face mask detec-
tion that uses a lightweight and efficient approach for face 
detection and mask classification from real-time video data. 
The system consists of a face detection module and a face 
mask classifier, employing a single-shot multi-box detec-
tor based on ResNet50 and a MobileNetv2 convolutional 
neural network classifier, respectively. The proposed sys-
tem is able to process a single frame from the live video 
data in 0.13201142 s and processes 7 frames per second, 
as shown in Table 3. The system was trained on the diverse 
and challenging custom dataset and achieved an accuracy 
of 97.81% on the test data, as shown in Fig. 8 and Table 4. 
In addition, the system was compared with some standard 
face mask detection models in Table 6 and the results show 
that the proposed system outperformed all of them. By inte-
grating this system with pre-installed CCTV cameras, it 
can be applied to monitor face mask violations in various 
public places, including educational institutes, hospitals, 
and traffic signals. The dataset used in this work is publicly 
available, providing a valuable resource for future research 
on face mask detection. In Table 1, we also compared the 
proposed dataset with some benchmark datasets. To enhance 
the size of the dataset, the data augmentation technique was 
employed. Overall, this system has the potential to contrib-
ute to the mitigation of COVID-19 transmission and improve 
public health and safety.
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Table 7   Parameter comparison 
of various models with the 
proposed system

Article Parameters

# classifier # Layers Learning rate Optimization No. of images Epoch

[12] 2 – – – 35,806 –
[13] 2 5,7,7 – – – 200
[15] 3 53 10^-4 ADAM 3843 50
[36] 2 18–101 10^-4 ADAM 1415 100
[21] 2 16 10^-3 ADAM 25,000 100
Proposed system 3 MobileNet + 4 

new trainable 
layers

10^-3 ADAM 14,535 30

Table 8   Comparison of time and memory complexity of various existing models with the proposed model

The results of the proposed system are in bold.

Article Model (Frames per second) FPS Inference time of an image Size or number of parameters

[38] (Squeeze and excitation) SE-
YOLOv3

Not available The average execution time 
of the system for processing 
one image frame is 0.13 s

Not available

[39] YOLO v4 The average FPS generated 
by the face detection

Is about 11,1 FPS

Not available Not available

[40] Multi-task cascaded con-
volutional network, due 
to its superior speed and 
efficiency

(MTNN) [41] + Resnet18 [42]

6 FPS (Inferences/s (on Tesla 
V100))

ResNet18 (680.83)
MobileNetv2 (577.15)
DenseNet161 (301.49)
Inceptionv3 (425.99)

Not available

[43] MobileNetV2,
DenseNet121
NASNet

Currently, the model gives 5 
FPS inference

Speed on a CPU

Average inference
Time for a 720p
resolution image
(s)
0.295 (MobileNetV2)
0.353 (DenseNet121)
0.118 (NASNet)

4.88 (million)
8.52 (million)
4.07 (million)

[22] SSDMNV2
LeNet
AlexNet
VGG-16
ResNet-50

15.71
14.55
6.31
2.76
2.89

Not available Not available

[26] Viola–Jones face detection 
and LogitBoost for face 
mask detection

10 fps Not available Not available

[44] Custom CNN(Proposed 
Method)

MobilenetV2
DenseNet-121
Inception-V3
VGG-19

Not available Not available 11 Mb (MobileNetV2)
96 MB (DenseNet-121)
89 MB (Inception-V3)
79 MB (VGG-19)
33 MB (proposed model, 

around 3 million param-
eters)

[45] Efficient-YOLOv3 14.62 Not available 15.91 million parameters
[46] YoloV3 12.91 Not available 61.58 million parameters
[47] YoloV4 11.32 Not available 64.01 million parameters
Proposed model MobileNetV2 7 fps (without GPU) 0.13201142 11 MB (~3 million param-

eters)
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