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Abstract
We develop an NLP method for inferring potential contributors among multitude of users within crowdsourcing forums (CSFs). 
The method basically provides a way to predict expertise from their structures (syntax–semantic patterns) when crowdsourced 
votes are unavailable. It primarily deals with tackling core adverse conditions, which hinder the identification of crowds’ exper-
tise levels, and standardization of measuring linguistic quality of crowdsourced text. To solve the former, an expertise estimation 
and linguistic feature annotation algorithm is developed. To approach the later, a comprehensive linguistic characterization 
of crowdsourced text, along with extensive joint syntax–punctuation analyses, have been carried out. The entire corpora are 
comprised of approximately 8 different domains, 3 million and 50,000 sentences, and 32 million and 90,000 words, contrib-
uted by a crowd of 50,000 users. The analyses revealed six major linguistic patterns, identified on the basis of ordered lists of 
structural (syntactic) categories, learned from grammatical constructions, practiced by major groups of experts. In addition, 
nine different text-oriented expertise dimensions are identified, as crucial steps towards establishing standard linguistic-based 
expertise-framework for most CSFs. Potentially, the resulting framework simplifies the measurement of crowds’ proficiency, 
in those particular forums, where crowds’ tasks (e.g., answering questions, technically discerning deep features within images 
of galaxies for classifying them into certain categories) are intimately connected with their writing (e.g., describing answers 
illustratively, expressing complex phenomena observed in classified images). Moreover, wide varieties of linguistic annotations: 
latent topic annotations, named entities, syntactic and punctuation annotations, semantic and character set annotations, word 
and character n-grams (n = 2 and 3) annotations, are extracted. That is for building baseline and enhanced versions of expertise 
models (about 20 different models built). The successive achievements of enhancing baseline models, with iteratively adding 
linguistic feature annotations in a two-stage enhancement process, indicate the adaptability of the learned models.
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Introduction

Crowdsourcing forums (CSFs) are typically characterized 
by quite mixed crowds of expert and non-expert users. In 
addition, they are also open to any participants interested 
in sharing expertise in various fields. Thereby, effectively 
discerning expertise hidden in crowds’ contributions 
takes to look into individual aspects of their overall contri-
butions. Especially, when their contributions involve writ-
ing or is intertwined with natural text, whose relationship 
with the associated proficiency in core tasks, needs to be 

clearly understood. Users’ contributions vary with types of 
forums. For instance, in forums like community question 
answering (CQA) (e.g., StackExchange (SE)1, Quora2), users 
contribute answers for asked questions. However, in forums 
like crowdsourcing research projects (e.g., Planet Hunters 
TESS3, GalaxyZoo4, participants contribute classification 
annotations of various images, along with text describing 
those images. Besides text acquisition from the crowd, some 
of these forums explicitly refect their concern for linguistic 
quality. To achieve that they provide text writing guidelines5. 

http://orcid.org/0000-0001-5496-5041
http://crossmark.crossref.org/dialog/?doi=10.1007/s42979-021-00832-0&domain=pdf
https://stackexchange.com/
https://www.quora.com
https://www.zooniverse.org/projects/nora-dot-eisner/planet-hunters-tess/
https://www.zooniverse.org/projects/nora-dot-eisner/planet-hunters-tess/
https://www.zooniverse.org/projects/zookeeper/galaxy-zoo/
https://stackoverflow.com/help/how-to-answer


 SN Computer Science (2021) 2:443443 Page 2 of 28

SN Computer Science

Despite such quality concern, and the fact that there is a 
wealth of crowdsourced textual content in these forums, it 
never appears to be exploited for rating user expertise.

Identifying experts among multitude of users in text-
intensive CSFs requires to critically evaluate the quality of 
crowd’s core tasks. In addition, that needs to be followed by 
deeply consider internal linguistic constructions of crowds’ 
text. However, in most crowdsourcing forums, for instance, 
in question-answering forums, the expertise or the profi-
ciency level of users is estimated by solely vote counting. 
But there is a possibility of combining such meta-informa-
tion with the linguistic quality of answers/question content 
to compute the overall competence.

That basically involves clearly understanding the under-
lying connection between the core tasks and the associated 
text [1, 2]. Followed by a good linguistic representation 
and annotations of the text for establishing a strong com-
putational link between the two variables. Nevertheless, as 
non-linguistic meta features (e.g., number of votes) typi-
cally characterize most emerging crowdsourcing sites. That 
seems to lead many predictive analytics relying on such sim-
ple surface features to evaluate the quality of users’ contri-
bution, while ignoring linguistic quality of users’ textual 
content [3]. Such predictions, however, could advance and 
benefit a lot through the exploitation of textual content and 
capturing their complex linguistic constructions [4, 5].

The Scope and the Focus of the Study

In this study, we explore the possibility of detecting users’ 
expertise from their text and attempt to answer the research 
question stated below. The study targets users in crowd-
sourcing forums, as they present potential challenges which 
have been discussed in detail in the later sections. 

Our study also makes the following major contributions: 

1. The development of an expertise estimation algorithm 
for crowdsourcing users, whose pseudocode has been 
presented in Algorithm 1.

2. The identification of distinctive linguistic patterns char-
acterizing crowdsourced text, particularly joint syntac-
tic–punctuation patterns. That have been achieved 
through extensive analysis of grammatical constructions 
of various expert groups.

3. The identification of core syntactic categories that 
potentially define or estimate expertise in crowdsourc-
ing forums.

4. The development of computational linguistic models 
that predict users’ proficiency from syntactic structures 
of text. Existing studies on crowdsourced forums focus 
on surface meta-features or shallow linguistic features to 
predict various information. However, in this study, we 
look into internal grammatical structures of text, which 
helps improve baseline models and achieve accurate pre-
dictions.

Motivation, Challenges and Application Areas

Here, we just wanted to briefy touch up on the motiva-
tion of our current study and its potential application areas. 
While we provide the details in the next paragraphs why it 
is important to apply NLP, the major reason is we are target-
ing particularly the textual content part of crowdsourcing 
forums. Therefore, NLP seems to be a plausible choice to 
look into such content.

Given that there are ever emerging semantic technolo-
gies and growing efforts to advance web content search-
ability. Recently, cross-media analysis platforms such as 
MICO [6] and EUMSSI [7] have been released. During the 
early stages (first milestones of the MICO project) of the 
MICO’s platform architecture, we contributed text analysis 
components as a project partner [8]. In the later stages, we 
explored the adaptation of language specific components for 
less-resourced languages [9, 10]. The aim, in former case, is 
to make crowdsourcing content searchable based on users’ 
sentiment, while the later case aims to widen the accessibil-
ity of audio/video content in less-resourced languages.

The method presented in Ref. [8], could be extrapolated 
to other media platforms, where user reviews management is 
quite constrained. Considering media reviews, some of them 
are very short and even less useful. Some others are very 
important and characterized by technical passages, valuable 
named entities and URL links. For instance, the comment 
sorting algorithm (web-interface) of Youtube, severely lim-
ited to only a couple of options (basically recency). How-
ever, many other sorting and searching options including 
sentiment and other either content-related attributes (e.g., 
credibility, informativeness), author-related attributes (e.g., 
expertise, reputation) are interesting. We realize that such 
multimodal searches take a huge effort of applying and 
building dedicated NLP-based utilities. That is for filtering 
comments and providing prediction services. The sentiment 
analysis component within the MICO platform [8] has been 
integrated as a meta-data extractor; and implemented as an 
analysis chain that includes three sub-components (tasks): 
chat message pre-processor (aka a chat room cleaner), natu-
ral language processing (e.g., part-of-speech tagging, named 
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entity recognition) and sentiment annotations. In this cur-
rent study, we aim to explore another potential annotation 
associated with authors, namely expertise or proficiency. 
That plays the role of enhancing and widening content 
searchability. In that case, it needs to go beyond sentiment 
analysis, looking into internal linguistic constructions of 
users’ text and characterize authors with important exper-
tise dimensions.

Regardless of the types of CSFs, there is quite a common 
interest of making clear distinction among experts based 
on the quality of their contributions. Thus, an orchestrating 
mechanism for systematically harmonizing between users’ 
expertise and their associated text, needs to be developed. 
That is to be achieved by taking the quality of core tasks 
(e.g., programming in SE StackOverfow (SO), classifying 
images in Zooniverse Galaxy Zoo), and the associated tex-
tual content quality into account. Putting the mechanism 
in action, eventually helps for effectively embracing the 
dualism of the actual core tasks along with the text. That 
also implicitly encourages users to contribute high-quality 
content in the forums. Then, ultimately, which turns out to 
improve the overall quality of the forum, as users’ text often 
comes into the possession of the forums.

The intended mechanism does not exist at all in types 
of forums like Zooniverse. However, there exist user rat-
ing systems within some CSFs such as the point system 
in Yahoo!Answers and the reputation system in SE. Such 
systems operate based on solely vote counting. Yet, which 
might signal more of content’s popularity than content’s 
quality. Moreover, the actual textual content part seems to 
be perceived as a trife and cut off from the equation of con-
tribution assessments. Apparently, that self-contradicts with 
their stated guidelines (e.g., in SE6) for achieving standard 
content quality. Yet, that failed to have dedicated utilities 
that directly deal with textual content quality. Consequently, 
that turns out to affect the credibility of the forums as a 
result of paying no attention for linguistic aspects. That also 
causes to leave poor quality content on their platforms. Nev-
ertheless, every score assigned by these systems could be 
regarded as a seed to be brought forth from their majority 
vote scheme logics, as most social media platforms do, so 
to speak. However, this score has a potential to germinate 
into a near-realistic expertise score via the light of concrete 
linguistic evidence emanating from the knowledge present 
in the attached text.

The Selected Crowdsourcing Forums

In this study, world leading and largest crowdsourcing 
forums (Zooniverse and StackExchange) have been selected. 

In contrast with other forums, these forums satisfy a couple 
of conditions. First, user activities co-exist with their writ-
ings. Second, since they are quite old they have got a reason-
able amount of crowdsourced text for our study. We provide 
a short background about such forums as follows.

Zooniverse: as a Crowdsourcing Scientific Research Forum

Zooniverse hosts about 50 different projects to carry out 
crowdsourced research works. Thereby, approximately 1.6 
million volunteers with various expertise or skills. Volunteer 
users share their experiences by analyzing, classifying and 
describing images of various kinds.

Nearly 518 million classifications have been made by 
the volunteers, along with a large number of discussion 
posts. Nevertheless, no tool has been implemented yet, that 
guarantees whether those classifications are right or wrong. 
Because of that, expertise levels of user classifiers remain 
unknown. However, the available crowdsourced text gener-
ated from the discussion posts can be systematically merged 
together with classification information. That could be taken 
as an important step towards estimating users’ proficiency. 
To achieve that, among active Zooniverse’s projects those 
which are old and having sufficiently enough data are used 
in this study. These are Galaxy Zoo and Snapshot Serengeti 
projects.

Among all Zooniverse’s projects, Galaxy Zoo is the old-
est as well as the biggest. Which is hosted by Oxford Uni-
versity and the Adler Planetarium, to study the magnificence 
design and fabrics of the observable physical Universe. 
Galaxy Zoo has over 49,000 users, who made nearly 1.5 
million classifications, of over 212,000 subjects (images) 
captured by the Hubble Space telescope. On the other hand, 
the citizen science project Snapshot Serengeti explores the 
dynamics of wildlife living in the Serengeti national park. 
Within the project, there are over 2.5 million classifications 
of about half million subjects, contributed by approximately 
14,000 registered users.

StackExchange: as a Crowdsourcing Question‑Answering 
Forum

Question-answering (QA) forums (aka community QA) 
provide knowledge-sharing sites, where different types of 
questions can be asked and answered in written form. Usu-
ally such questions are collaboratively answered by multiple 
users with the possibility of having varied answers. In addi-
tion, the resulting answers are made available for public use 
(possibly for further improvements) and shared among other 
on-line communities. CQA content is also indexed by search 
engines where questions can be asked in the form of que-
ries. In most cases, well-formulated questions receive many 
good answers. Similarly, well-written (in terms of grammar 6 https:// stack overf ow. com/ help/ how- to- answer.

https://stackoverflow.com/help/how-to-answer
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and structure) answers tend to be voted up by many users 
and top-ranked. That, eventually, leads users to gain high 
reputation (expertise scores) within a particular CQA forum. 
On the other hand, questions/answers that are vague and 
off-topic remain unanswered/voted-down and even deleted 
from CQA sites.

Examples of CQA sites include Stack Exchange (SE), 
Yahoo!Answers (YA)7 and Quora. In comparison, SE and 
Yahoo!Answers are more diverse (in topics) as well as older 
and larger. On the other hand, Quora is multi-lingual and 
recent. Regardless of their credibility, they are increasingly 
becoming important (re)sources of information for various 
types of open-ended questions. That cover a wide range of 
topics from simple programming to complex life questions.

The StackExchange network has kept growing since its 
release. Currently, it contains about 176 different topic-ori-
ented forums along with over 12 million users. Reportedly 
claimed to have over 1 billion page visits as well. Among 
them, the StackOverfow forum is the largest (in terms of 
number of users, as well as asked and answered questions). 
It also has a unique content feature of having natural text and 
code snippets together. Together with StackOverfow, other 
five forums have been included in this study. Three of them 
(Server Fault, Super User and Ask Ubuntu) are chosen based 
their relatedness with StackOverfow. In addition to that, the 
number of questions and answers along with answer rate 
(i.e., nearly 100% answer rate) are considered. The remain-
ing two forums (Mathematics and English) pretty much 
satisfy the same criteria as the three forums, except their 
unrelatedness with StackOverfow. Such deviation (unrelat-
edness) is important to evaluate our method on out-domain 
datasets and make a good conclusion.

Within StackExchange, the reputation system assigns 
scores for users for their contribution. Likely, high compe-
tent users contribute higher quality content than less com-
petent ones, both content wise and language wise. In other 
words, we assume that content posted by highly proficient 
users tend to be technically valid (meaningful), theoreti-
cally grounded (motivated with theories and good exam-
ples) and grammatically sound. Content posted by low-level 
users, however, are characterized by wrong and less-focused 
answers, incorrect grammar and punctuations. However, the 
mechanism (used by the majority of CQA forums) employed 
to assess proficiency and make such distinction between 
users is constrained in many ways. Moreover, there seems to 
exist the tendency that answers provided by top-level users 
get accepted quickly and frequently. Yet, such mechanism 
might wrongly marked such users as “reputable” and their 
answers are factoid [11–13]. Thus, the whole quality prob-
lem seems to lie in the vote counting mechanism.

Expertise in the Context of CSFs

The notion of expertise or proficiency is quite broad and 
multidimensional. It is often perceived in many ways unless 
restricted with context. It always entails a number of aspects 
(e.g., core skills, moral ethics, cognitive, authoritative(ness), 
assertive(ness), and communicative) whose perception and 
measurement is not straightforward. As a result, the accuracy 
of overall expertise assessment is not only contingent on the 
quality of each aspect, but a good understanding of them.

It gets even more complicated when comes to open volun-
teer-based CSFs. where experts and non-experts could reg-
ister without any known prior skill requirements, and whose 
participation is loosely controlled. That is fundamentally due 
to a couple of reasons. First, there is no existing concrete 
conceptual framework providing a clear understanding of 
what expertise in such forums needs to entail in general. In 
addition, the connection with users’ text in particular. Sec-
ond, there is no established standard to precisely measure 
the strength of the relationship between actual tasks (e.g., 
programming, classification) and the associated text quality.

In this study, we consider two types of expertise in con-
text: proficiency in classification (PIC) and proficiency in 
programming (PIP). We provide their definition and core 
characteristics, followed by their estimation.

Proficiency in Classification (PIC)

Within the science crowdsourcing Zooniverse, PIC could 
be regarded as an overall measure of the quality (of being 
correct) of image classifications made by a particular vol-
unteer expert. Users are guided by fow charts containing 
hierarchical questions. That lead users to classification deci-
sions. Effective classifications, for instance classifications of 
telescope images of galaxies, could be accomplished, and 
always involve three major consecutive tasks. These are 
users’ subtleness and active cognition or a close observa-
tion for identifying hidden features in images (e.g., planetary 
transits, light curves), reasoning and analysis, and labeling 
with certain categories.

Interestingly enough, perhaps, such cognitive processes 
have a chance of being mirrored in the subsequent writing. 
That leads to establishing important connection between the 
quality of the actual classification task and the associated 
writing. An illustrative sample snapshot of a galaxy image 
description is provided in Fig. 1.

Likely, as experts get more experienced, their cognitive pro-
cesses get more sharper to discern complex phenomena. For 
example, deeply examining the juxtaposition of clustered stars, 
might lead to accurately classifying them into right classes of 
galaxies. Essentially, their discernment ability goes further to 
give profoundly visual descriptions as vivid as Space telescope 

7 https:// answe rs. yahoo. com/.

https://answers.yahoo.com/
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captured images. The resulting descriptions and expressions do 
not only give pictorial accounts of the inevitable magnificence 
beauty of the Universe. But they tend to make clear distinction 
between expert and non-expert users. Perhaps, average and 
low level experts tend to use quit common language, eviden-
tially, accompanied by high frequency of interjections. In addi-
tion, their expressions are pretty much terminated by exclama-
tion marks as a fulfillment of their emotion. To the contrary, 
high-level experts’ words tend to be more imagery, graphical 
and powerful enough to express the reality of (behind) the 
observed images.

Unlike other forums (e.g., StackExchange) which apply 
well established point systems, Zooniverse lacks quality meas-
ures for assigning PIC scores and the ground truth for deter-
mining expertise levels of users. Thus, we implemented an 
algorithm (shown in Algorithm 1) that computes PIC scores 
and build gold-standard data based on the weighted majority 
votes scheme.

In this study, we attempted to answer, what defines a good 
crowdsourced text expression, through an extensive syn-
tax–punctuation pattern analysis. As a result, 9 expertise 
dimensions related with linguistic qualities (e.g., complete-
ness, descriptive, and analytical) have been identified. For 
the good characterization of the content, we considered syn-
tactic structures together with punctuation. That is because 
they allow to capture larger semantic units which could be 
derived from larger syntactic categories (e.g., noun and 
verb phrases) compared to individual words whose mean-
ings always leads to perplexity. Yet, word-based methods (e.g., 
word n-grams, topic modeling, and character n-grams) have 
been used to build our predictive models.

Fig. 1  A piece of crowdsourced text, contributed by a Galaxy Zoo 
expert to discuss, possibly after classifying an image of galaxy into 
certain categories 
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Proficiency in Programming (PIP)

PIP has pretty much a standard definition, in contrast to 
PIC. That simply refers to a measure of competence in writ-
ing computer programs. Nevertheless, as we are considering 
programmers or any type of users in StackOverfow (SO), 
the definition needs to be restricted to fit what it means in 
there. Within SO, the closest metric for measuring users’ 
performance is reputation [11, 14, 15]. A cumulative repu-
tation score received by a particular user could be perceived 
as a measure of an overall quality of the contribution for 
answering and asking questions. It also involves editing 
questions and answers. Either the questions or the answers 
do not necessarily be associated with coding. Therefore, we 
take the notion of PIP in its loose sense. A description on 
an estimation of reputation scores is provided in Ref. [5].

Reputation systems treat various groups of users differ-
ently. For example, answerers, particularly those whose 
answers get accepted possess much reputation scores than 
askers. Moreover, due to the fact that answering alone seems 
to be self-evident that users are demonstrating their pro-
gramming skills. Therefore, our focus shifts towards those 
answerers. Likewise, many votes for an answer implies inter-
agreement between other users for its certain quality. Even-
tually, the acceptance of that particular answer approves its 
being best among other alternative answers. To successfully 
pass such two important major steps, any answer needs to 
meet certain programming qualities (e.g., readability and 
having illustrative code snippets) and linguistic qualities 
(e.g., completeness, descriptiveness). However, there might 
be subjectivity among users rating the answer. The subjec-
tivity caused by the vote-based rating system, obviously, 
raises many potential issues on the validity of the users’ 
competence evaluation method.

Possibly, the subjectivity can be reduced via the system-
atic exploitation of the two parts of such programming and 
natural text carrying content. The former can be captured 
with character sets information present in the code snippets 
and the non-linguistic meta-data features (e.g., vote counts). 
The later can be captured through natural text analysis meth-
ods (e.g., syntactic and semantic parsing, topic modeling). 
Having such rich linguistic and non-linguistic annotations, 
potentially allows the detection of expert levels of users. 
That also improves the quality of the estimation of users’ 
proficiency.

Related Literature Review

There are several interesting works on text analysis or 
social media analytics [4, 15–19]. However, studies which 
directly target CSFs for expertise detection do not seem to 
exist very much. Some provide insights into dynamics of 

user-generated reviews and ratings that potentially lead to 
the development of integrated frameworks, for instance, 
Yung-Chun et  al. in Ref.  [19] proposes a pipeline of a 
data crawler, data pre-processing and visual analytics that 
improves the quality of sentiment analysis. Others reveal 
authors related information from various sources of textual 
content. One way or another, most of them are important for 
the development of expert detection methods.

In this section, we cover related literature from three 
major areas: information quality, correlational stud-
ies between text and related tasks and psycholinguistic 
analysis. Following brief summaries of the core part of the 
methods and findings discussed in these areas, we describe 
the context of our study at the end of this section.

Methods on the evaluation of content quality within 
CSFs helps set ground truth for characterizing and measur-
ing users’ expertise. That is on the basis of certain estab-
lished metrics of content quality. Quality appears to be quite 
problematic in crowdsourcing forums. That is mainly due 
to the fact that they are highly marked by loose control of 
user-generated content. To address this concern, various 
assessment methods have been developed. For instance, Zhu 
et al. in Ref. [16] proposes a model to evaluate the quality 
of user-generated answers in CQAs. The model has been 
presented as a multi-dimensional framework containing 13 
answer-intensive criteria (e.g., informativeness, relevance). 
Such criteria are collected from CQAs user opinions as a 
form of a questionnaire and to be judged by human raters. 
Their method of building a ground truth on the basis of such 
subjective opinions is to tackle the subjectivity of answers’ 
quality. That, however, raises some concerns, while it is an 
important step towards defining answer quality in itself. 
Among these criteria, only one deals with the expertise of 
users (answerers) to guarantee whether the answer is pro-
vided by experts. In addition, the majority of them have been 
set from answers’ quality point of view. Nevertheless, we 
noticed that the resulting framework presented appears to 
be erroneousness in estimating the overall quality measure. 
Perhaps, that occurred during assigning weights to the iden-
tified quality dimensions.

The built model in Ref. [16] has been applied by other 
content-quality studies within CQAs. For example, Shah 
and Pomerantz in Ref. [15] adopt the model to predict the 
quality of answers by combining the 13 criteria defined in 
Ref. [16]. But they added two more sets of criteria. Thereby, 
we are particularly interested in how they detect whether 
answers are provided by experts. Their approach also 
gives other valuable insights on possible ways of classify-
ing user-generated answers within in CQAs. In both stud-
ies, the presence of technical (professional) terms within 
answers appear to be an indicator whether the answers are 
provided by experts. As both involve human annotators for 
rating answers (question–answers pairs) with certain scales, 
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they tend to be subject to human bias. Despite the bias, the 
authors in Ref. [15] argue that their inter-rater agreement 
assessment proves that there is quite common consensus 
among the raters on the evaluation of expertise levels of 
answerers. Probably, the binarization of their scale of 1–5, 
prior to the inter-rater agreement assessment, has helped the 
reduction of the bias. Furthermore, their logistic regression-
based classifier strengthens the claim, yielding about 80% 
accuracy, though low R-squared has been scored.

The relationship between users’ performance and their 
associated writing has been studied from psycholinguistic 
perspectives. How language use within a group of cockpit 
staff (pilots and crew members) is possibly connected with 
their performance has been explored in Ref. [2]. They use 
the text analysis method developed for deriving psychologi-
cal meanings of words by Tausczik and Pennebaker. The 
authors analyzed speech transcriptions extracted from a 
cockpit voice recorder. In addition, they found out a signifi-
cant relationship based on the computed correlation between 
the two variables. Thereby, how staff’ inquisitiveness (asking 
habit) varies across their positions. That seems to decrease 
as position increases. According to their study, authoritative-
ness appears to mark the language used by high-performance 
staff. On the other hand, self-focused expressions (evidenced 
by a high percentage use of first-person singular pronouns) 
seem to characterize the language patterns of low-position 
staff members. Authoritativeness in Ref. [1] perceived as a 
high use of first-person plural and a less use of first-person 
singular pronouns. Nevertheless, in reality, that is not always 
true. That has been used as an important user related vari-
able, together with other three variables (e.g., reputation and 
social connectedness), to define the quality of questions and 
answers within the MathOverfow forum [18]. Nevertheless, 
it happens to be the least significant predictor of both ques-
tion and answer quality, while reputation appears to be the 
most dominant factor.

Methods for inferring experts’ performance have been 
also studied as a function of simple to complex linguistic 
features. That are extracted from wide varieties of textual 
data. Medical reports, for instance, have been used to assess 
the competence of medical students [4]. The authors identi-
fied core competence dimensions via the support of domain-
oriented resources (a unified medical language system and a 
knowledgeMap concept indexer). The authors transformed 
the students’ medical reports into bag-of-word representa-
tions. That followed by training SVM, logistic regression 
and naive Bayes classifier. A corpus of wine reviews writ-
ten by wine experts, has been also studied by Croijmans, 
et al. However, the authors aim to predict various proper-
ties (e.g., grape variety, color) of wine, instead of authors’ 
expertise. The authors train SVM classifiers on linguistic 
information extracted from about 76,410 reviews. Largely, 

the information contains part-of-speech tags and meta-data 
about wine types, and reportedly found 95.5% F-score and 
3% accuracy.

Successive works [5, 8, 20] have been done to predict 
expressed sentiments. In addition, these works also aim to 
discover rules governing the conjectured link between users’ 
performance and their associated text posts. The authors 
attempted to progressively understand the underlying link 
through numerous tasks. That include performance esti-
mation, linguistic feature extraction and statistical model 
construction. The results of their early study Wolemariam 
et al. 2017 provide foundational insights, precisely on the 
computational relationships between the selected linguistic 
information (e.g., syntactic, bag-of-words, and punctuation) 
and competence scores. In addition, the authors also pro-
vided empirical evidence for answering some basic ques-
tions concerning relevant text representations and linguis-
tic features. Essentially, they also argue why their methods 
have been constrained. Moreover, they identified potential 
areas of CSFs where their methods could be so effective and 
practical. Thereby, for instance, the syntactic representation 
appears to yield best predictions on the trained classifiers, 
compared to the bag-of-words representation. In addition, 
their competence estimation method as well as the actual 
textual content have been found to be limited in many ways.

That eventually led them to another related study [5], 
in which the authors extend and improve their previ-
ous approaches. That were in terms of methods for users’ 
competence annotation, text representations and modeling 
techniques. In Ref. [5], Woldemarim argues that existing 
methods in CQAs for evaluating users’ reputation are incom-
plete as they fail to incorporate linguistic quality present 
in actual user-generated textual content. How such poten-
tial failure, ultimately affects the quality of the entire CQA 
forums described in detail in Ref. [5]. The validity of their 
approach as well as the usefulness of their resulting models 
have been evaluated on with fairly large and varied datasets. 
As a result the authors conclude that users’ performance is 
subject to variations of linguistic information, to the degree 
of 80% of R-squared with 3% errors.

In our current study, we aim develop an NLP method 
that primarily involves identifying typical structural lin-
guistic patterns along with core expertise dimensions, and 
designing an expertise-oriented conceptual framework. 
That potentially, helps somehow generalize the linguistic 
characterization of crowdsourced text with respect to the 
corresponding measured expertise. That would simplify the 
computation of expertise within CSFs, as it allows to explore 
how structural and topical information variations infuence 
crowds’ expertise levels. To achieve the generalization, 
world’s largest crowdsourcing forums have been targeted. 
We provide a comprehensive joint syntax–punctuation 
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characterization via syntactic parse tree analysis, to map 
into domain-oriented fine-grained expertise dimensions.

Moreover, wide varieties of linguistic annotations: latent 
topic annotations, named entities, syntactic and punctua-
tion annotations, semantic and character set annotations, 
word and character n-grams (n = 2 and 3) annotations, are 
extracted. That is for building baseline and enhanced ver-
sions of expertise models. As the resulting expertise models 
are intended to be validated and evaluated on quite miscel-
laneous (in-domain, related domain and out-domain) sources 
of crowdsourced text, possibly domain generalizability and 
adaptability would be achieved.

Methodology

In this section, we discuss the major NLP tasks carried out 
for accomplishing the entire research design and experimen-
tal setting. That basically involves descriptions of methods 
for preparing corpora used for model building and evalu-
ations. In addition, methods for document representation 
and characterization with the selected linguistic annota-
tions are discussed along with models training, validation 
and evaluation.

Experimental Data and Pre‑processing NLP Tasks

The experimental data contain representative textual data 
written by nearly 428,200 different authors. That is collected 
from wide varieties of topics in the area of CQA and citizen 
science projects. 

The Zooniverse’s corpus: contains a unified parallel data-
dumps (datasets) of Galaxy Zoo and Snapshot Serengeti 
citizen science projects. The corpus is collected from the 
internal servers of Oxford University, where such pro-
jects are hosted. The size of each dataset is quite insuf-
ficient and small to represent the crowdsourcing domain 
compared to SE. Unifying the two datasets, thus, has 
been regarded as a reasonable domain adaptation strat-
egy [21, 22]. Such strategy is applied after preliminary 
experiments on each dataset. Nevertheless, it would be 
worth trying other neural-based adaptation methods [23, 
24]. That is particularly developed to solve resource 
scarcity problems in speech recognition. The resulting 
textual content in the corpus has been contributed by 
over 13,000 distinct volunteer users who made about 10 
million classifications. The entire textual data are com-
prised of around 50,000 sentences with the mean sen-
tence length of 5 and 90,000 words. Following randomly 
(with shuffled sampling) partitioning the data into three 
subsets: 70% for training, 10% for validation (develop-
ment), and the remaining 20% for evaluation sets.

The StackExchange’s corpus con t a ins  s ix  d i f -
ferent datasets from various forums within the SE 
network:StackOverflow, ServerFault, SuperUsers, Ask 
Ubuntu, Mathematics and English. These datasets have 
been directly collected from SE8. Unlike Zooniverse, 
where a prior agreement might be needed as the data 
are not open to the public yet. SE regularly loads data 
archives on its repository. The corpus has been made 
to contain only answer-content to refect users’ exper-
tise better, instead of including all types of posts ( e.g., 
questions, comments). It is also attempt to further ren-
der expertise knowledge and ensure the best quality of 
the data. Therefore, only users ranging with reasonable 
expertise levels (users answering at least five questions) 
to prodigies (e.g., exceptional users answering more than 
1000 questions along with up to 80% of their answers 
have been first ranked) are included. SE comprised of 
three in-domain and related domains, and three inde-
pendent out-domain corpora. Approximately, over a 
half million answers from a total of 27,000 users are 
included. The entire text corpus contains 3 million sen-
tences and 32 million words (around 8% of them are 
unique words). For SE, the same division pattern has 
been followed as the Zooniverse corpus.

Extraction of the below linguistic features is performed after 
the following pre-processing and text analysis tasks. The 
extraction aims to generate plain texts using text-processing 
Java libraries and text analysis packages. 

Data acquisition and cleaning: involves turning reposi-
tory XML data-dumps into database tables via Mon-
goDb database and python scripts. Then, followed by 
removing stop words (only for document vectors gen-
eration, have been kept for parse tree generation), noisy 
features such as XML tags, and filtering terms ranging 
a word length of (2–4).

Tokenization: splits crowdsourced text into a sequence 
of words (tokens) via non-alphanumeric characters.

Stemming: involves generating the morphological root 
forms (morphemes) of the tokenized words. That is done 
by stripping their suffixes or prefixes off, using the Por-
ter stemming algorithm [25].

Part of speech tagging: involves labeling individual 
words with part-of-speech tags (e.g., verbs, nouns)

Named entity recognition: detects names of people, places 
and so on, mentioned within text.

Syntactic (constituency) parsing: parses input text and 
generates constituency (phrase-structured) parse trees, 

8 https:// archi ve. org/ detai ls/ stack excha nge.

https://archive.org/details/stackexchange
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as shown in Fig. 6a, from which structural information 
can be extracted.

Semantic (dependency) parsing: builds dependency 
graphs from input text and extracts dependency rela-
tions, as shown in Fig. 6b.

Latent topics extraction: performs the task of topic annota-
tions of input text via latent topic modeling.

Computing TF-IDF scores: includes calculating 
and weighting word frequencies and their IDFs (inverse 
document frequency) for each user’s document.

Generating a document-term matrix: performs the 
task of constructing a TF-IDF matrix using the calcu-
lated TF-IDF scores (in the above step).

Extraction of number of tokens: returns the frequency 
counts of tokens in each document and is a very impor-
tant feature in probabilistic models.

Extraction of aggregate tokens length: calculates the 
size of each document by aggregating the frequency 
counts of all tokens occurring in that document.

Document Representations and Linguistic 
Annotations

Structural Representation and Punctuation Annotations

We aim to build representative models that could possibly 
be shared by wide varieties of CSFs. That is regardless of 
their specific domains. Therefore, a document representation 
that best fits such goal has been used. That is a syntactic 
representation, where each sentence of a document can be 
hierarchically represented bottom–up from a word-level, a 
phrase level, a clause level to a sentence level. By doing 
that, we avoid (reduce) a domain dependency problem. Such 
problem is pretty much exhibited by most computational 
linguistics models, precisely those built on the bag-of-word 
(BoW) representation. To achieve this, constituency (phrase-
structured) parsing [26, 27] has been applied on 8 different 
corpora explained above. Subsequently, constituency tags 
(syntactic categories) have been extracted from the result-
ing parse trees.

Once parse trees have been constructed, the following 
syntactic categories are extracted from their non-leaf nodes 
constituting the hierarchical structure of the input corpora:

– Lexical categories consists of part-of-speech tags (POS) 
(e.g., VB (verb), NN (noun), JJ (adjective)). These tags 
correspond to the leaf nodes in the parse trees that repre-
sent the words in the parsed text.

– Functional categories consists of elements that connect 
syntactic units together (e.g., MD (modal), DT (deter-
miner), IN (preposition)).

– Phrasal categories include various types of phrases (e.g., 
PP (prepositional phrases), NP (noun phrases), VP (verb 

phrases), ADJP (adjective phrases)). Each phrasal cat-
egory has a set of labeled words with POS tags within a 
sentence.

Syntactic representations of documents help to deal with the 
very structure of linguistic constructions of users’ text. That 
is without being dependent on specific domains’ knowledge. 
Essentially, such representations provide interesting cues 
how users with similar expertise levels structure their mes-
sages (as shown in Tables 1, 2). In addition, syntactic-based 
models are robust due to the fact that varying words having 
similar functions do not affect the underlying structural rep-
resentations of users’ text. For example, at a sentence level, 
a document could be constructed with many alternative 
terms while keeping the main idea of the sentence. While 
each variation results a different BoW representation, the 
structure always remains the same as long as the alternative 
words play the same syntactic roles.

From the named entities recognition (NER) point of view 
(in a partial sense), syntax also helps to make interesting 
observations. That is how names (of e.g., people, places) 
mentioning habits is related with expertise via the syntac-
tic categories NNP and NNPS namely, singular proper 
noun and plural proper noun, respectively. As shown 
in Table 2, such categories make a significant distinction 
between experts in SE and Zooniverse.

Besides syntactic categories, we consider how users 
punctuate their text to enrich and reinforce the learning of 
our models. There are many essential overlapping between 
the extracted syntactic and punctuation information. There-
fore, observing consistent pattens of similar or related syn-
tax–punctuation annotations leads better understanding, and 
affirms their validity. For instance, considering quite similar 
occurrences and infuences (over expertise) of the syntactic 
categorySBARQ (questions introduced by a wh-word or a 
wh-phrase) and the punctuation mark ?, somewhat helps 
establish strong linguistic evidence for inferring expertise 
from linguistic annotations. Moreover, the below join syn-
tax–punctuation annotation pattern analysis reveals a num-
ber of occurrences of such types of overlapping.

Analysis of Joint Syntax–Punctuation Patterns Observed 
from Grammatical Constructions Within the Data

In connection with syntactic annotations, in this subsec-
tion, we provide the characterization of the collected 
crowdsourced text with joint syntax–punctuation features. 
Considering linguistic constructions from wide varieties 
of crowdsourced forums helps to well render and establish 
quite typical patterns present in such forums. In addition, we 
also structurally define crowdsourced text. We discuss major 
linguistic patterns formed by various possible combina-
tions of syntactic units. That range from smaller constructs 
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such articles and particles to larger clause and phrase level 
units such as noun and verb phrases, and simple declara-
tive clauses. Such patterns (e.g., structures of sentences/
clauses/phrases/) have been observed from the linguistic 
constructions practiced by various levels of experts. From 
each domain, we set aside two groups of users that possess 
highest and least levels of expertise. Each group covers top 

or bottom 10% of the entire users from each domain. In case 
of Zooniverse a group of 1307 users, whereas in SE StackO-
verfow (2174 users). To see how patterns steadily change 
over the expertise spectrum as well as reduce the bias prob-
ably caused by the marginalization, our analysis embraces 
the middle-level experts as well.

In the language usage pattern analysis, we achieve three 
things: identifying common language patterns in CSFs, 
examining how such pattern changes across expert levels and 
making distinction between experts. These experts are high-, 
middle- and low-proficiency scoring experts. We also exam-
ine major differences between the two domains in terms of 
language usage patterns.

As part of the pattern analysis, comprehensive statistic 
has been generated and summarized in Tables 1 and 2. In 
addition, the resulting joint syntax–punctuation pattern 

Table 1  Sorted joint syntax punctuation features into linguistic pat-
terns for the 3 expert groups in StackOverfow: low, middle and top

Low Middle Top Level Description Expertise Dim.

NP NP NP Phrase Noun phrase Completeness
VP VP VP Verb phrase
S S S Clause Declarative 

Cl.
Simplicity

Per. Per. Per. Pun. Punctuation Completeness
PP PP PP Phrase Prepositional 

P.
Coherency

SBAR SBAR SBAR Clause Subordinate 
C.

Completeness

PRN ADVP ADVP Phrase Adverb 
phrase

Descriptive-
ness

ADJP ADJP ADJP Adjective Ph.
ADVP PRN PRN Parenthetical Clarity
FRAG FRAG FRAG Fragment In-complete-

ness
WHNP WHNP WHNP Wh-noun Ph. Inquisitiveness
Ques. Ques. Ques. Pun. Punctuation
QP HashT. HashT. Punctuation Social Int.
HashT. QP QP Phrase Quantifier P. Analytical
X PRT PRT Word Particle Clarity
PRT X X Phrase Unknown Complexity
Excla. SQ SQ Clause Inverted 

Ques.
Inquisitiveness

SQ Excla. Excla. Pun. Punctuation Emotion Exp.
AtSym. AtSym. AtSym. Punctuation Social Int.
SINV SINV SINV Clause Inverted 

Sent.
Focus

INTJ LST INTJ Phrase Interjection Emotion Exp.
LST INTJ LST List marker Analytical
SBARQ UCP SBARQ Clause Direct ques-

tion
Inquisitiveness

UCP SBARQ UCP Phrase UCP Coherency
CONJP CONJP CONJP Conjunction 

Ph.
WHPP WHPP WHPP Wh-pre. 

Phrase
Inquisitiveness

NX NX NX NP-head 
marker

Complexity

WHA. WHA. WHA. Wh-adj. 
Phrase

Inquisitiveness

RRC RRC RRC RRC In-complete-
ness

NAC NAC NAC Scope marker Clarity

Table 2  Sorted joint syntax punctuation features into linguistic pat-
terns for the 3 expert groups of Zooniverse: low, middle and top

Low Middle Top Level Description Expertise Dim.

NP NP NP Phrase Noun phrase Completeness
Excla. Excla. Excla. Pun. Punctuation Emotion Exp.
VP VP VP Phrase Verb phrase Completeness
NN NN NN Word Noun
Per. Per. Per. Pun. Punctuation
S HashT. S Clause Declarative C. Simplicity
DT S DT Pun. Punctuation Social Int.
Ques. DT Ques. Word Determiner Completeness
JJ JJ JJ Word Adjective Descriptiveness
IN Ques. IN Phrase Punctuation Inquisitiveness
HashT. IN HashT. Word Preposition Coherency
PP PP PP Phrase Prepositional 

P.
SBAR SBAR SBAR Clause Subordinate C. Descriptiveness
VBZ RB VBZ Word Verb Completeness
NNP NNP NNP Proper noun Ascertainment
RB VBZ RB Adverb Social Int.
PRP PRP PRP Personal Pro.
NNS VB NNS Noun Completeness
ADJP ADJP ADJP Phrase Adjective P. Descriptiveness
VB NNS VB Word Verb Completeness
VBP ADVP VBP Verb Descriptiveness
ADVP VBP ADVP Phrase Adverb P.
FRAG FRAG FRAG Fragment In-completeness
CC CC CC Word Conjunction Coherency
WHNP WHNP WHNP Phrase Wh-noun P. Inquisitiveness
VBG VBG VBG Word Verb Clarity
CD TO CD Cardinal Num. Analytical
TO VBD TO Infinitive Completeness
WP WP WP Wh-pronoun Inquisitiveness
VBD CD VBD Verb Completeness
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Fig. 2  Percentages of syntactic 
categories and punctuation 
marks forming syntactic–punc-
tuation patterns (SPP) for 3 
groups (high, middle and low) 
of experts. While in a NP and 
VP spike consistently across 
expert groups, in b such catego-
ries constituent the top part of 
the SPPs’ curves 
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curves haven been shown in Fig. 2. The two tables clearly 
show observable key differences and similarities in language 
usage patterns between the two domains. In addition, each 
table makes important distinctions between three expert 
groups (low, middle and high) with in each forum. For 
instance, looking at the columns Low, Middle, Top in each 
table, signals quite similar rate of using the phrase level cat-
egories NP and VP to form the NPVP structure. However, 
there is an exception use of the exclamation mark which 
interleaved between NP and VP in the pattern of Zooniverse. 
The first two most co-occurring tags form the NPVP struc-
ture. Nevertheless, the exception in Zooniverse is, perhaps, 
caused by the nature of the forum, whereby, users’ expres-
sions are highly marked by exclamations. Due to some spec-
tacular features observed in the images (e.g., of magnificent 
galaxies) being discussed by users might drive their emo-
tion and complete their expression by adding exclamation 
marks. Conversely, expertise-wise, high-level experts in SO 
are more analytical than any other groups of experts. Com-
pletely an opposite pattern is noted in constructing ascer-
tainable expressions which is evidenced from the usage of 
(partial) named entities, denoted by NNP and NNPS.

Among other syntactic phenomena closely investigated in 
this study are the rate at which a sentence fragment occurs. 
That is denoted as FRAG  in syntactic parse trees. The inves-
tigation also includes the habit of constructing verb–subject 
inversion patterns. While the former makes a clear distinc-
tion between those users writing complete sentences or ill-
constructed sentences, the later signals whether users make 
any effort for focus construction in their writing. Our pat-
tern analysis show that, while experts in Zooniverse make 
less ill-constructed sentences than SO’ experts, experts in 
SO users, particularly high-level experts use much verb-
subject inversion. However, that does completely capture 
the entire essence of focus construction. Therefore, we apply 
topic modeling which is discussed in the next sub-section. 
The illustration of such phenomenon has been provided in 
Table 1, where FRAG  appears at the upper region of the joint 
syntax–punctuation patterns. But in Table 2, it appears at a 
bit lower region. That means, high PIP scoring users tend to 
use fragmented sentences (with the mean sentence length of 
10.48). That is more often than least (whose mean sentence 
length is a bit longer than the highest scoring experts while 
shorter than the middle ones) and middle scoring users.

In SO, we analyzed the distribution of the entire joint syn-
tax–punctuation information across expertise groups. The 
analysis is in terms of the number of occurrences of syntac-
tic categories and punctuation marks (i.e., approximately 
29.57 million total count). On average, the highest percent-
age is contributed by high qualified group of users, nearly 
64.62% of the entire StackOverfow’ corpus. In contrast, 
the middle and the low-level experts cover the remaining 
25.35% and 10.03%, respectively. That generally gives an 

interesting correlation between levels of expertise and their 
associated syntax–punctuation usage. Further looking into 
the distribution of individual feature, precisely the syntactic 
categories, we observe how the parse trees constructed from 
each group vary in terms of types, depth and complexity. 
Almost all types of the syntactic categories appear most in 
the highest group of experts whose trees, in contrast, appear 
to be a bit deeper and complex than the other two groups. 
Zooniverse users, in comparison, contributed less amount of 
joint syntax–punctuation information, i.e., 1.5 million total 
count. The highest and the middle groups almost equally 
contributed the most than the low-level group of experts, 
though the difference is insignificant. The mean sentence 
length of the groups has reversely ordered with their exper-
tise. In addition, the least, the middle and the highest com-
petent groups is 6.37, 4.19 and 4.75, respectively.

Given the parsed trees along with a punctuation annota-
tion, we identified 30 significantly repeated features com-
posed of syntactic categories and punctuation marks. In 
addition, they are transformed into a complete ordered list 
of them. The ordered lists eventually form two distinct lin-
guistic patterns for each forum. To explore how the resulted 
general linguistic patterns change across the expert groups, 
we measure the difference between them using the squared 
Euclidean distance’s equation  [28] defined below. The 
distance measurements computed between any two exper-
tise groups show observable differences between major 
expert groups. The computation is in terms of frequencies 
of tags constituting linguistic patterns. For instance, the 
below equation can be applied to calculate the difference 
between the top and the low experts groups represented by 
the patterns, (synTagT

1
,… , synTagT

n
) or ( �����������������⃗SynPatrn

T
 ) and 

(synTagL
1
,… , synTagL

n
) or ( �����������������⃗SynPatrn

L
 ), respectively, where 

n = 30.

The syntactic tags on the list have been also clustered into 
major expertise dimensions based on some existing stud-
ies [16, 18]. The studies are on evaluations of user-generated 
content and contribution quality in CQAs and psycholin-
guistic studies [1]. Nevertheless, some other dimensions 
are based on simple pragmatic fine-grained categorization 
of syntax–punctuation features. Or mapping various related 
parts of the patterns into possible corresponding expertise 
dimensions has been done on the basis of perceived intension 
of authors constructing a particular (sub) pattern. Moreover, 
decisions were made during the categorization by looking 
at the similarity of the tags in the function of constructing 
similar syntactic and semantic units. For instance, all related 
tags forming noun phrase subtrees get grouped together to 
define the completeness aspect of expertise. Defining the 

(1)
D(�����������������⃗SynPatrn

L
, �����������������⃗SynPatrn

T
) =

√
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i=1
(synTag

i

1 − synTag
i

2)2.
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expertise dimensions is an important step towards establish-
ing a general expertise-framework for crowdsourcing sites.

The relationship between the identified expertise dimen-
sions and the joint syntax–punctuation features have been 
briefy discussed below. There are some overlapping between 
such dimensions due to the fact that some tags could play 
double roles. As some of them just might have only linguis-
tic meanings (than expertise implication) and hard to easily 
link to specific aspects of expertise. For example, our pat-
tern analysis shows that high-level experts frequently use 
less uncommon (unknown) syntactic categories, marked by 
X in their sentence constructions than low-level experts. That 
raises interesting questions and concerns, not easy to exactly 
figure out what that particular pattern to do with expertise.

Completeness: deals whether users construct com-
plete sentences containing at least noun phrases (NP) and 
verb phrases (VP), along with periods. In addition, other 
larger and smaller syntactic units (e.g., subordinate clauses 
(SBAR), nouns (NN) and determiners (DT)) and tags which 
could possibly contribute and support the completion are 
also added into the composite completeness category. Con-
versely, in-completeness has been taken as an opposite meas-
ure or the inverse of completeness, by considering whether 
fragments (FRAG) are present in the parsed text. In connec-
tion to that, the use of reduced relative clauses (RRC) has 
also been assumed to partially contribute the formation of 
in-complete expressions.

Descriptiveness, clarity and simplicity: contribute 
towards the understandability of the meaning of text. Adjec-
tives phrases (ADJP), adverb phrases (ADVP) and simple 
declarative clauses (S) have been considered to form such 
expertise category. In addition, some other miscellaneous 
tags (e.g., particles, determiners) have been also added into 
it, as they play a role of enriching and increasing the size of 
the content, ultimately making the content to convey a much 
clear message. For instance, particles alone are not sufficient 
to form neither a semantic unit nor an expertise category, but 
combined with other classes of words (e.g., verbs), they form 
phrasal verbs or larger idiomatic expressions, and might fit 
into the clarity dimension of expertise. Nevertheless, going 
further beyond from simple perception, perhaps, would be 
interesting to exactly get why users prefer those types of 
expressions.

Analytical, comparison and ascertainment: denote 
users’ ability to provide sound analysis, comparisons and 
detailed and well referenced information. That are to be 
evidenced from phrases containing syntactic tags such as 
quantifiers (QT), list markers (LST), cardinal numbers (CD), 
proper nouns (NNP), comparative and superlative adjec-
tives, JJR and JJS, respectively. The first two tags are pre-
sent at higher rates within the content of the SO users. In 
addition, the last two tags are quite common in Zooniverse, 
precisely appearing consecutively in the high-level users. 

Unlike SO, users in Zooniverse mention peoples names 
which are evidenced from their usage of NNPs, possibly to 
ascertain various sources of information.

Connecting ideas: roughly refects how well authors’ 
ideas are joined together. That can be evidenced from the 
combination of coordinating conjunctions (CC) and con-
junction phrases (CONJP), and prepositions (IN) and 
prepositional phrases (PP) and determiners (DT). Within 
SO, both CONJP and PP occur at higher rates in high-level 
experts than middle and low-level users. In contrast, while 
CC has been more frequently used in the high-level experts 
than other groups of users, DT occurs most in middle-level 
experts within Zooniverse.

Inquisitiveness: shows the asking habits or curiosity 
of users as a positive indicator of expertise quality. Such 
dimension has been organized using question marks, syn-
tactic tags (e.g., SQ, WHNP) showing explicit as well as 
implicit questions in the parsed text. Slight distinguished dif-
ferences can be observed in the use of these features across 
the expert groups of SO. For instance, the top expert group 
asks more than the low one, while these features appear in 
similar patterns’ positions, quite consistently for all groups, 
though differ in their weights.

Emotion expression: denotes a practice of impart-
ing observational or experiential knowledge. That shows 
the quality of authors’ text conveying emotions. That is, 
regarded as an essential part of the overall expression of the 
authors’ text, particularly very interesting in Zooniverse due 
to the magnificence nature of the images showing up at dis-
playing scenes, and being discussed. Any polarized (emotion 
bearing) text has a good communicative and psychological 
value. for example to determine sentiments. However, it is 
unclear how exactly it works in CQA media like SO. Yet, 
seemingly, low-level users in SO like to exclaim more than 
average users. Conversely, within the Zooniverse content, 
that could be taken as a good check point whether users 
have made close observations of the images. Such category 
comprises the exclamation mark and the interjection INTJ.

Focus construction: represents users’ effort in focus con-
structions in their text. That might be evident from some 
syntactic patterns present in parsed text. For instance, the 
syntactic tag SINV denotes users intentionally invert their 
sentence construction, probably to give more emphasis for 
the syntactic units intended to appear at the front. In com-
parison, such kind of linguistic style is more observed in the 
SO users than the Zooniverse counter part.

Social interaction: shows the social aspect of expertise. 
That is a quite important dimension of expertise, particu-
larly in social media. Considering users’ connection helps 
measure the quality of their participation and communica-
tion with others. According to some psycholinguistic analy-
sis [1, 18], the occurrence of personal pronouns in one’s text 
suggest his/her social interactions with others in a network. 
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Looking into our syntactic information, moods of verbs indi-
cating third personal singular as well as general personal 
pronouns tags, VBZ and PRP, respectively, could be good 
candidates to form the social interaction category of exper-
tise. In addition to that, social media symbols (e.g., hash 
tags (#), at-symbols (a)) grouped together and added into the 
social-interaction expertise category. In practice, the pres-
ence of such symbols in one’s social media text could indi-
cate the user is associating and calling attention of others. 
In addition, combinations of possible PRP variants could 
define an authoritativeness aspect of expertise [18], but they 
occur much less in either domain.

Complexity: addresses either complex syntactic struc-
tures or unclear grammatical constructions as a result some 
piece of text get labeled with X by syntactic parsers. Because 
of that, complexity might confuse with in-completeness; also 
some tags appear to belong to multiple expertise categories.

Latent Topic Representation

Looking both the SE and Zooniverse data, they are very 
much topic oriented. There are about 178 and 92 central 
topics being discussed by the crowd of the SE network and 
Zooniverse, respectively. To meet such topic-oriented set-
ting, a quite specialized text representation method is more 
important than the generic bag-of-words model.

Apparently, experts in specific areas are likely inclined to 
frequently using more technically focused as well as valid 
content terms (right words), than non-expert crowds. Never-
theless, unlike the bag-of-words approach, critically select-
ing well-representative topic words (or referred as expert 
words), in advance, which fit the intended central topics, is 
always difficult. In addition, it is quite time taking unless 
we are very much familiar at an expert level with particu-
lar domains. Probably, having well-annotated dictionaries 
which are tailored precisely for a specific forum and, can 
act as computational lexicons, might be an alternative rem-
edy, though the chance of getting such dictionaries is quite 
rare or, even impossible. In such condition, the bag-of-words 
(BoW) representation is quite a plausible choice, though it 
has potential downsides. It is less-focused in terms of top-
ics as it includes all sort of content and function words and 
computationally expensive. In addition, BoW might contain 
hundreds of thousands of terms opposed to topic-oriented 
models.

To avoid missing any important information about func-
tion words as a result of focusing on content words bearing 
some meanings and topics, their usage is captured during 
the syntactic representation. Incorporating, both types of 
information into the composition of our linguistic fea-
tures, eventually somehow succeeds capturing what users 
basically state in their content words and how they say 
through their function words. Since technically the most 

relevant terms that could form expertise knowledge are 
unknown or (not identified) in prior, the BoW model tends 
to include all types of terms irrespective of their practi-
cal significance. That obviously affects the sharpness of 
the model for effectively making distinction between users 
whose text is quite focused (bearing domain knowledge) 
and generic. Once models got built on optimally identified 
representative terms, detecting users’ expertise based on 
their topical information gets easier.

In this study, topic words have been extracted from both 
domains by using latent topic modeling [29, 30]. Initially, 
the number of topics along with the number of topic words 
in each domain have been determined in such a away that 
the size of the topic annotation corresponds to the size of 
the syntactic annotation. Such correspondence is assumed 
to make the later comparisons (with syntactic annotations) 
more sound. Thus, 65 latent topic words (5 topics * 13 
topic words) have been extracted. In the later stages, the 
effect of varying the size of topic words has been analyzed 
as well. In contrast, the size as well as the average sentence 
length of Zooniverse is much less than SO, thus consider-
ing only topic words has been very important to handle 
and deal with the shortness of text. Moreover, as topic 
words tend to spread all over the text than generic words, 
they have the potential to capture and represent the central 
thought of the entire text.

To clearly view the variation of expert levels across 
topics, user have been grouped by their latent topics. In 
addition, the distribution of users over topics is shown in 
Figs. 5b and 6b for StackOverfow and Zooniverse, respec-
tively. The largest portion of the distribution within Stack-
Overfow is covered by T4 (topic 4), and in Zooniverse 
by T5. The mean of both PIC and PIP scores of the users 
under similar topics have been computed for plotting their 
respective charts. That are shown in Figs. 5a and 6a for 
StackOverfow and Zooniverse, respectively. Figure 3 also 
illustrates the standard deviation of PIP and PIC scores of 
users discussing similar topics. The pair of topics and their 
associated mean scores allow to observe the link between 
expert level variations across topics. Differences among 
users grouped under similar topics. That is in terms of 
expertise levels have been presented (Fig. 3a, b) with a 
pair of topics versus standard deviation. Moreover, the 
presented statistical information (users distributions, mean 
and standard deviation) give important insights how users 
under similar ranges of PIP and PIP tend to discuss on a 
similar topic (Fig. 4). For instance, in Fig. 5a, users with 
highest PIC scores are likely focusing on T1 and T5 than 
any other topic. On the other hand, T2 seems to be pre-
ferred by low-level users while T3 and T4 by medium-
level users. Likewise, Fig. 6a shows high competent users 
fall under T2 and T4 while least competent ones empha-
size on T3 and T5.



SN Computer Science (2021) 2:443 Page 15 of 28 443

SN Computer Science

Fig. 3  Variations of PIP and 
PIC scores of users within 
similar topics
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Fig. 4  Grouping StackOverfow 
users on the basis of their topics 
and PIP scores
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Fig. 5  Grouping Zooniverse 
users on the basis of their topics 
and PIC scores
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Following latent topic extraction, three variants of topic 
word representations have been applied. The first one is a 
unigram text representation, where each users’ document (a 
collection text messages posted by each user) is character-
ized by a feature vector of unigram topic words (TW), or 
�⃗d = (TW1,… , TW

n
) , where n is a size of the unigram set, 

in our case, i.e., 65. The a unigram text representation has 
been used to build baseline models.

Second, topic bigram and trigram representation, 
where a sequence of two and three topic words, respec-
tively, has been used to describe users’ documents. 
Or their corresponding feature vectors could be like 
�⃗d = (TW1TW2,… , TW

n−1TWn
) for the bigram and 

�⃗d = (TW1TW2TW3,… , TW
n−2TWn−1TWn

) , for the tri-
gram representation. Bigrams and trigrams have been used 
as additional linguistic annotations to enrich the unigram 
baseline models with contextual and sequential information. 
Third, a character bigram and trigram representation [31] 
is applied to capture characters’ sequential information [32, 
33].

Expertise Modeling with Multiple Linear Regression

At this stage, gold-standard data have been prepared for 
training, validation and optimization, and evaluations, in 
the form �⃗v = (LAFe1,… , LAFe

n
) . (LAFe1,… , LAFe

n−1) 
and LAFe

n
 denote linguistic, and possibly non-linguistic 

annotations and proficiency scores, respectively. Both types 
of proficiency, PIP ( pSPIP ) and PIC ( pSPIC ) are quantified 
with continuous numeric scores, ranging [1,∞) and [0, 1], 
respectively. Having such numeric scores serving as labels 
(target variables), and multiple independent variables acting 
as predictors, multiple linear regression models have been 
built. Multiple linear regression is chosen as we are dealing 
with a regression problem and attempt to model continu-
ous target variables (PIP and PIC). Basically, the multiple 
linear regression models’ equation [34, 35] include slope 
coefficients ( �1,… , �

n
 ) for each linguistic annotations fea-

ture and bias ( �0):

Training and Validation

Baseline and enhanced versions of expertise models (about 
20 different models built) have been trained. The models are 
iteratively trained on the linear combination of various lin-
guistic annotations discussed above. The adaptability of the 
baseline models allows to add and learn any types of linguis-
tic information in addition to its core composition of features 
intended to be experimented. The baseline model trained 

(2)pSPIP = �0 + �1LAFe1 + �2LAFe2+,… ,+�
n
LAFe

n
.

on unigram topic words. In addition, the enhanced models 
on the additional richer linguistic annotations intended to 
improve baseline models’ performance. Basically, the added 
annotations include syntactic and punctuation annotations, 
semantic and character sets annotations, word and character 
n-grams (n = 2 and 3) annotations.

Prior to the actual models’ evaluations phase, we made 
sure that each model is statistically fit. Thus, validation and 
significance tests have been carried out as part of the train-
ing of each model. Running such tests on the models help 
ensure their validity and reliability. In addition, that ulti-
mately guarantees the learned models are statistically sig-
nificant. Unlike the cross-validation approach, which makes 
uses each example of the entire corpus for both training and 
validation, we apply split-validation tests on independent 
development test sets separated from the training and the 
evaluation sets. Setting the validation sets apart, in contrast, 
ensures the reliability of the models better, as it avoids using 
the same instances of examples twice or more throughout the 
models building life cycles. The null-hypothesis ((H0)) [36] 
test, which is a standard test of significance for regression 
models, has been applied using development sets, with a 
threshold alpha value (p-value) of 0.05, for ensuring whether 
the slopes of the models are different from zero. That implies 
that the slopes associated with the selected linguistic annota-
tions could either positively or negatively describe the target 
expertise scores, significantly:

Model Evaluation

Following the validation phase, the prediction performance 
of each model has been evaluated on seven different test sets. 
Such test sets are collected from a wide variety of crowd-
sourcing domains. The evaluation metrics are R2 (R-squared) 
and RMSE (root mean squared error) [37]). The former 
(aka the coefficient of determination) measures how well 
the learned models (the selected linguistic features) describe 
the variation in PIP and PIC scores, while the later (aka a 
residue measure) measures prediction errors.

The test sets include in-domains (and related domains), 
where the domain of the evaluation and the training data is 
exactly the same or very much related. Out-domains test sets 
are completely independent (or different) from the training 
sets. In addition, there are two in-domain datasets selected, 
namely SO and Galaxy Zoo and Snapshot Serengeti. They 
belong to the same domains as the training set. In addi-
tion, two related domain test sets: Server Faults and Suser, 
and three out-domain datasets, English, Math and Ubuntu 
have been in the evaluation. The aim of considering such 

(3)pSPIC = �0 + �1LAFe1 + �2LAFe2+,… ,+�
n
LAFe

n
.
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diversity of domains, is to get the insight that to what 
extent the learned models could somehow generalize the 
crowdsourcing forums. That is also important to build more 
assertive claims on them. In the evaluations, the two most 
critical aspects of any regression model quality have been 
estimated. The potential of the models to effectively explain 
the variation in the expertise scores (PIP or PIC scores) and 
the overall performance to reduce prediction errors, via the 
coefficient of determination, i.e., (R)2 [35], and RMSE [34], 
respectively.

Since the diversity is not only in terms of domains, it 
also includes, the range of the target variable, i.e., expertise 
scores as well as the size of the test sets. To best address 
the diversity, the performance measurement, particularly the 
predictions errors aspect, has been geared towards consid-
ering such main differences among the test sets. Therefore, 
two normalizing techniques [38]) have been applied, namely 
RMSE mean normalization and RMSE range normalization.

Results and Discussion

In this section, we provide qualitative and quantitative analy-
ses. In addition, comparisons of the overall evaluation results 
yielded by the learned expertise models are provided. For 
the former case, we provide a summary of results along with 
comprehensive interpretations. For the later case, we support 
the analysis with ordered lists of various linguistic annota-
tion sets from both sides (StackOverfow and Zooniverse).

We also illustrate how the baseline models have been 
enhanced by incrementally adding more linguistic annota-
tions on top of them. The selected linguistic annotations 
include syntactic, punctuation, word bigrams and trigrams, 
and character bigrams and trigrams. Practical significance 
of these models have been also discussed briefy.

Baseline Models

The baseline models are built on unigram topic words for 
both forums and their evaluation is summarized in Table 3. 
In addition, important commonalities between the two 
forums’ models have been identified, which in turn lead to 
the fact that the models trained on the selected CSFs could 
be adaptable to other related forums. Concerning R-squared, 
while the best model (i.e., the PIP model evaluated on the 
Server Fault category) scores 0.7940, the poorest model (i.e., 
the PIC model evaluated on the unified Galaxy and Snapshot 
Serengeti datasets) scores 0.3100. The results illustrate the 
selected topic words are able to explain approximately up to 
79% variations in PIP.

Compared to regression models built particularly in the 
area of CSFs [5, 18, 39], the result found in this study is quite 
promising, and has some limitations as well. For instance, 

the authors in Ref. [18] found 0.40 and 0.07 R-squared, on 
the linear regression models trained on linguistic and non-
linguistic meta-features to predict answer and question qual-
ity, respectively. Predicting question quality has been also 
studied in Ref. [39], using question-related attributes, and 
the authors reported 0.19 R-squared. On the other hand, our 
topic-based approach shows significant improvement over 
the BoW approach used in Ref. [5], in which the highest 
R-squared score provided by the trained models is 0.74. That 
means, the method developed in this study has pushed the 
R-squared value from 74 to 79%. Nevertheless, some of the 
compared models outperform the models built in this study, 
in terms of RMSE. For instance, the model built in Ref. [39] 
has lower errors (i.e., 0.19) than ours (i.e., 0.2200).

Such a significant shift of R-squared (from 74 to 79%) 
implies that how applying topic modeling effectively 
improves the performance of expertise models over com-
mon bag-of-words models. There is no standard procedure 
for guiding the choice of optimal words that best fit exper-
tise, in prior to relevant (preliminary) experiments. Thus, 
most generic text-based models are tend to be built on a 
BoW model that often contains several thousands of terms 
extracted from training corpora. That has a number of down-
sides besides poor model quality, for instance posing a huge 
overhead of computation resources.

Domain-wise, comparatively the StackOverfow model 
seems to be more effective in predicting user expertise than 
the Zooniverse model. There are a couple of possible rea-
sons. First, PIP scores always have a direct relationship with 
the textual content, particularly answers content contributed 
by StackExchange users as such points are awarded based 
on the perceived quality of the answers. Nevertheless, the 
PIC points are exclusively estimated by considering only 
the number of classifications made by Zooniverse users. 
Therefore, the computation of PIC is independent from 
their corresponding text. Second, the StackOverfow model 

Table 3  Unigram topic words baseline models’ evaluation results 

a StackExchange
b StackOverfow
c Zooniverse
d Galaxy Zoo and Snapshot Serengeti
Highest scores across each metric have been provided in bold text

Forum Category RMSE-m RMSE-r R
2

SEa SOb 0.5114 0.0557 0.7290
UB 1.3192 0.0608 0.5740
SE 0.4728 0.0495 0.7940
SU 0.5393 0.0470 0.7830
EN 0.9365 0.0263 0.6850
MA 0.7372 0.0529 0.7120

ZOc GASSd 0.2200 0.1400 0.3100
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is purely trained on an in-domain dataset, on the other hand, 
the Zooniverse model has been built on the mixed datasets. 
Thus, the chance of mis-recognizing unseen inputs is a bit 
higher due to relying on half knowledge of either category. 
Moreover, there is also a notable training size difference 
(in terms of number of users and chat messages, average 
sentence length) between them.

Application-wise, we primarily aim to build models that 
learn expertise from linguistic features and improve the 
quality of CSFs. Those topic words identified as most rel-
evant to infer expertise, however, could be used to address 
other important aspects for many other interesting purposes. 
For example, getting users answering questions friendly 
and politely (in their expressions) is a concern in SO and 
implicitly connected with their reputation. For instance, the 
StackOverfow question-answering’s guideline9 explicitly 
mentions and suggests some selected words to be taken 
into account during answering questions to ensure certain 
moral standards. Since for some users (askers) the way an 
answer is written/presented (typically wording and delivery) 
for a particular question, perhaps is as equally important as 
the answer itself. Nevertheless, it is quite hard for CQAs to 
inspect users’ content and fully address such concern, with-
out prior modeling of users’ word usage patterns. That might 
in turn lead to failure to achieve the goal of having trustwor-
thy and morally responsible users. As also is evident in some 
studies [40, 41] on how moral behavior quality refected in 
answering questions in social media affects readers.

Error Analysis and Improving the Baseline Models

We provide illustrations of error analyses and the relative 
importance of iteratively added linguistic annotations for 
enhancing the baseline models. For better insights, detailed 

demonstrations for each annotation type has been provided 
in Tables 4 and 5.

We measure and analyze the significance of the improve-
ments from various perspectives based on major statistical 
parameters as criteria. Many of these perspectives prove that 
integrating those annotation features make important con-
tributions. Nevertheless, exceptions have been identified as 
well. The impact of adding punctuation, in contrast, is not as 
great as others. Therefore, we rather discuss with its linear 
combination with syntactic annotations.

Model Enhancements by Adding Syntactic Annotations

R-squared-wise, syntactic annotations enhanced the base-
line models of both expertise types. Particularly, the PIC 
model has been improved by 3.43%. These annotation fea-
tures have been added with the expectation that the syntac-
tic structures to be learned from the in-domain datasets. 
That could help detect typical syntax use in out-domain 
(related) datasets. Because of that, their impacts have 
been, particularly assessed and emphasized on out-domain 

Table 4  Baseline and enhanced 
models’ evaluation results

a Syntactic annotation
b Punctuation mark annotation
c Bigrams
d Trigrams
e Character bigrams and trigrams
Highest scores across each metric have been provided in bold text

Model RMSE-m RMSE-r R
2 MAX MIN Min-m Min-r

Baseline 0.6766 0.0618 0.6553 0.7940 0.3100 0.2200 0.0263
Baseline+Sa 0.6958 0.0631 0.6561 0.7880 0.3210 0.2200 0.0270
Baseline+Pb 0.6757 0.0617 0.6539 0.7930 0.3090 0.2200 0.0262
Baseline+S+P 0.6685 0.0601 0.6643 0.7930 0.3900 0.2000 0.0261
Baseline+Bc 0.6782 0.0619 0.6653 0.7920 0.3900 0.2200 0.0264
Baseline+Td 0.7282 0.0660 0.6089 0.7450 0.3563 0.2200 0.0274
Baseline+CBTe 0.6770 0.0617 0.6663 0.7890 0.3900 0.2200 0.0267

Table 5  Syntax + unigram topic words or enhanced (with syntactic 
annotations) models’ evaluation results

a Category
Highest scores across each metric have been provided in bold text

Forum Cat.a RMSE-m RMSE-r R
2

SE SO 0.5702 0.0621 0.6980
UB 1.3993 0.0645 0.6010
SE 0.4961 0.0520 0.7880
SU 0.5351 0.0467 0.7800
EN 0.9594 0.0270 0.7060
MA 0.6903 0.0496 0.6990

ZO GASS 0.2200 0.1400 0.3210

9 https:// stack overf ow. com/ help/ how- to- answer.

https://stackoverflow.com/help/how-to-answer
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datasets. In this regard, interesting results has been found. 
For instance, while the majority of the test case results on 
out-domain datasets have been improved. The maximum 
shift of R-squared has been caused as a result of adding 
syntactic annotations.

In the best case scenario of out-domain test sets, the 
English dataset has given the best result, regarding both 
versions of RMSE and R-squared. Observing the English 
test set being well recognized by the improved model 
trained on a fairly different dataset (i.e., the SO dataset). 
That implies the distinctive role of syntactic annotations 
is to build quite general models. That also could serve 
inter-domain forums. That means, inferring the expertise 
of English forum users has been possible by capturing syn-
tactic structures than actual content. However, the exper-
tise of StackOverfows’ users is different.

Relative importance of the syntactic features are ana-
lyzed. In addition, the analysis shows that part-of-speech 
tags (word-level constituents) (e.g., LS, UH, and RP) are 
dominant predictors. They are also negatively correlated 
with expertise scores. That supposedly implies that low-
level experts seem to like making lists of items and express 
their opinion with interjections, more than high-level 
experts. There are also observable differences between 
expert groups in named entities use, denoted by NNP and 
NNPS. Least competent users frequently use the syntactic 

categories NNP pretty much frequently than NNPS. But 
top-level users do the other way round.

The other important aspect of the improved models is 
how it penalizes users, for using foreign words in their 
expressions. For instance, the PIC model cuts off PIC scores 
from those users who use non-English terms. That naturally 
makes sense, as mixing words containing non-English char-
acters in English-based forums might confuse the crowd. On 
the other hand, there are exceptional cases, where names of 
objects. For example, within the Snapshot Serengeti forum, 
some species could have typical foreign names due to their 
origin. Thus, handling such exceptions for example through 
an additional NER (named entities recognition) task might 
improve the accuracy of the model than only relying on NE-
like syntactic (e.g., NNP, NNPS) tags.

Model Enhancements by Joint Syntactic and Punctuation 
Annotations

We dedicate this particular sub-section for error analysis 
to identify core causes that make the prediction wrong. In 
addition, we suggest possible strategies to reduce predic-
tion errors. From any other linguistic annotation, the linear 
combination of syntax and punctuation played a great role 
of reducing prediction errors of the baseline models. Such 
composition resulted the least RMSE average value, com-
pared to all added annotations. On average, the errors of the 
baseline models’ declined approximately by 9%, as a result.

For the error analysis, we filter test cases, that could 
establish a dichotomy between well predicted versus poorly 
predicted. These two marginal groups are sampled from 
seven different categories with the most significant RMSE as 
well as the exact opposite of them, from all evaluation sets. 
That means, from each category two groups of users have 
been set aside. These users could serve as representatives for 
(almost) ‘perfectly predicted’ (referred in our discussion as 
first group) and ‘poorly predicted’ (second group) examples. 
Subsequently, we explain possible reasons from the perspec-
tives of the linguistic features identified as dominant in the 
structure of the mixed syntactic and punctuation annotations 
based models. The error analysis along with descriptions is, 
thus, based on certain criteria. These criteria involve actual 
and predicted expertise scores, the identified groups of users, 
models’ structures and the most prominent predictors from 
both types of annotations.

We consider the PIP predictions errors resulted from 
related categories test sets, particularly those with high-
est mis-recognized users. Their parse trees are enriched by 
diverse syntactic categories, and larger in quantity as well. 
For instance, the syntactic category WP (Wh-pronoun) 
does not occur in the second group at all. In addition, it is 
observed in 80% of the first group. Similarly, the associ-
ated tag WHNP (Wh-noun phrase) only occurs once in the 

Fig. 6  Syntactic and semantic representations of the sentence The 
doctor discerned the virus with the LIGHT 
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second group. Moreover, it has exactly the same coverage as 
WP in the first group. Lacking such syntactic categories in 
the second group has led the model to the resulted prediction 
errors. In contrast, they happen to favor almost the accurate 
recognition of the first group.

Nevertheless, alternative same expressions without 
explicit use of these categories might be present in the lin-
guistic construction of the second group, though hard to be 
noticed by the models. For instance, in the piece of text I 
know what the class of the galaxy, when I look at the pat-
tern of the surrounding stars. That has been posted by the 
first group users. Such type of post leads a better prediction 
due to the occurrence of the Wh-pronoun what. Quite an 
equivalent statement can be made without explicitly using 
or even by cutting off the Wh-pronoun what. Nevertheless, 
due to the fact that the syntactic-based models are trained 
to be more sensitive to symbolic information than actual 
expressions. That very similar statement made by the sec-
ond group gets mis-recognized. Thus, a possible practical 
strategy to address this linguistic phenomenon and reduce 
the errors is to completely identify such types of expressions. 
In addition, treat them under similar syntactic categories.

Domain-wise, most of the PIC prediction errors emanate 
from least competent users. Looking into the size of their 
text, it is approximately 4 times smaller than users’ text 
size posted by correctly predicted users. Probably, consid-
ering special features inherently characterizing very short 
text, microblog posts or that generally best suit for writing 
styles of these particular type of users reduces the predic-
tion errors [42–44]. On the contrary, looking punctuation 
usage patterns, for example, period marks’ usage of the best 
recognized users, is quite less frequent (approximately twice 
less) than the mis-recognized users. Yet, the former group 
has a pretty much uniform distribution of periods. In addi-
tion, the sensitivity of the models to exclamation marks has 
been to a possible reason for either correct prediction. Or 
failures to detect those users who rarely exclaim explicitly 
with exclamation marks, might be the cause as well. This 
feature exceptionally occur, particularly in the textual con-
tent of Zooniverse forums. That is from any other punc-
tuation mark, because of spectacular images of galaxies or 
wildlife shown to users. That makes the logic behind the 
sensitivity of the PIC models to emotional expressions clear. 
Nevertheless, it is unclear in case of the PIP models. A par-
tial remedy for this particular issue is perhaps to develop 
or integrate sentiment analysis tools. Such tools are able 
to detect deep linguistic phenomena (e.g., sarcastic expres-
sions, implicitly polarized statements) likely buried within 
ironic expressions.

The punctuation mark “.” and other complex punctua-
tion patterns cause prediction errors remain unclear as well. 
Thus, further analysis could reveal the potential reasons. 
It gets a bit more complicated when it comes to the PIP 

models, due to the fact that punctuation marks have multiple 
different senses in StackExchange. That is because they get 
mixed with character sets occurring in code snippets. For 
instance, in natural text, the punctuation mark “!” is typically 
used to exclaim, whereas in programming (or in scripting 
languages) it serves as an operator (e.g., the not operator). 
Thus, feeding the expertise models this mark without suf-
ficient context might confuse the learning. In addition, that 
eventually result model perplexity, which is a quite typical 
concern in language modeling [45, 46]. Thus, making clear 
distinction between punctuation marks and character sets 
during the linguistic annotation phase likely reduces the per-
plexity (disambiguate the confusion). As a result, the models 
are likely to get shrewd.

The other interesting fact observed from both groups of 
users is their questioning habit. There seem to have quite a 
distinctive trend between them. While the first group asks 
many questions, their counter part remain reserved from 
inquiring. That implies the model has well learned treating 
users posting interrogative statements than simple declara-
tive expressions.

To resolve this, either increasing the proportion of exam-
ples bearing declarative statements in the training set. Or that 
is to introduce new features into the model that particularly 
target and heavily handle this condition. The former strategy 
helps avoid data imbalance (skewness) and improves the 
learning out of sufficient observations containing declara-
tive statements. On the other hand, to mine the potential 
for effectively identifying the new distinctive features, the 
later strategy requires to closely look at the dynamics of that 
particular group of users in connection with their PIC scores.

It is also important to note that the underlying problem for 
most of the prediction errors lays under the linguistic anno-
tations techniques and tools used in this study. That might 
include syntactic parsing errors along with the associated 
part-of-speech tagging faws and the inaccuracies of other 
downstream annotators (e.g., named entity recognition). In 
addition, expertise scores estimation errors, eventually lead 
the subsequent regression errors.

Since, fundamentally, syntactic parsers get trained on 
manually annotated (by humans judges) corpora of parse 
trees based on tagging conventions enforced in certain 
annotation systems. These parsers make probabilistic deci-
sions which is quite error-prone. Unambiguously, specifying 
boundaries of certain syntactic categories is not always easy, 
as well as subjective. For instance, NAC is one of the sig-
nificant syntactic categories, which serve as a scope marker 
of modifiers within a noun phrase. Any error occurring as 
human annotators tagging input text (training data on which 
the resulting parser models get trained on), obviously prop-
agates to the learned syntactic-based models built in this 
study. Thus, using more accurate annotation tools perhaps 
would improve the results.
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Analyzing the actual expertise scores against their cor-
responding predicted values, least competent users are more 
wrongly detected as ‘high competent’ than the other way 
round. That means, as evident from dominant features, such 
group of users satisfies the linguistic qualification require-
ments, imposed by the regression models, and they got 
predicted as ‘high competent’. Yet, they belong to the ‘low 
level’ class as their actual expertise either answering ques-
tions or classifying images, is not that great. The underly-
ing possible reason for the mis-recognition might be linked 
with the PIC/PIP scores estimation method. Thus, improving 
the expertise estimation algorithms to balance the practical 
aspects or the deed part with linguistic qualifications or the 
word part, might reduce the errors.

Model Enhancements by Adding Bigrams and Trigrams

Adding bigrams and trigrams has slightly improved the per-
formance of the baseline models. Particularly, while bigrams 
cause the mean R-squared to shift from 0.31 to 0.39, which 
approximately a 20.51% improvement over the baseline, 
in the evaluation on the Zooniverse test set, (as shown in 
Table 4). On the contrary, adding trigrams has been more 
effective than bigrams as they provide larger contextual 
information [47, 48]. In most cases, natural language mode-
ling tasks, considering sequential and contextual information 
yields good results. But there are some exceptional cases 
where its impact gets limited [49]. We explain that with sim-
ple examples observed in our study in the next paragraph.

As opposed to common N-grams in bag-of-words, terms 
in topic N-grams do not often occur very much neither get 
arranged (co-occurred contiguously). That is because non-
topics words do in natural text. For instance, from the piece 
of text taken from a moderately competing Zooniverse user 
“Green light peeping through on the center left, 4 object 
in a line to the left of galaxy, oval shaped galaxy.” the 
bigrams green-light, light-peeping, peeping-through and 
trigrams green-light-peeping, oval-shaped-galaxy could be 
generated only if the conventional BoW N-grams model has 
been applied. In case of topic N-grams, however, only the 
bigram green light and the trigram oval-shaped-galaxy are 
considered, as governed by the learned topic words (e.g., 
light, galaxy, green, shape, oval). That means, the excluded 
N-grams are unlikely to occur in the text representation of 
topic words arrangement. As a result of that, the impact 
of the learned topic N-grams models has been so great. 
Perhaps, hybridizing the traditional N-grams with topic 
N-grams possibly produces better results, although at the 
cost of losing (deviating from main terms) focus.

Model Enhancements by Joint Character Bigrams–Trigrams

Evidently, the largest shift of mean R-squared has been 
scored by adding joint character bi(and tri) grams. It also 
improves the PIC model with the same magnitude as topic 
N-grams. Among other datasets, adding character n-grams 
has dramatically reduced the errors of the Maths category. 
A partial reason for that might be the extracted character 
bigrams and trigrams happened to match few-letters alpha 
numeric notations. That represent variables and quantities, 
in mathematical expressions and favored for the reduced 
RMSE.

That further sparks an interest in how the infuence of 
topic N-grams on other out-domain test sets (i.e., English 
and Ubuntu). The impact is also contrasted with in-domain 
(i.e., Galaxy, Snapshot Serengeti and StackOverfow) and 
related domain test sets (i.e., Server Fault, Super User). The 
evaluation results show on in-domain datasets, the mean 
enhancement gets approximately 3%, R-squared-wise. 
On the related domains, e.g., Super User gives a slight 
improvement of R-squared (from 0.7830 to 0.7840). But 
the result declines on Server Fault from 0.7940 to 0.7890. 
On out-domain datasets, there is an average enhancement of 
R-squared from 0.6570 to 0.6637. Thus, the overall assess-
ment of adding joint character n-grams on top of baseline 
models leads to the conclusion that morphological (charac-
ter-level) aspects of text could be best dealt with variable 
length character n-grams  [33, 50].

Further Improving the PIP Model

As noted in the results, the PIP models are likely to enhance 
and respond to the added linguistic features better than their 
PIC counterpart. Thus, moving further towards enhancing 
the PIP models might make more sense. To advance our 
understanding how other types of linguistic information 
infuence the prediction of PIP scores, semantic and char-
acter set information, have been added on top of the unigram 
topic model PIP model. We discuss their relative effects in 
the next subsections.

Influences of Joint Syntactic–Semantic Annotations

By linearly combining semantic information together with 
the syntactic annotation, almost a full enriched linguistic 
annotation (structure-wise), has been achieved. Given that 
both help capture structural information from text, semantic 
particularly focuses on dependency structures or depend-
ency relations between words, while syntax emphasizes on 
phrase structures. To extract those dependency relations, 
the training textual corpora have been parsed with a depend-
ency parsing algorithm [51, 52]. The parser generates the 
corresponding dependency parse trees. Subsequently, head 
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words, and other dependencies (e.g., nsubj, case, dobj) pre-
sent in the generated parse trees, are extracted.

A simple example is given in Fig. 6 to illustrate main 
differences between syntactic and semantic representa-
tion. In this example, the sentence The doctor discerned 
the virus with LIGHT., has been parsed with constituency 
and dependency parsers [26, 27, 53]. Within the resulting 
dependency tree (shown in Fig. 6b), eight dependency rela-
tions occur. These are det(doctor-2, The-1), root(ROOT-0, 
doctor-2), acl(doctor-2, discerned-3), det(virus-5, the-
4), obj(discerned-3, virus-5), case(LIGHT-8, with-6), 
det(LIGHT-8, the-7) and obl(discerned-3, LIGHT-
8). While the word discerned is the head word, all the 
remaining terms are dependents (Fig. 7).

Interestingly enough, the joint semantic and syntactic 
annotation play a consistent role of reducing errors. It has 
also improved R-squared better than any other combina-
tion of annotations (as shown in Chart 2). How they are 
correlated with PIP scores has been provided in Fig. 8. The 
relative infuence of all the considered combinations has 

been weighted and ranked, and illustrated in Chart 2. The 
highest weight is assigned to joint semantic and syntactic, 
based on relative significance improvement regarding both 
R-squared and RMSE over the baseline model. Among 
the added semantic features, compound:rt, exl, csubj posi-
tively infuence PIP scores. But root, parataxis, det:redet 
have a negative infuence.

Moreover, all test sets show improvements, except the 
Maths set. Perhaps, adding semantic information on the 
numeric data that involves mathematical expressions, equa-
tions, algebraic notations and so on does not seem to affect 
the predictions (almost insensitive for the added semantic 
info). New approaches that directly deal with typical pat-
terns of actual Maths content, such as NER might help for 
numeric data detection. However, comparing with results 
obtained in other related studies, for instance, Crossely et al. 
in Ref. [54], were able to find 30% R-squared, their linguistic 
features could explain only 30% variance in math perfor-
mance as opposed to our result, i.e., approximately 70%. 
Noticing that, we used the Math data only for an evalua-
tion purpose, perhaps better performance results could be 
achieved if it was used as training data.

Influences of Adding Character Set Annotations

In text-based environments, where natural text mixed with 
programming constructs, considering both punctuation 
marks and character sets helps capture the full picture of 
symbols’ usage patterns. Moreover, that helps avoid being 
conjectured on partial punctuation information. Applying 
the full version of punctuation has particularly improved 
the test result of StackOverfow, and slightly Math. Unfortu-
nately, it has no any effect on English. That quite fits with the 
expectation that enriching the baseline model with character 
set annotations (character encoding information). That pri-
marily benefits those categories (domains) containing code 
snippets written in various programming languages, i.e., 
StackOverfow. In addition, anticipated to propagate towards 
and affect Math’s results. That is because some of them, par-
ticularly, the significant ones act as mathematical notations 
as well. On the other hand, some of the added symbols (e.g., 
curly brackets, a dollar signs) are not expected to appear 
very much in some domains. The best example is English. 
For instance, in the English dataset, open and closed curly 
brackets occur only 150 times. But in StackOverfow, they 
appeared about 34,000 times. For some reasons, however, 
among the significant symbols, an open curly bracket 
together with closed square bracket negatively infuence 
the PIP prediction the most. However, characters (e.g., tilda, 
reminder, parenthesis) have a positive effect.

Considering typical good programming practices, sug-
gests why using too many instances of an open curly bracket 
as well as a closed square bracket leads to the reduction 

Fig. 7  The correlation between syntactic and semantic annotations 
and PIP

Fig. 8  Percentage of weights for baseline and added linguistic annota-
tions, depicting an ordered list of linguistic annotations ranked based 
on their average weights, computed from their R-squared and RMSE 
scores 
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of PIP scores. Either overloading code snippets with sev-
eral symbols generally makes other users less interested, 
eventually vote-down their answers, or leaving an opened 
(applies for the closed bracket too) curly bracket unclosed 
(un-delimited) is confusing users asking questions. That 
possibly affects the perceived expertise of answerers. That 
also clearly exhibits the interaction between content qual-
ity characterized by selected punctuation and non-linguistic 
features (e.g., number of votes).

Next to the majority linguistic annotations, the selected 
non-linguistic features have also been important to some 
extent to define the expertise models. Nevertheless, that is 
not in the case of the PIC models. However, the main focus 
and the scope of this study is to investigate particularly the 
impact of linguistic constructions on the detection of 
users’ expertise. The linguistic constructions in the natural 
sense, rather than the informal sense (programming/script-
ing languages’ sense). But, it would be very interesting to 
go beyond from the natural, completely identify and learn 
typical code patterns practiced in programming/scripting 
environments and eventually related with users’ expertise.

Further looking into the actual datasets of other domains, 
reveals other exceptionally occurring symbols. These sym-
bols provide interesting information on the distributions of 
punctuation across domains. They potentially raise many 
philosophical questions, as strangely enough, they are still 
appearing colloquially in plain text of the English corpus. 
Knowing this information in advance, and other related lin-
guistic trends, also, somehow helps to effectively identify 
linguistic features during model planning. Unfortunately, as 
most existing analytics particularly on question-answering 
forums apply meta-features instead. Therefore, discover-
ing commonly followed linguistic patterns by CQA users 
requires separate research efforts that take the uniqueness 
of the data into account.

Influences of Adding More Topic Words

In addition to the baseline models described above, another 
two models have been trained. The training is done by incre-
mentally doubling the pair of the number of topics and the 
associated topic words. The idea is to observe performance 
changes by stretching the size of the set of topic words by 
which the original baseline model has been trained on. The 
largest baseline model is built on 2340 (30 topics*78 words) 
unigram topic words. In addition, the second model contains 
1625 (25 topics*65 words) terms.

The overall resulting evaluations show that the baseline 
model with least number of words outperforms the largest 
baseline model. Thus, keeping the size (in terms of number 
of topic words) small may help the model focus on very 
important words and seems to be an optimal choice. For 
example, some of the added topic words (e.g., objective, 

property, and address) are quite generic (as opposed to 
code-intensive terms (e.g., int, void, return) or names of 
programing languages as well as their associated keywords 
(e.g., Java, PHP, function), constructing the original model 
(e.g., int, void, return)), not uniquely identifying that par-
ticular domain, instead that cause the original model to loose 
its sharpness. But, it would be interesting that further in-
depth analysis with additional topic words, surely offers a 
better insight and strengthens the conclusions.

Conclusions

In this study, we attempted to answer what defines typical 
crowdsourced text expressions. That is mainly in terms of 
syntactic structures. In addition, it is achieved through an 
extensive characterization of major expert groups’ lin-
guistic constructions and joint syntax–punctuation anno-
tations analysis. World’s largest crowdsourcing forums, 
namely Zooniverse and StackExchange, have been targeted, 
for the analysis.

As a result, six different joint syntax–punctuation pat-
terns, have been identified. These patterns, potentially, allow 
to quantify and measure differences between expert groups 
in their linguistic constructions styles. Significantly observa-
ble differences across these expert groups have been discov-
ered. The patterns also help identify 9 text specific expertise 
dimensions associated with linguistic qualities. Essentially, 
that could help establish a standard linguistic-based frame-
work, to define and assess crowds’ expertise within CSFs on 
the basis of their linguistic constructions’ quality.

Latent topic modeling analysis also confirms the pres-
ence of certain differences between expert groups with 
respect topic words use. The analysis further reveals the 
relationship between users’ competence and their associated 
topic preferences. More importantly, the latent topic docu-
ment representation used in this study has shown quite 
significant impact over the common bag-of-words repre-
sentation. A 5% improvement has been achieved in the pre-
diction of expertise scores, through latent topic annotation, 
in comparison with the bag-of-words approach.

Other wide varieties of linguistic annotations: syntac-
tic and punctuation annotations, semantic and character 
sets annotations, word and character n-grams (n = 2 and 
3) annotations, have been extracted. The most signifi-
cant linguistic factors which determine expertise levels of 
crowds have been identified. They have been weighted and 
ranked based on their impacts on the prediction of exper-
tise scores, illustrated in Fig. 6. Their complete ordered 
list regarding R-squared includes baseline topic unigram 
(B)+Syntactic+Semantic, B+Punctuation+ Character-
Set, B+Syntactic+Punctuation, B+Punctuation, B and 
B+Syntactic.
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About 20 different expertise models have been built on 
the selected linguistic annotations. The baseline models, 
which are unigram latent topic words based, have been 
iteratively enhanced in a two-stage process. That is achieved 
by adding syntactic, semantic, word and character n-grams 
punctuation and character set annotations. That demonstrates 
the extensibility of the models to adapt other types of lin-
guistic features.

Model validation and evaluation have been carried out 
on 8 crowdsourced corpora: 2 of them are in-domain test 
sets, the remaining datasets are related and out-domain. 
The evaluation results on such quite heterogeneous collec-
tions of data guarantees the validity of the learned mod-
els across domains. The best model yields nearly, 0.7940 
R-squared and 0.0263 and 0.2200, RMSE, range and mean 
normalized, respectively.

Major Insights and Future Work

Following quite extensive analysis of model evaluation 
results, interesting insights into computational links between 
proficiency and major linguistic patterns have been gained. 
The analysis revealed significantly a strong link between the 
quality writing styles and user proficiency. That implies high 
credibility of rating systems of forums could be achieved 
by deeply looking into users’ writing styles than superficial 
meta-data cues.

In addition to improving rating systems, the identified 
joint syntax–punctuation patterns could also be used to 
enhance other NLP systems. For instance, authorship attri-
bution, sentiment analysis and answer quality predictions, 
could benefit from such patterns.

The results show that our NLP approach is able to effec-
tively learn writing styles revealed from syntax, semantics, 
latent topics, word and character n-grams to determine 
expertise levels. This study also demonstrated the adapt-
ability and extensibility of the proposed NLP approach. That 
implies the approach potentially allows further enhance-
ments via enrichment of existing linguistic annotations.

Even though our experiments and results are based 
on world’s leading and largest crowdsourcing forums 
(Zooniverse and StackExchange), it is interesting to include 
other related forums such as Yahoo!Answers, Quora and 
so on.

About 20 different expertise models have been built on 
the selected linguistic annotations. The baseline models, 
which are unigram latent topic words based, have been 
iteratively enhanced in a two-stage process, by adding 
syntactic, semantic, word and character n-gram punctua-
tion and character set annotations. That demonstrates the 

extensibility of the models to adapt other types of linguistic 
features.

Model validation and evaluation have been carried out 
on 8 crowdsourced corpora: 2 of them are in-domain test 
sets, the remaining datasets are related and out-domain. 
The evaluation results on such quite heterogeneous collec-
tions of data, guarantee the validity of the learned mod-
els across domains. The best model yields nearly 0.7940 
R-squared and 0.0263 and 0.2200, RMSE, range and mean 
normalized, respectively.

Standard techniques widely used in NLP are applied 
in this study. In addition to such techniques, in the future, 
we are also interested to further benefit from little or none 
exploited, but quite profound and deep text analysis meth-
ods [55]. That revealed many interesting truths hidden in 
various sources of text. For instance, Joshua in Ref. [55], 
suggest story structuring strategies.

The expertise dimensions identified and defined using 
syntactic structure analysis, in this study, could possibly be 
extended to embrace other important parameters, possibly 
via semantic analysis. Eventually, establish a standard con-
crete framework, which could serve many CSFs for the 
evaluation of users’ competence. In addition, for the future, 
it would be interesting to advance the method for captur-
ing code snippets-related information, to better evaluate 
the quality of programmers’ contributions with in question-
answering communities. Combining our growing effort of 
enhancing media searchability with studies that particularly 
focus on improving media understandability [19, 56] might 
also be interesting for the future.
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