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Abstract
The digital world has a wealth of data, such as internet of things (IoT) data, business data, health data, mobile data, urban 
data, security data, and many more, in the current age of the Fourth Industrial Revolution (Industry 4.0 or 4IR). Extracting 
knowledge or useful insights from these data can be used for smart decision-making in various applications domains. In the 
area of data science, advanced analytics methods including machine learning modeling can provide actionable insights or 
deeper knowledge about data, which makes the computing process automatic and smart. In this paper, we present a com-
prehensive view on “Data Science” including various types of advanced analytics methods that can be applied to enhance 
the intelligence and capabilities of an application through smart decision-making in different scenarios. We also discuss 
and summarize ten potential real-world application domains including business, healthcare, cybersecurity, urban and rural 
data science, and so on by taking into account data-driven smart computing and decision making. Based on this, we finally 
highlight the challenges and potential research directions within the scope of our study. Overall, this paper aims to serve 
as a reference point on data science and advanced analytics to the researchers and decision-makers as well as application 
developers, particularly from the data-driven solution point of view for real-world problems.

Keywords Data science · Advanced analytics · Machine learning · Deep learning · Smart computing · Decision-making · 
Predictive analytics · Data science applications

Introduction

We are living in the age of “data science and advanced ana-
lytics”, where almost everything in our daily lives is digitally 
recorded as data [17]. Thus the current electronic world is a 
wealth of various kinds of data, such as business data, finan-
cial data, healthcare data, multimedia data, internet of things 
(IoT) data, cybersecurity data, social media data, etc [112]. 
The data can be structured, semi-structured, or unstructured, 

which increases day by day [105]. Data science is typically 
a “concept to unify statistics, data analysis, and their related 
methods” to understand and analyze the actual phenom-
ena with data. According to Cao et al. [17] “data science is 
the science of data” or “data science is the study of data”, 
where a data product is a data deliverable, or data-enabled 
or guided, which can be a discovery, prediction, service, 
suggestion, insight into decision-making, thought, model, 
paradigm, tool, or system. The popularity of “Data science” 
is increasing day-by-day, which is shown in Fig. 1 according 
to Google Trends data over the last 5 years [36]. In addition 
to data science, we have also shown the popularity trends of 
the relevant areas such as “Data analytics”, “Data mining”, 
“Big data”, “Machine learning” in the figure. According to 
Fig. 1, the popularity indication values for these data-driven 
domains, particularly “Data science”, and “Machine learn-
ing” are increasing day-by-day. This statistical information 
and the applicability of the data-driven smart decision-mak-
ing in various real-world application areas, motivate us to 
study briefly on “Data science” and machine-learning-based 
“Advanced analytics” in this paper.

This article is part of the topical collection “Advances in 
Computational Approaches for Artificial Intelligence, Image 
Processing, IoT and Cloud Applications” guest edited by Bhanu 
Prakash K N and M. Shivakumar.
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Usually, data science is the field of applying advanced 
analytics methods and scientific concepts to derive useful 
business information from data. The emphasis of advanced 
analytics is more on anticipating the use of data to detect 
patterns to determine what is likely to occur in the future. 
Basic analytics offer a description of data in general, while 
advanced analytics is a step forward in offering a deeper 
understanding of data and helping to analyze granular data, 
which we are interested in. In the field of data science, sev-
eral types of analytics are popular, such as "Descriptive 
analytics" which answers the question of what happened; 
"Diagnostic analytics" which answers the question of why 
did it happen; "Predictive analytics" which predicts what 
will happen in the future; and "Prescriptive analytics" which 
prescribes what action should be taken, discussed briefly 
in “Advanced analytics methods and smart computing”. 
Such advanced analytics and decision-making based on 
machine learning techniques [105], a major part of artificial 
intelligence (AI) [102] can also play a significant role in 
the Fourth Industrial Revolution (Industry 4.0) due to its 
learning capability for smart computing as well as automa-
tion [121].

Although the area of “data science” is huge, we mainly 
focus on deriving useful insights through advanced analytics, 
where the results are used to make smart decisions in various 
real-world application areas. For this, various advanced ana-
lytics methods such as machine learning modeling, natural 
language processing, sentiment analysis, neural network, or 
deep learning analysis can provide deeper knowledge about 
data, and thus can be used to develop data-driven intelligent 
applications. More specifically, regression analysis, classi-
fication, clustering analysis, association rules, time-series 
analysis, sentiment analysis, behavioral patterns, anomaly 

detection, factor analysis, log analysis, and deep learning 
which is originated from the artificial neural network, are 
taken into account in our study. These machine learning-
based advanced analytics methods are discussed briefly 
in “Advanced analytics methods and smart computing”. 
Thus, it’s important to understand the principles of vari-
ous advanced analytics methods mentioned above and their 
applicability to apply in various real-world application areas. 
For instance, in our earlier paper Sarker et al. [114], we have 
discussed how data science and machine learning modeling 
can play a significant role in the domain of cybersecurity 
for making smart decisions and to provide data-driven intel-
ligent security services. In this paper, we broadly take into 
account the data science application areas and real-world 
problems in ten potential domains including the area of 
business data science, health data science, IoT data science, 
behavioral data science, urban data science, and so on, dis-
cussed briefly in “Real-world application domains”.

Based on the importance of machine learning modeling 
to extract the useful insights from the data mentioned above 
and data-driven smart decision-making, in this paper, we 
present a comprehensive view on “Data Science” includ-
ing various types of advanced analytics methods that can be 
applied to enhance the intelligence and the capabilities of an 
application. The key contribution of this study is thus under-
standing data science modeling, explaining different analytic 
methods for solution perspective and their applicability in 
various real-world data-driven applications areas mentioned 
earlier. Overall, the purpose of this paper is, therefore, to 
provide a basic guide or reference for those academia and 
industry people who want to study, research, and develop 
automated and intelligent applications or systems based on 

Fig. 1  The worldwide popularity score of data science comparing with relevant  areas in a range of 0 (min) to 100 (max) over time where x-axis 
represents the timestamp information and y-axis represents the corresponding score
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smart computing and decision making within the area of 
data science.

The main contributions of this paper are summarized as 
follows:

– To define the scope of our study towards data-driven 
smart computing and decision-making in our real-world 
life. We also make a brief discussion on the concept of 
data science modeling from business problems to data 
product and automation, to understand its applicability 
and provide intelligent services in real-world scenarios.

– To provide a comprehensive view on data science includ-
ing advanced analytics methods that can be applied to 
enhance the intelligence and the capabilities of an appli-
cation.

– To discuss the applicability and significance of machine 
learning-based analytics methods in various real-world 
application areas. We also summarize ten potential real-
world application areas, from business to personalized 
applications in our daily life, where advanced analytics 
with machine learning modeling can be used to achieve 
the expected outcome.

– To highlight and summarize the challenges and potential 
research directions within the scope of our study.

The rest of the paper is organized as follows. The next sec-
tion provides the background and related work and defines 
the scope of our study. The following section presents the 
concepts of data science modeling for building a data-driven 
application. After that, briefly discuss and explain different 
advanced analytics methods and smart computing. Vari-
ous real-world application areas are discussed and summa-
rized in the next section.  We then highlight and summarize 
several research issues and potential future directions, and 
finally, the last section concludes this paper.

Background and Related Work

In this section, we first discuss various data terms and works 
related to data science and highlight the scope of our study.

Data Terms and Definitions

There is a range of key terms in the field, such as data 
analysis, data mining, data analytics, big data, data science, 
advanced analytics, machine learning, and deep learning, 
which are highly related and easily confusing. In the follow-
ing, we define these terms and differentiate them with the 
term “Data Science” according to our goal.

The term “Data analysis” refers to the processing of data 
by conventional (e.g., classic statistical, empirical, or logi-
cal) theories, technologies, and tools for extracting useful 

information and for practical purposes [17]. The term “Data 
analytics”, on the other hand, refers to the theories, technolo-
gies, instruments, and processes that allow for an in-depth 
understanding and exploration of actionable data insight 
[17]. Statistical and mathematical analysis of the data is 
the major concern in this process. “Data mining” is another 
popular term over the last decade, which has a similar 
meaning with several other terms such as knowledge min-
ing from data, knowledge extraction, knowledge discovery 
from data (KDD), data/pattern analysis, data archaeology, 
and data dredging. According to Han et al. [38], it should 
have been more appropriately named “knowledge mining 
from data”. Overall, data mining is defined as the process of 
discovering interesting patterns and knowledge from large 
amounts of data [38]. Data sources may include databases, 
data centers, the Internet or Web, other repositories of data, 
or data dynamically streamed through the system. “Big data” 
is another popular term nowadays, which may change the 
statistical and data analysis approaches as it has the unique 
features of “massive, high dimensional, heterogeneous, com-
plex, unstructured, incomplete, noisy, and erroneous” [74]. 
Big data can be generated by mobile devices, social net-
works, the Internet of Things, multimedia, and many other 
new applications [129]. Several unique features including 
volume, velocity, variety, veracity, value (5Vs), and com-
plexity are used to understand and describe big data [69].

In terms of analytics, basic analytics provides a summary 
of data whereas the term “Advanced Analytics” takes a step 
forward in offering a deeper understanding of data and helps 
to analyze granular data. Advanced analytics is characterized 
or defined as autonomous or semi-autonomous data or con-
tent analysis using advanced techniques and methods to dis-
cover deeper insights, predict or generate recommendations, 
typically beyond traditional business intelligence or analyt-
ics. “Machine learning”, a branch of artificial intelligence 
(AI), is one of the major techniques used in advanced ana-
lytics which can automate analytical model building [112]. 
This is focused on the premise that systems can learn from 
data, recognize trends, and make decisions, with minimal 
human involvement [38, 115]. “Deep Learning” is a subfield 
of machine learning that discusses algorithms inspired by 
the human brain’s structure and the function called artificial 
neural networks [38, 139].

Unlike the above data-related terms, “Data science” is 
an umbrella term that encompasses advanced data analyt-
ics, data mining, machine, and deep learning modeling, 
and several other related disciplines like statistics, to 
extract insights or useful knowledge from the datasets 
and transform them into actionable business strategies. 
In [17], Cao et al. defined data science from the discipli-
nary perspective as “data science is a new interdisciplinary 
field that synthesizes and builds on statistics, informatics, 
computing, communication, management, and sociology 
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to study data and its environments (including domains and 
other contextual aspects, such as organizational and social 
aspects) to transform data to insights and decisions by fol-
lowing a data-to-knowledge-to-wisdom thinking and meth-
odology”. In “Understanding data science modeling”, we 
briefly discuss the data science modeling from a practical 
perspective starting from business problems to data prod-
ucts that can assist the data scientists to think and work in 
a particular real-world problem domain within the area of 
data science and analytics.

Related Work

In the area, several papers have been reviewed by the 
researchers based on data science and its significance. For 
example, the authors in [19] identify the evolving field of 
data science and its importance in the broader knowledge 
environment and some issues that differentiate data sci-
ence and informatics issues from conventional approaches 
in information sciences. Donoho et al. [27] present 50 
years of data science including recent commentary on data 
science in mass media, and on how/whether data science 
varies from statistics. The authors formally conceptualize 
the theory-guided data science (TGDS) model in [53] and 
present a taxonomy of research themes in TGDS. Cao et al. 
include a detailed survey and tutorial on the fundamental 
aspects of data science in [17], which considers the transi-
tion from data analysis to data science, the principles of 
data science, as well as the discipline and competence of 
data education.

Besides, the authors include a data science analysis in 
[20], which aims to provide a realistic overview of the use 
of statistical features and related data science methods in 
bioimage informatics. The authors in [61] study the key 
streams of data science algorithm use at central banks and 
show how their popularity has risen over time. This research 
contributes to the creation of a research vector on the role 
of data science in central banking. In [62], the authors pro-
vide an overview and tutorial on the data-driven design of 
intelligent wireless networks. The authors in [87] provide a 
thorough understanding of computational optimal transport 
with application to data science. In [97], the authors present 
data science as theoretical contributions in information sys-
tems via text analytics.

Unlike the above recent studies, in this paper, we concen-
trate on the knowledge of data science including advanced 
analytics methods, machine learning modeling, real-world 
application domains, and potential research directions 
within the scope of our study. The advanced analytics 
methods based on machine learning techniques discussed 
in this paper can be applied to enhance the capabilities of 

an application in terms of data-driven intelligent decision 
making and automation in the final data product or systems.

Understanding Data Science Modeling

In this section, we briefly discuss how data science can 
play a significant role in the real-world business process. 
For this, we first categorize various types of data and then 
discuss the major steps of data science modeling starting 
from business problems to data product and automation.

Types of Real‑World Data

Typically, to build a data-driven real-world system in 
a particular domain, the availability of data is the key 
[17, 112, 114]. The data can be in different types such 
as (i) Structured—that has a well-defined data structure 
and follows a standard order, examples are names, dates, 
addresses, credit card numbers, stock information, geolo-
cation, etc.; (ii) Unstructured—has no pre-defined format 
or organization, examples are sensor data, emails, blog 
entries, wikis, and word processing documents, PDF files, 
audio files, videos, images, presentations, web pages, etc.; 
(iii) Semi-structured—has elements of both the structured 
and unstructured data containing certain organizational 
properties, examples are HTML, XML, JSON documents, 
NoSQL databases, etc.; and (iv) Metadata—that represents 
data about the data, examples are author, file type, file size, 
creation date and time, last modification date and time, 
etc. [38, 105].

In the area of data science, researchers use various 
widely-used datasets for different purposes. These are, 
for example, cybersecurity datasets such as NSL-KDD 
[127], UNSW-NB15 [79], Bot-IoT [59], ISCX’12 [15], 
CIC-DDoS2019 [22], etc., smartphone datasets such as 
phone call logs [88, 110], mobile application usages logs 
[124, 149], SMS Log [28], mobile phone notification logs 
[77] etc., IoT data [56, 11, 64], health data such as heart 
disease [99], diabetes mellitus [86, 147], COVID-19 [41, 
78], etc., agriculture and e-commerce data [128, 150], and 
many more in various application domains. In “Real-world 
application domains”, we discuss ten potential real-world 
application domains of data science and analytics by tak-
ing into account data-driven smart computing and decision 
making, which can help the data scientists and application 
developers to explore more in various real-world issues.

Overall, the data used in data-driven applications can 
be any of the types mentioned above, and they can differ 
from one application to another in the real world. Data 
science modeling, which is briefly discussed below, can 
be used to analyze such data in a specific problem domain 
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and derive insights or useful information from the data to 
build a data-driven model or data product.

Steps of Data Science Modeling

Data science is typically an umbrella term that encompasses 
advanced data analytics, data mining, machine, and deep 
learning modeling, and several other related disciplines like 
statistics, to extract insights or useful knowledge from the 
datasets and transform them into actionable business strate-
gies, mentioned earlier in “Background and related work”. 
In this section, we briefly discuss how data science can play 
a significant role in the real-world business process. Figure 2 
shows an example of data science modeling starting from 
real-world data to data-driven product and automation. In 
the following, we briefly discuss each module of the data 
science process. 

– Understanding business problems: This involves getting 
a clear understanding of the problem that is needed to 
solve, how it impacts the relevant organization or indi-
viduals, the ultimate goals for addressing it, and the rel-
evant project plan. Thus to understand and identify the 
business problems, the data scientists formulate relevant 
questions while working with the end-users and other 
stakeholders. For instance, how much/many, which cat-
egory/group, is the behavior unrealistic/abnormal, which 

option should be taken, what action, etc. could be rel-
evant questions depending on the nature of the problems. 
This helps to get a better idea of what business needs 
and what we should be extracted from data. Such busi-
ness knowledge can enable organizations to enhance their 
decision-making process, is known as “Business Intel-
ligence” [65]. Identifying the relevant data sources that 
can help to answer the formulated questions and what 
kinds of actions should be taken from the trends that 
the data shows, is another important task associated with 
this stage. Once the business problem has been clearly 
stated, the data scientist can define the analytic approach 
to solve the problem.

– Understanding data: As we know that data science is 
largely driven by the availability of data [114]. Thus a 
sound understanding of the data is needed towards a data-
driven model or system. The reason is that real-world 
data sets are often noisy, missing values, have inconsist-
encies, or other data issues, which are needed to handle 
effectively [101]. To gain actionable insights, the appro-
priate data or the quality of the data must be sourced 
and cleansed, which is fundamental to any data science 
engagement. For this, data assessment that evaluates 
what data is available and how it aligns to the business 
problem could be the first step in data understanding. 
Several aspects such as data type/format, the quantity 
of data whether it is sufficient or not to extract the use-

Fig. 2  An example of data science modeling from real-world data to data-driven system and decision making
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ful knowledge, data relevance, authorized access to data, 
feature or attribute importance, combining multiple data 
sources, important metrics to report the data, etc. are 
needed to take into account to clearly understand the 
data for a particular business problem. Overall, the data 
understanding module involves figuring out what data 
would be best needed and the best ways to acquire it.

– Data pre-processing and exploration: Exploratory data 
analysis is defined in data science as an approach to ana-
lyzing datasets to summarize their key characteristics, 
often with visual methods [135]. This examines a broad 
data collection to discover initial trends, attributes, points 
of interest, etc. in an unstructured manner to construct 
meaningful summaries of the data. Thus data explora-
tion is typically used to figure out the gist of data and to 
develop a first step assessment of its quality, quantity, 
and characteristics. A statistical model can be used or 
not, but primarily it offers tools for creating hypotheses 
by generally visualizing and interpreting the data through 
graphical representation such as a chart, plot, histogram, 
etc [72, 91]. Before the data is ready for modeling, it’s 
necessary to use data summarization and visualization 
to audit the quality of the data and provide the informa-
tion needed to process it. To ensure the quality of the 
data, the data  pre-processing technique, which is typi-
cally the process of cleaning and transforming raw data 
[107] before processing and analysis is important. It also 
involves reformatting information, making data correc-
tions, and merging data sets to enrich data. Thus, several 
aspects such as expected data, data cleaning, formatting 
or transforming data, dealing with missing values, han-
dling data imbalance and bias issues, data distribution, 
search for outliers or anomalies in data and dealing with 
them, ensuring data quality, etc. could be the key consid-
erations in this step.

– Machine learning modeling and evaluation: Once the 
data is prepared for building the model, data scientists 
design a model, algorithm, or set of models, to address 
the business problem. Model building is dependent 
on what type of analytics, e.g., predictive analytics, is 
needed to solve the particular problem, which is dis-
cussed briefly in “Advanced analytics methods and smart 
computing”. To best fits the data according to the type 
of analytics, different types of data-driven or machine 
learning models that have been summarized in our earlier 
paper Sarker et al. [105], can be built to achieve the goal. 
Data scientists typically separate training and test subsets 
of the given dataset usually dividing in the ratio of 80:20 
or data considering the most popular k-folds data split-
ting method [38]. This is to observe whether the model 
performs well or not on the data, to maximize the model 
performance. Various model validation and assessment 
metrics, such as error rate, accuracy, true positive, false 

positive, true negative, false negative, precision, recall, 
f-score, ROC (receiver operating characteristic curve) 
analysis, applicability analysis, etc. [38, 115] are used 
to measure the model performance, which can guide the 
data scientists to choose or design the learning method 
or model. Besides, machine learning experts or data sci-
entists can take into account several advanced analytics 
such as feature engineering, feature selection or extrac-
tion methods, algorithm tuning, ensemble methods, mod-
ifying existing algorithms, or designing new algorithms, 
etc. to improve the ultimate data-driven model to solve a 
particular business problem through smart decision mak-
ing.

– Data product and automation: A data product is typi-
cally the output of any data science activity [17]. A 
data product, in general terms, is a data deliverable, or 
data-enabled or guide, which can be a discovery, predic-
tion, service, suggestion, insight into decision-making, 
thought, model, paradigm, tool, application, or system 
that process data and generate results. Businesses can use 
the results of such data analysis to obtain useful informa-
tion like churn (a measure of how many customers stop 
using a product) prediction and customer segmentation, 
and use these results to make smarter business decisions 
and automation. Thus to make better decisions in various 
business problems, various machine learning pipelines 
and data products can be developed. To highlight this, 
we summarize several potential real-world data science 
application areas in “Real-world application domains”, 
where various data products can play a significant role 
in relevant business problems to make them smart and 
automate.

Overall, we can conclude that data science modeling can be 
used to help drive changes and improvements in business 
practices. The interesting part of the data science process 
indicates having a deeper understanding of the business 
problem to solve. Without that, it would be much harder to 
gather the right data and extract the most useful information 
from the data for making decisions to solve the problem. 
In terms of role, “Data Scientists” typically interpret and 
manage data to uncover the answers to major questions that 
help organizations to make objective decisions and solve 
complex problems. In a summary, a data scientist proactively 
gathers and analyzes information from multiple sources to 
better understand how the business performs, and  designs 
machine learning or data-driven tools/methods, or algo-
rithms, focused on advanced analytics, which can make 
today’s computing process smarter and intelligent, discussed 
briefly in the following section.
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Advanced Analytics Methods and Smart 
Computing

As mentioned earlier in “Background and related work”, 
basic analytics provides a summary of data whereas 
advanced analytics takes a step forward in offering a deeper 
understanding of data and helps in granular data analysis. 
For instance, the predictive capabilities of advanced analyt-
ics can be used to forecast trends, events, and behaviors. 
Thus, “advanced analytics” can be defined as the autono-
mous or semi-autonomous analysis of data or content 
using advanced techniques and methods to discover deeper 
insights, make predictions, or produce recommendations, 
where machine learning-based analytical modeling is con-
sidered as the key technologies in the area. In the following 
section, we first summarize various types of analytics and 
outcome that are needed to solve the associated business 
problems, and then we briefly discuss machine learning-
based analytical modeling.

Types of Analytics and Outcome

In the real-world business process, several key questions 
such as “What happened?”, “Why did it happen?”, “What 
will happen in the future?”, “What action should be taken?” 
are common and important. Based on these questions, in 
this paper, we categorize and highlight the analytics into 
four types such as descriptive, diagnostic, predictive, and 
prescriptive, which are discussed below.

– Descriptive analytics: It is the interpretation of historical 
data to better understand the changes that have occurred 
in a business. Thus descriptive analytics answers the 
question, “what happened in the past?” by summarizing 
past data such as statistics on sales and operations or mar-
keting strategies, use of social media, and engagement 
with Twitter, Linkedin or Facebook, etc. For instance, 
using descriptive analytics through analyzing trends, pat-
terns, and anomalies, etc., customers’ historical shopping 
data can be used to predict the probability of a customer 
purchasing a product. Thus, descriptive analytics can 
play a significant role to provide an accurate picture of 
what has occurred in a business and how it relates to 
previous times utilizing a broad range of relevant busi-
ness data. As a result, managers and decision-makers can 
pinpoint areas of strength and weakness in their business, 
and eventually can take more effective management strat-
egies and business decisions.

– Diagnostic analytics: It is a form of advanced analytics 
that examines data or content to answer the question, 
“why did it happen?” The goal of diagnostic analytics is 
to help to find the root cause of the problem. For exam-

ple, the human resource management department of a 
business organization may use these diagnostic analytics 
to find the best applicant for a position, select them, and 
compare them to other similar positions to see how well 
they perform. In a healthcare example, it might help to 
figure out whether the patients’ symptoms such as high 
fever, dry cough, headache, fatigue, etc. are all caused by 
the same infectious agent. Overall, diagnostic analytics 
enables one to extract value from the data by posing the 
right questions and conducting in-depth investigations 
into the answers. It is characterized by techniques such as 
drill-down, data discovery, data mining, and correlations.

– Predictive analytics: Predictive analytics is an impor-
tant analytical technique used by many organizations for 
various purposes such as to assess business risks, antici-
pate potential market patterns, and decide when mainte-
nance is needed, to enhance their business. It is a form 
of advanced analytics that examines data or content to 
answer the question, “what will happen in the future?” 
Thus, the primary goal of predictive analytics is to iden-
tify and typically answer this question with a high degree 
of probability. Data scientists can use historical data as a 
source to extract insights for building predictive models 
using various regression analyses and machine learning 
techniques, which can be used in various application 
domains for a better outcome. Companies, for example, 
can use predictive analytics to minimize costs by bet-
ter anticipating future demand and changing output and 
inventory, banks and other financial institutions to reduce 
fraud and risks by predicting suspicious activity, medical 
specialists to make effective decisions through predicting 
patients who are at risk of diseases, retailers to increase 
sales and customer satisfaction through understanding 
and predicting customer preferences, manufacturers to 
optimize production capacity through predicting main-
tenance requirements, and many more. Thus predictive 
analytics can be considered as the core analytical method 
within the area of data science.

– Prescriptive analytics: Prescriptive analytics focuses on 
recommending the best way forward with actionable 
information to maximize overall returns and profitability, 
which typically answer the question, “what action should 
be taken?” In business analytics, prescriptive analytics 
is considered the final step. For its models, prescriptive 
analytics collects data from several descriptive and pre-
dictive sources and applies it to the decision-making pro-
cess. Thus, we can say that it is related to both descrip-
tive analytics and predictive analytics, but it emphasizes 
actionable insights instead of data monitoring. In other 
words, it can be considered as the opposite of descriptive 
analytics, which examines decisions and outcomes after 
the fact. By integrating big data, machine learning, and 
business rules, prescriptive analytics helps organizations 
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to make more informed decisions to produce results that 
drive the most successful business decisions.

In summary, to clarify what happened and why it happened, 
both descriptive analytics and diagnostic analytics look at 
the past. Historical data is used by predictive analytics and 
prescriptive analytics to forecast what will happen in the 
future and what steps should be taken to impact those effects. 
In Table 1, we have summarized these analytics methods 
with examples. Forward-thinking organizations in the real 
world can jointly use these analytical methods to make smart 
decisions that help drive changes in business processes and 
improvements. In the following, we discuss how machine 
learning techniques can play a big role in these analytical 
methods through their learning capabilities from the data.

Machine Learning Based Analytical Modeling

In this section, we briefly discuss various advanced analyt-
ics methods based on machine learning modeling, which 
can make the computing process smart through intelligent 

decision-making in a business process. Figure 3 shows a 
general structure of a machine learning-based predictive 
modeling considering both the training and testing phase. 
In the following, we discuss a wide range of methods such as 
regression and classification analysis, association rule analy-
sis, time-series analysis, behavioral analysis, log analysis, 
and so on within the scope of our study.

Regression Analysis

In data science, one of the most common statistical 
approaches used for predictive modeling and data mining 
tasks is regression techniques [38]. Regression analysis is 
a form of supervised machine learning that examines the 
relationship between a dependent variable (target) and inde-
pendent variables (predictor) to predict continuous-valued 
output [105, 117]. The following equations Eqs. 1, 2, and 
3 [85, 105] represent the simple, multiple or multivariate, 
and polynomial regressions respectively, where x represents 
independent variable and y is the predicted/target output 
mentioned above:

Table 1  Various types of analytical methods with examples

Analytical methods Data-driven model building Examples

Descriptive analytics Answer the question, “what happened in the past”? Summarising past events, e.g., sales, business data, social media 
usage, reporting general trends, etc.

Diagnostic analytics Answer the question, “why did it happen?” Identify anomalies and determine casual relationships, to find 
out business loss, identifying the influence of medications, etc.

Predictive analytics Answer the question, “what will happen in the future?” Predicting customer preferences, recommending products, 
identifying possible security breaches, predicting staff and 
resource needs, etc.

Prescriptive analytics Answer the question, “what action should be taken?”  Improving business management, maintenance, improving 
patient care and healthcare administration, determining opti-
mal marketing strategies, etc.

Fig. 3  A general structure of a 
machine learning based predic-
tive model considering both the 
training and testing phase
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Regression analysis is typically conducted for one of two 
purposes: to predict the value of the dependent variable in 
the case of individuals for whom some knowledge relat-
ing to the explanatory variables is available, or to estimate 
the effect of some explanatory variable on the dependent 
variable, i.e., finding the relationship of causal influence 
between the variables. Linear regression cannot be used to 
fit non-linear data and may cause an underfitting problem. In 
that case, polynomial regression performs better, however, 
increases the model complexity. The regularization tech-
niques such as Ridge, Lasso, Elastic-Net, etc. [85, 105] can 
be used to optimize the linear regression model. Besides, 
support vector regression, decision tree regression, random 
forest regression techniques [85, 105] can be used for build-
ing effective regression models depending on the problem 
type, e.g., non-linear tasks. Financial forecasting or predic-
tion, cost estimation, trend analysis, marketing, time-series 
estimation, drug response modeling, etc. are some examples 
where the regression models can be used to solve real-world 
problems in the domain of data science and analytics.

Classification Analysis

Classification is one of the most widely used and best-known 
data science processes. This is a form of supervised machine 

(1)y = a + bx + e,

(2)y = a + b1x1 + b2x2 +⋯ + bnxn + e,

(3)y = a + b1x + b2x
2
+ b3x

3
+⋯ + bnx

n
+ e.

learning approach that also refers to a predictive modeling 
problem in which a class label is predicted for a given exam-
ple [38]. Spam identification, such as ‘spam’ and ‘not spam’ 
in email service providers, can be an example of a classifica-
tion problem. There are several forms of classification analy-
sis available in the area such as binary classification—which 
refers to the prediction of one of two classes; multi-class 
classification—which involves the prediction of one of more 
than two classes; multi-label classification—a generalization 
of multiclass classification in which the problem’s classes 
are organized hierarchically [105].

Several popular classification techniques, such as k-near-
est neighbors [5], support vector machines [55], navies 
Bayes [49], adaptive boosting [32], extreme gradient boost-
ing [85], logistic regression [66], decision trees ID3 [92], 
C4.5 [93], and random forests [13] exist to solve classifi-
cation problems. The tree-based classification technique, 
e.g., random forest considering multiple decision trees, 
performs better than others to solve real-world problems 
in many cases as due to its capability of producing logic 
rules [103, 115]. Figure 4 shows an example of a random 
forest structure considering multiple decision trees. In addi-
tion, BehavDT recently proposed by Sarker et al. [109], and 
IntrudTree [106] can be used for building effective classifi-
cation or prediction models in the relevant tasks within the 
domain of data science and analytics.

Cluster Analysis

Clustering is a form of unsupervised machine learning tech-
nique and is well-known in many data science application 
areas for statistical data analysis [38]. Usually, clustering 

Fig. 4  An example of a random 
forest structure considering 
multiple decision trees
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techniques search for the structures inside a dataset and, if 
the classification is not previously identified, classify homo-
geneous groups of cases. This means that data points are 
identical to each other within a cluster, and different from 
data points in another cluster. Overall, the purpose of clus-
ter analysis is to sort various data points into groups (or 
clusters) that are homogeneous internally and heterogene-
ous externally [105]. To gain insight into how data is dis-
tributed in a given dataset or as a preprocessing phase for 
other algorithms, clustering is often used. Data clustering, 
for example, assists with customer shopping behavior, sales 
campaigns, and retention of consumers for retail businesses, 
anomaly detection, etc.

Many clustering algorithms with the ability to group data 
have been proposed in machine learning and data science 
literature [98, 138, 141]. In our earlier paper Sarker et al. 
[105], we have summarized this based on several perspec-
tives, such as partitioning methods, density-based meth-
ods, hierarchical-based methods, model-based methods, 
etc. In the literature, the popular K-means [75], K-Mediods 
[84], CLARA [54] etc. are known as partitioning methods; 
DBSCAN [30], OPTICS [8] etc. are known as density-based 
methods; single linkage [122], complete linkage [123], etc. 
are known as hierarchical methods. In addition, grid-based 
clustering methods, such as STING [134], CLIQUE [2], 
etc.; model-based clustering such as neural network learn-
ing [141], GMM [94], SOM [18, 104], etc.; constrained-
based methods such as COP K-means [131], CMWK-Means 
[25], etc. are used in the area. Recently, Sarker et al. [111] 
proposed a hierarchical clustering method, BOTS [111] 
based on bottom-up agglomerative technique for capturing 
user’s similar behavioral characteristics over time. The key 
benefit of agglomerative hierarchical clustering is that the 
tree-structure hierarchy created by agglomerative clustering 
is more informative than an unstructured set of flat clusters, 
which can assist in better decision-making in relevant appli-
cation areas in data science.

Association Rule Analysis

Association rule learning is known as a rule-based machine 
learning system, an unsupervised learning method is typi-
cally used to establish a relationship among variables. This 
is a descriptive technique often used to analyze large data-
sets for discovering interesting relationships or patterns. The 
association learning technique’s main strength is its com-
prehensiveness, as it produces all associations that meet 
user-specified constraints including minimum support and 
confidence value [138].

Association rules allow a data scientist to identify trends, 
associations, and co-occurrences between data sets inside 
large data collections. In a supermarket, for example, 

associations infer knowledge about the buying behavior of 
consumers for different items, which helps to change the 
marketing and sales plan. In healthcare, to better diagnose 
patients, physicians may use association guidelines. Doctors 
can assess the conditional likelihood of a given illness by 
comparing symptom associations in the data from previous 
cases using association rules and machine learning-based 
data analysis. Similarly, association rules are useful for con-
sumer behavior analysis and prediction, customer market 
analysis, bioinformatics, weblog mining, recommendation 
systems, etc.

Several types of association rules have been proposed in 
the area, such as frequent pattern based [4, 47, 73], logic-
based [31], tree-based [39], fuzzy-rules [126], belief rule 
[148] etc. The rule learning techniques such as AIS [3], 
Apriori [4], Apriori-TID and Apriori-Hybrid [4], FP-Tree 
[39], Eclat [144], RARM [24] exist to solve the relevant 
business problems. Apriori [4] is the most commonly used 
algorithm for discovering association rules from a given 
dataset among the association rule learning techniques 
[145]. The recent association rule-learning technique ABC-
RuleMiner proposed in our earlier paper by Sarker et al. 
[113] could give significant results in terms of generating 
non-redundant rules that can be used for smart decision 
making according to human preferences, within the area of 
data science applications.

Time‑Series Analysis and Forecasting

A time series is typically a series of data points indexed in 
time order particularly, by date, or timestamp [111]. Depend-
ing on the frequency, the time-series can be different types 
such as annually, e.g., annual budget, quarterly, e.g., expend-
iture, monthly, e.g., air traffic, weekly, e.g., sales quantity, 
daily, e.g., weather, hourly, e.g., stock price, minute-wise, 
e.g., inbound calls in a call center, and even second-wise, 
e.g., web traffic, and so on in relevant domains.

A mathematical method dealing with such time-series 
data, or the procedure of fitting a time series to a proper 
model is termed time-series analysis. Many different time 
series forecasting algorithms and analysis methods can be 
applied to extract the relevant information. For instance, to 
do time-series forecasting for future patterns, the autore-
gressive (AR) model [130] learns the behavioral trends or 
patterns of past data. Moving average (MA) [40] is another 
simple and common form of smoothing used in time series 
analysis and forecasting that uses past forecasted errors in a 
regression-like model to elaborate an averaged trend across 
the data. The autoregressive moving average (ARMA) [12, 
120] combines these two approaches, where autoregres-
sive extracts the momentum and pattern of the trend and 
moving average capture the noise effects. The most popular 
and frequently used time-series model is the autoregressive 
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integrated moving average (ARIMA) model [12, 120]. 
ARIMA model, a generalization of an ARMA model, is 
more flexible than other statistical models such as expo-
nential smoothing or simple linear regression. In terms of 
data, the ARMA model can only be used for stationary time-
series data, while the ARIMA model includes the case of 
non-stationarity as well. Similarly, seasonal autoregressive 
integrated moving average (SARIMA), autoregressive frac-
tionally integrated moving average (ARFIMA), autoregres-
sive moving average model with exogenous inputs model 
(ARMAX model) are also used in time-series models [120].

In addition to the stochastic methods for time-series 
modeling and forecasting, machine and deep learning-based 
approach can be used for effective time-series analysis and 
forecasting. For instance, in our earlier paper, Sarker et al. 
[111] present a bottom-up clustering-based time-series 
analysis to capture the mobile usage behavioral patterns of 
the users. Figure 5 shows an example of producing aggre-
gate time segments Seg_i from initial time slices TS_i 
based on similar behavioral characteristics that are used 
in our bottom-up clustering approach, where D represents 
the dominant behavior BH_i of the users, mentioned above 
[111]. The authors in [118], used a long short-term memory 
(LSTM) model, a kind of recurrent neural network (RNN) 
deep learning model, in forecasting time-series that out-
perform traditional approaches such as the ARIMA model. 
Time-series analysis is commonly used these days in vari-
ous fields such as financial, manufacturing, business, social 
media, event data (e.g., clickstreams and system events), IoT 
and smartphone data, and generally in any applied science 

and engineering temporal measurement domain. Thus, it 
covers a wide range of application areas in data science.

Opinion Mining and Sentiment Analysis

Sentiment analysis or opinion mining is the computational 
study of the opinions, thoughts, emotions, assessments, 
and attitudes of people towards entities such as products, 
services, organizations, individuals, issues, events, topics, 
and their attributes [71]. There are three kinds of senti-
ments: positive, negative, and neutral, along with more 
extreme feelings such as angry, happy and sad, or inter-
ested or not interested, etc. More refined sentiments to 
evaluate the feelings of individuals in various situations 
can also be found according to the problem domain.

Although the task of opinion mining and sentiment 
analysis is very challenging from a technical point of view, 
it’s very useful in real-world practice. For instance, a busi-
ness always aims to obtain an opinion from the public or 
customers about its products and services to refine the 
business policy as well as a better business decision. It can 
thus benefit a business to understand the social opinion of 
their brand, product, or service. Besides, potential custom-
ers want to know what consumers believe they have when 
they use a service or purchase a product. Document-level, 
sentence level, aspect level, and concept level, are the pos-
sible levels of opinion mining in the area [45].

Several popular techniques such as lexicon-based 
including dictionary-based and corpus-based methods, 
machine learning including supervised and unsupervised 
learning, deep learning, and hybrid methods are used in 
sentiment analysis-related tasks [70]. To systematically 
define, extract, measure, and analyze affective states and 

Fig. 5  An example of producing 
aggregate time segments from 
initial time slices based on simi-
lar behavioral characteristics
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subjective knowledge, it incorporates the use of statistics, 
natural language processing (NLP), machine learning 
as well as deep learning methods. Sentiment analysis is 
widely used in many applications, such as reviews and 
survey data, web and social media, and healthcare content, 
ranging from marketing and customer support to clinical 
practice. Thus sentiment analysis has a big influence in 
many data science applications, where public sentiment 
is involved in various real-world issues.

Behavioral Data and Cohort Analysis

Behavioral analytics is a recent trend that typically reveals 
new insights into e-commerce sites, online gaming, mobile 
and smartphone applications, IoT user behavior, and many 
more [112]. The behavioral analysis aims to understand how 
and why the consumers or users behave, allowing accurate 
predictions of how they are likely to behave in the future. For 
instance, it allows advertisers to make the best offers with 
the right client segments at the right time. Behavioral ana-
lytics, including traffic data such as navigation paths, clicks, 
social media interactions, purchase decisions, and marketing 
responsiveness, use the large quantities of raw user event 
information gathered during sessions in which people use 
apps, games, or websites. In our earlier papers Sarker et al. 
[101, 111, 113] we have discussed how to extract users 
phone usage behavioral patterns utilizing real-life phone 
log data for various purposes.

In the real-world scenario, behavioral analytics is often 
used in e-commerce, social media, call centers, billing sys-
tems, IoT systems, political campaigns, and other applica-
tions, to find opportunities for optimization to achieve par-
ticular outcomes. Cohort analysis is a branch of behavioral 
analytics that involves studying groups of people over time 
to see how their behavior changes. For instance, it takes data 
from a given data set (e.g., an e-commerce website, web 
application, or online game) and separates it into related 
groups for analysis. Various machine learning techniques 
such as behavioral data clustering [111], behavioral decision 
tree classification [109], behavioral association rules [113], 
etc. can be used in the area according to the goal. Besides, 
the concept of RecencyMiner, proposed in our earlier paper 
Sarker et al. [108] that takes into account recent behavioral 
patterns could be effective while analyzing behavioral data 
as it may not be static in the real-world changes over time.

Anomaly Detection or Outlier Analysis

Anomaly detection, also known as Outlier analysis is a data 
mining step that detects data points, events, and/or findings 
that deviate from the regularities or normal behavior of a 
dataset. Anomalies are usually referred to as outliers, abnor-
malities, novelties, noise, inconsistency, irregularities, and 

exceptions [63, 114]. Techniques of anomaly detection may 
discover new situations or cases as deviant based on histori-
cal data through analyzing the data patterns. For instance, 
identifying fraud or irregular transactions in finance is an 
example of anomaly detection.

It is often used in preprocessing tasks for the dele-
tion of anomalous or inconsistency in the real-world data 
collected from various data sources including user logs, 
devices, networks, and servers. For anomaly detection, 
several machine learning techniques can be used, such as 
k-nearest neighbors, isolation forests, cluster analysis, etc 
[105]. The exclusion of anomalous data from the data-
set also results in a statistically significant improvement 
in accuracy during supervised learning [101]. However, 
extracting appropriate features, identifying normal behav-
iors, managing imbalanced data distribution, addressing 
variations in abnormal behavior or irregularities, the 
sparse occurrence of abnormal events, environmental vari-
ations, etc. could be challenging in the process of anomaly 
detection. Detection of anomalies can be applicable in a 
variety of domains such as cybersecurity analytics, intru-
sion detections, fraud detection, fault detection, health 
analytics, identifying irregularities, detecting ecosystem 
disturbances, and many more. This anomaly detection can 
be considered a significant task for building effective sys-
tems with higher accuracy within the area of data science.

Factor Analysis

Factor analysis is a collection of techniques for describ-
ing the relationships or correlations between variables in 
terms of more fundamental entities known as factors [23]. 
It’s usually used to organize variables into a small num-
ber of clusters based on their common variance, where 
mathematical or statistical procedures are used. The goals 
of factor analysis are to determine the number of funda-
mental influences underlying a set of variables, calculate 
the degree to which each variable is associated with the 
factors, and learn more about the existence of the factors 
by examining which factors contribute to output on which 
variables. The broad purpose of factor analysis is to sum-
marize data so that relationships and patterns can be easily 
interpreted and understood [143].

Exploratory factor analysis (EFA) and confirmatory fac-
tor analysis (CFA) are the two most popular factor analysis 
techniques. EFA seeks to discover complex trends by ana-
lyzing the dataset and testing predictions, while CFA tries 
to validate hypotheses and uses path analysis diagrams to 
represent variables and factors [143]. Factor analysis is 
one of the algorithms for unsupervised machine learning 
that is used for minimizing dimensionality. The most com-
mon methods for factor analytics are principal components 
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analysis (PCA), principal axis factoring (PAF), and maxi-
mum likelihood (ML) [48]. Methods of correlation analy-
sis such as Pearson correlation, canonical correlation, etc. 
may also be useful in the field as they can quantify the sta-
tistical relationship between two continuous variables, or 
association. Factor analysis is commonly used in finance, 
marketing, advertising, product management, psychology, 
and operations research, and thus can be considered as 
another significant analytical method within the area of 
data science.

Log Analysis

Logs are commonly used in system management as logs 
are often the only data available that record detailed sys-
tem runtime activities or behaviors in production [44]. Log 
analysis is thus can be considered as the method of analyz-
ing, interpreting, and capable of understanding computer-
generated records or messages, also known as logs. This can 
be device log, server log, system log, network log, event log, 
audit trail, audit record, etc. The process of creating such 
records is called data logging.

Logs are generated by a wide variety of programmable 
technologies, including networking devices, operating sys-
tems, software, and more. Phone call logs [88, 110], SMS 
Logs [28], mobile apps usages logs [124, 149], notification 
logs [77], game Logs [82], context logs [16, 149], web logs 
[37], smartphone life logs [95], etc. are some examples of 
log data for smartphone devices. The main characteristics 
of these log data is that it contains users’ actual behavioral 
activities with their devices. Similar other log data can be 
search logs [50, 133], application logs [26], server logs [33], 
network logs [57], event logs [83], network and security logs 
[142] etc.

Several techniques such as classification and tagging, 
correlation analysis, pattern recognition methods, anomaly 
detection methods, machine learning modeling, etc. [105] 
can be used for effective log analysis. Log analysis can assist 
in compliance with security policies and industry regula-
tions, as well as provide a better user experience by encour-
aging the troubleshooting of technical problems and identi-
fying areas where efficiency can be improved. For instance, 
web servers use log files to record data about website visi-
tors. Windows event log analysis can help an investigator 
draw a timeline based on the logging information and the 
discovered artifacts. Overall, advanced analytics methods 
by taking into account machine learning modeling can play 
a significant role to extract insightful patterns from these log 
data, which can be used for building automated and smart 
applications, and thus can be considered as a key working 
area in data science.

Neural Networks and Deep Learning Analysis

Deep learning is a form of machine learning that uses artifi-
cial neural networks to create a computational architecture 
that learns from data by combining multiple processing lay-
ers, such as the input, hidden, and output layers [38]. The 
key benefit of deep learning over conventional machine 
learning methods is that it performs better in a variety of 
situations, particularly when learning from large datasets 
[114, 140].

The most common deep learning algorithms are: multi-
layer perceptron (MLP) [85], convolutional neural network 
(CNN or ConvNet) [67], long short term memory recurrent 
neural network (LSTM-RNN) [34]. Figure 6 shows a struc-
ture of an artificial neural network modeling with multiple 
processing layers. The Backpropagation technique [38] is 
used to adjust the weight values internally while building 
the model. Convolutional neural networks (CNNs) [67] 
improve on the design of traditional artificial neural net-
works (ANNs), which include convolutional layers, pooling 
layers, and fully connected layers. It is commonly used in 
a variety of fields, including natural language processing, 
speech recognition, image processing, and other autocor-
related data since it takes advantage of the two-dimensional 
(2D) structure of the input data. AlexNet [60], Xception 
[21], Inception [125], Visual Geometry Group (VGG) [42], 
ResNet [43], etc., and other advanced deep learning models 
based on CNN are also used in the field.

In addition to CNN, recurrent neural network (RNN) 
architecture is another popular method used in deep learn-
ing. Long short-term memory (LSTM) is a popular type of 
recurrent neural network architecture used broadly in the 
area of deep learning. Unlike traditional feed-forward neural 
networks, LSTM has feedback connections. Thus, LSTM 
networks are well-suited for analyzing and learning sequen-
tial data, such as classifying, sorting, and predicting data 
based on time-series data. Therefore, when the data is in a 
sequential format, such as time, sentence, etc., LSTM can 
be used, and it is widely used in the areas of time-series 
analysis, natural language processing, speech recognition, 
and so on.

In addition to the most popular deep learning methods 
mentioned above, several other deep learning approaches 
[104] exist in the field for various purposes. The self-organ-
izing map (SOM) [58], for example, uses unsupervised 
learning to represent high-dimensional data as a 2D grid 
map, reducing dimensionality. Another learning technique 
that is commonly used for dimensionality reduction and fea-
ture extraction in unsupervised learning tasks is the autoen-
coder (AE) [10]. Restricted Boltzmann machines (RBM) 
can be used for dimensionality reduction, classification, 
regression, collaborative filtering, feature learning, and topic 
modeling, according to [46]. A deep belief network (DBN) 
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is usually made up of a backpropagation neural network and 
unsupervised networks like restricted Boltzmann machines 
(RBMs) or autoencoders (BPNN) [136]. A generative 
adversarial network (GAN) [35] is a deep learning network 
that can produce data with characteristics that are similar 
to the input data. Transfer learning is common worldwide 
presently because it can train deep neural networks with a 
small amount of data, which is usually the re-use of a pre-
trained model on a new problem [137]. These deep learn-
ing methods can perform  well, particularly, when learning 
from large-scale datasets [105, 140]. In our previous article 
Sarker et al. [104], we have summarized a brief discussion 
of various artificial neural networks (ANN) and deep learn-
ing (DL) models mentioned above, which can be used in a 
variety of data science and analytics tasks.

Real‑World Application Domains

Almost every industry or organization is impacted by data, 
and thus “Data Science” including advanced analytics with 
machine learning modeling can be used in business, mar-
keting, finance, IoT systems, cybersecurity, urban manage-
ment, health care, government policies, and every possible 
industries, where data gets generated. In the following, we 

discuss ten most popular application areas based on data 
science and analytics.

– Business or financial data science: In general, business 
data science can be considered as the study of business 
or e-commerce data to obtain insights about a business 
that can typically lead to smart decision-making as well 
as taking high-quality actions [90]. Data scientists can 
develop algorithms or data-driven models predicting 
customer behavior, identifying patterns and trends based 
on historical business data, which can help companies 
to reduce costs, improve service delivery, and generate 
recommendations for better decision-making. Eventu-
ally, business automation, intelligence, and efficiency 
can be achieved through the data science process dis-
cussed earlier, where various advanced analytics methods 
and machine learning modeling based on the collected 
data are the keys. Many online retailers, such as Amazon 
[76], can improve inventory management, avoid out-of-
stock situations, and optimize logistics and warehousing 
using predictive modeling based on machine learning 
techniques [105]. In terms of finance, the historical data 
is related to financial institutions to make high-stakes 
business decisions, which is mostly used for risk man-
agement, fraud prevention, credit allocation, customer 
analytics, personalized services, algorithmic trading, etc. 

Fig. 6  A structure of an artificial neural network modeling with multiple processing layers
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Overall, data science methodologies can play a key role 
in the future generation business or finance industry, par-
ticularly in terms of business automation, intelligence, 
and smart decision-making and systems.

– Manufacturing or industrial data science: To compete 
in global production capability, quality, and cost, manu-
facturing industries have gone through many industrial 
revolutions [14]. The latest fourth industrial revolution, 
also known as Industry 4.0, is the emerging trend of 
automation and data exchange in manufacturing tech-
nology. Thus industrial data science, which is the study 
of industrial data to obtain insights that can typically 
lead to optimizing industrial applications, can play a 
vital role in such revolution. Manufacturing industries 
generate a large amount of data from various sources 
such as sensors, devices, networks, systems, and appli-
cations [6, 68]. The main categories of industrial data 
include large-scale data devices, life-cycle production 
data, enterprise operation data, manufacturing value 
chain sources, and collaboration data from external 
sources [132]. The data needs to be processed, ana-
lyzed, and secured to help improve the system’s effi-
ciency, safety, and scalability. Data science modeling 
thus can be used to maximize production, reduce costs 
and raise profits in manufacturing industries.

– Medical or health data science: Healthcare is one of the 
most notable fields where data science is making major 
improvements. Health data science involves the extrapo-
lation of actionable insights from sets of patient data, typ-
ically collected from electronic health records. To help 
organizations, improve the quality of treatment, lower 
the cost of care, and improve the patient experience, data 
can be obtained from several sources, e.g., the electronic 
health record, billing claims, cost estimates, and patient 
satisfaction surveys, etc., to analyze. In reality, healthcare 
analytics using machine learning modeling can minimize 
medical costs, predict infectious outbreaks, prevent pre-
ventable diseases, and generally improve the quality of 
life [81, 119]. Across the global population, the average 
human lifespan is growing, presenting new challenges 
to today’s methods of delivery of care. Thus health data 
science modeling can play a role in analyzing current and 
historical data to predict trends, improve services, and 
even better monitor the spread of diseases. Eventually, 
it may lead to new approaches to improve patient care, 
clinical expertise, diagnosis, and management.

– IoT data science: Internet of things (IoT) [9] is a revolu-
tionary technical field that turns every electronic system 
into a smarter one and is therefore considered to be the 
big frontier that can enhance almost all activities in our 
lives. Machine learning has become a key technology 
for IoT applications because it uses expertise to identify 
patterns and generate models that help predict future 

behavior and events [112]. One of the IoT’s main fields 
of application is a smart city, which uses technology to 
improve city services and citizens’ living experiences. 
For example, using the relevant data, data science meth-
ods can be used for traffic prediction in smart cities, to 
estimate the total usage of energy of the citizens for a 
particular period. Deep learning-based models in data 
science can be built based on a large scale of IoT datasets 
[7, 104]. Overall, data science and analytics approaches 
can aid modeling in a variety of IoT and smart city ser-
vices, including smart governance, smart homes, educa-
tion, connectivity, transportation, business, agriculture, 
health care, and industry, and many others.

– Cybersecurity data science: Cybersecurity, or the prac-
tice of defending networks, systems, hardware, and data 
from digital attacks, is one of the most important fields 
of Industry 4.0 [114, 121]. Data science techniques, 
particularly machine learning, have become a crucial 
cybersecurity technology that continually learns to iden-
tify trends by analyzing data, better detecting malware 
in encrypted traffic, finding insider threats, predicting 
where bad neighborhoods are online, keeping people safe 
while surfing, or protecting information in the cloud by 
uncovering suspicious user activity [114]. For instance, 
machine learning and deep learning-based security mod-
eling can be used to effectively detect various types of 
cyberattacks or anomalies [103, 106]. To generate secu-
rity policy rules, association rule learning can play a 
significant role to build rule-based systems [102]. Deep 
learning-based security models can perform better when 
utilizing the large scale of security datasets [140]. Thus 
data science modeling can enable professionals in cyber-
security to be more proactive in preventing threats and 
reacting in real-time to active attacks, through extracting 
actionable insights from the security datasets.

– Behavioral data science: Behavioral data is information 
produced as a result of activities, most commonly com-
mercial behavior, performed on a variety of Internet-
connected devices, such as a PC, tablet, or smartphones 
[112]. Websites, mobile applications, marketing automa-
tion systems, call centers, help desks, and billing sys-
tems, etc. are all common sources of behavioral data. 
Behavioral data is much more than just data, which is 
not static data [108]. Advanced analytics of these data 
including machine learning modeling can facilitate in 
several areas such as predicting future sales trends and 
product recommendations in e-commerce and retail; pre-
dicting usage trends, load, and user preferences in future 
releases in online gaming; determining how users use 
an application to predict future usage and preferences 
in application development; breaking users down into 
similar groups to gain a more focused understanding of 
their behavior in cohort analysis; detecting compromised 
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credentials and insider threats by locating anomalous 
behavior, or making suggestions, etc. Overall, behav-
ioral data science modeling typically enables to make 
the right offers to the right consumers at the right time 
on various common platforms such as e-commerce plat-
forms, online games, web and mobile applications, and 
IoT. In social context, analyzing the behavioral data of 
human being using advanced analytics methods and the 
extracted insights from social data can be used for data-
driven intelligent social services, which can be consid-
ered as social data science.

– Mobile data science: Today’s smart mobile phones are 
considered as “next-generation, multi-functional cell 
phones that facilitate data processing, as well as enhanced 
wireless connectivity” [146]. In our earlier paper [112], 
we have shown that users’ interest in “Mobile Phones” 
is more and more than other platforms like “Desktop 
Computer”, “Laptop Computer” or “Tablet Computer” 
in recent years. People use smartphones for a variety of 
activities, including e-mailing, instant messaging, online 
shopping, Internet surfing, entertainment, social media 
such as Facebook, Linkedin, and Twitter, and various IoT 
services such as smart cities, health, and transportation 
services, and many others. Intelligent apps are based on 
the extracted insight from the relevant datasets depending 
on apps characteristics, such as action-oriented, adaptive 
in nature, suggestive and decision-oriented, data-driven, 
context-awareness, and cross-platform operation [112]. 
As a result, mobile data science, which involves gather-
ing a large amount of mobile data from various sources 
and analyzing it using machine learning techniques to 
discover useful insights or data-driven trends, can play 
an important role in the development of intelligent smart-
phone applications.

– Multimedia data science: Over the last few years, a big 
data revolution in multimedia management systems has 
resulted from the rapid and widespread use of multimedia 
data, such as image, audio, video, and text, as well as the 
ease of access and availability of multimedia sources. 
Currently, multimedia sharing websites, such as Yahoo 
Flickr, iCloud, and YouTube, and social networks such 
as Facebook, Instagram, and Twitter, are considered as 
valuable sources of multimedia big data [89]. People, 
particularly younger generations, spend a lot of time on 
the Internet and social networks to connect with oth-
ers, exchange information, and create multimedia data, 
thanks to the advent of new technology and the advanced 
capabilities of smartphones and tablets. Multimedia ana-
lytics deals with the problem of effectively and efficiently 
manipulating, handling, mining, interpreting, and visu-
alizing various forms of data to solve real-world prob-
lems. Text analysis, image or video processing, computer 
vision, audio or speech processing, and database man-

agement are among the solutions available for a range of 
applications including healthcare, education, entertain-
ment, and mobile devices.

– Smart cities or urban data science: Today, more than 
half of the world’s population live in urban areas or cit-
ies [80] and considered as drivers or hubs of economic 
growth, wealth creation, well-being, and social activity 
[96, 116]. In addition to cities, “Urban area” can refer to 
the surrounding areas such as towns, conurbations, or 
suburbs. Thus, a large amount of data documenting daily 
events, perceptions, thoughts, and emotions of citizens 
or people are recorded, that are loosely categorized into 
personal data, e.g., household, education, employment, 
health, immigration, crime, etc., proprietary data, e.g., 
banking, retail, online platforms data, etc., government 
data, e.g., citywide crime statistics, or government insti-
tutions, etc., Open and public data, e.g., data.gov, ord-
nance survey, and organic and crowdsourced data, e.g., 
user-generated web data, social media, Wikipedia, etc. 
[29]. The field of urban data science typically focuses 
on providing more effective solutions from a data-driven 
perspective, through extracting knowledge and actionable 
insights from such urban data. Advanced analytics of 
these data using machine learning techniques [105] can 
facilitate the efficient management of urban areas includ-
ing real-time management, e.g., traffic flow management, 
evidence-based planning decisions which pertain to the 
longer-term strategic role of forecasting for urban plan-
ning, e.g., crime prevention, public safety, and security, 
or framing the future, e.g., political decision-making 
[29]. Overall, it can contribute to government and pub-
lic planning, as well as relevant sectors including retail, 
financial services, mobility, health, policing, and utilities 
within a data-rich urban environment through data-driven 
smart decision-making and policies, which lead to smart 
cities and improve the quality of human life.

– Smart villages or rural data science: Rural areas or coun-
tryside are the opposite of urban areas, that include vil-
lages, hamlets, or agricultural areas. The field of rural 
data science typically focuses on making better decisions 
and providing more effective solutions that include pro-
tecting public safety, providing critical health services, 
agriculture, and fostering economic development from a 
data-driven perspective, through extracting knowledge 
and actionable insights from the collected rural data. 
Advanced analytics of rural data including machine 
learning [105] modeling can facilitate providing new 
opportunities for them to build insights and capacity 
to meet current needs and prepare for their futures. For 
instance, machine learning modeling [105] can help 
farmers to enhance their decisions to adopt sustain-
able agriculture utilizing the increasing amount of data 
captured by emerging technologies, e.g., the internet of 
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things (IoT), mobile technologies and devices, etc. [1, 
51, 52]. Thus, rural data science can play a very impor-
tant role in the economic and social development of rural 
areas, through agriculture, business, self-employment, 
construction, banking, healthcare, governance, or other 
services, etc. that lead to smarter villages.

Overall, we can conclude that data science modeling can 
be used to help drive changes and improvements in almost 
every sector in our real-world life, where the relevant data 
is available to analyze. To gather the right data and extract 
useful knowledge or actionable insights from the data for 
making smart decisions is the key to data science modeling 
in any application domain. Based on our discussion on the 
above ten potential real-world application domains by tak-
ing into account data-driven smart computing and decision 
making, we can say that the prospects of data science and 
the role of data scientists are huge for the future world. The 
“Data Scientists” typically analyze information from multi-
ple sources to better understand the data and business prob-
lems, and develop machine learning-based analytical mode-
ling or algorithms, or data-driven tools, or solutions, focused 
on advanced analytics, which can make today’s computing 
process smarter, automated, and intelligent.

Challenges and Research Directions

Our study on data science and analytics, particularly data 
science modeling in “Understanding data science mod-
eling”, advanced analytics methods and smart computing 
in “Advanced analytics methods and smart computing”, 
and real-world application areas in “Real-world application 
domains” open several research issues in the area of data-
driven business solutions and eventual data products. Thus, 
in this section, we summarize and discuss the challenges 
faced and the potential research opportunities and future 
directions to build data-driven products.

– Understanding the real-world business problems and 
associated data including nature, e.g., what forms, type, 
size, labels, etc., is the first challenge in the data sci-
ence modeling, discussed briefly in “Understanding data 
science modeling”. This is actually to identify, specify, 
represent and quantify the domain-specific business 
problems and data according to the requirements. For a 
data-driven effective business solution, there must be a 
well-defined workflow before beginning the actual data 
analysis work. Furthermore, gathering business data 
is difficult because data sources can be numerous and 
dynamic. As a result, gathering different forms of real-
world data, such as structured, or unstructured, related to 
a specific business issue with legal access, which varies 

from application to application, is challenging. Moreo-
ver, data annotation, which is typically the process of 
categorization, tagging, or labeling of raw data, for the 
purpose of building data-driven models, is another chal-
lenging issue. Thus, the primary task is to conduct a 
more in-depth analysis of data collection and dynamic 
annotation methods. Therefore, understanding the busi-
ness problem, as well as integrating and managing the 
raw data gathered for efficient data analysis, may be one 
of the most challenging aspects of working in the field of 
data science and analytics.

– The next challenge is the extraction of the relevant and 
accurate information from the collected data mentioned 
above. The main focus of data scientists is typically to 
disclose, describe, represent, and capture data-driven 
intelligence for actionable insights from data. However, 
the real-world data may contain many ambiguous values, 
missing values, outliers, and meaningless data [101]. The 
advanced analytics methods including machine and deep 
learning modeling, discussed in “Advanced analytics 
methods and smart computing”, highly impact the qual-
ity, and availability of the data. Thus understanding real-
world business scenario and associated data, to whether, 
how, and why they are insufficient, missing, or problem-
atic, then extend or redevelop the existing methods, such 
as large-scale hypothesis testing, learning inconsistency, 
and uncertainty, etc. to address the complexities in data 
and business problems is important. Therefore, develop-
ing new techniques to effectively pre-process the diverse 
data collected from multiple sources, according to their 
nature and characteristics could be another challenging 
task.

– Understanding and selecting the appropriate analytical 
methods to extract the useful insights for smart deci-
sion-making for a particular business problem is the 
main issue in the area of data science. The emphasis of 
advanced analytics is more on anticipating the use of data 
to detect patterns to determine what is likely to occur in 
the future. Basic analytics offer a description of data in 
general, while advanced analytics is a step forward in 
offering a deeper understanding of data and helping to 
granular data analysis. Thus, understanding the advanced 
analytics methods, especially machine and deep learn-
ing-based modeling is the key. The traditional learning 
techniques mentioned in “Advanced analytics methods 
and smart computing” may not be directly applicable for 
the expected outcome in many cases. For instance, in a 
rule-based system, the traditional association rule learn-
ing technique [4] may  produce redundant rules from the 
data that makes the decision-making process complex 
and ineffective [113]. Thus, a scientific understanding 
of the learning algorithms, mathematical properties, 
how the techniques are robust or fragile to input data, is 
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needed to understand. Therefore, a deeper understanding 
of the strengths and drawbacks of the existing machine 
and deep learning methods [38, 105] to solve a particular 
business problem is needed, consequently to improve or 
optimize the learning algorithms according to the data 
characteristics, or to propose the new algorithm/tech-
niques with higher accuracy becomes a significant chal-
lenging issue for the future generation data scientists.

– The traditional data-driven models or systems typically 
use a large amount of business data to generate data-
driven decisions. In several application fields, however, 
the new trends are more likely to be interesting and useful 
for modeling and predicting the future than older ones. 
For example, smartphone user behavior modeling, IoT 
services, stock market forecasting, health or transport ser-
vice, job market analysis, and other related areas where 
time-series and actual human interests or preferences 
are involved over time. Thus, rather than considering the 
traditional data analysis, the concept of RecencyMiner, 
i.e., recent pattern-based extracted insight or knowledge 
proposed in our earlier paper Sarker et al. [108] might 
be effective. Therefore, to propose the new techniques 
by taking into account the recent data patterns, and con-
sequently to build a recency-based data-driven model for 
solving real-world problems, is another significant chal-
lenging issue in the area.

– The most crucial task for a data-driven smart system is to 
create a framework that supports data science modeling 
discussed in “Understanding data science modeling”. As 
a result, advanced analytical methods based on machine 
learning or deep learning techniques can be considered in 
such a system to make the framework capable of resolv-
ing the issues. Besides, incorporating contextual infor-
mation such as temporal context, spatial context, social 
context, environmental context, etc. [100] can be used for 
building an adaptive, context-aware, and dynamic model 
or framework, depending on the problem domain. As a 
result, a well-designed data-driven framework, as well 
as experimental evaluation, is a very important direc-
tion to effectively solve a business problem in a particular 
domain, as well as a big challenge for the data scientists.

– In several important application areas such as autono-
mous cars, criminal justice, health care, recruitment, 
housing, management of the human resource, public 
safety, where decisions made by models, or AI agents, 
have a direct effect on human lives. As a result, there is 
growing concerned about whether these decisions can 
be trusted, to be right, reasonable, ethical, personalized, 
accurate, robust, and secure, particularly in the context 
of adversarial attacks [104]. If we can explain the result 
in a meaningful way, then the model can be better trusted 
by the end-user. For machine-learned models, new trust 
properties yield new trade-offs, such as privacy versus 

accuracy; robustness versus efficiency; fairness versus 
robustness. Therefore, incorporating trustworthy AI 
particularly, data-driven or machine learning modeling 
could be another challenging issue in the area.

In the above, we have summarized and discussed several 
challenges and the potential research opportunities and 
directions, within the scope of our study in the area of data 
science and advanced analytics. The data scientists in aca-
demia/industry and the researchers in the relevant area have 
the opportunity to contribute to each issue identified above 
and build effective data-driven models or systems, to make 
smart decisions in the corresponding business domains.

Conclusion

In this paper, we have presented a comprehensive view on 
data science including various types of advanced analytical 
methods that can be applied to enhance the intelligence and 
the capabilities of an application. We have also visualized 
the current popularity of data science and machine learning-
based advanced analytical modeling and also differentiate 
these from the relevant terms used in the area, to make the 
position of this paper. A thorough study on the data sci-
ence modeling with its various processing modules that are 
needed to extract the actionable insights from the data for 
a particular business problem and the eventual data prod-
uct. Thus, according to our goal, we have briefly discussed 
how different data modules can play a significant role in 
a data-driven business solution through the data science 
process. For this, we have also summarized various types 
of advanced analytical methods and outcomes as well as 
machine learning modeling that are needed to solve the asso-
ciated business problems. Thus, this study’s key contribution 
has been identified as the explanation of different advanced 
analytical methods and their applicability in various real-
world data-driven applications areas including business, 
healthcare, cybersecurity, urban and rural data science, and 
so on by taking into account data-driven smart computing 
and decision making.

Finally, within the scope of our study, we have outlined 
and discussed the challenges we faced, as well as possible 
research opportunities and future directions. As a result, the 
challenges identified provide promising research opportuni-
ties in the field that can be explored with effective solutions 
to improve the data-driven model and systems. Overall, we 
conclude that our study of advanced analytical solutions 
based on data science and machine learning methods, leads 
in a positive direction and can be used as a reference guide 
for future research and applications in the field of data sci-
ence and its real-world applications by both academia and 
industry professionals.
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