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Abstract
Coronavirus disease 2019 in short COVID-19 is a contagious disease caused by coronavirus SARS-CoV-2, which has caused 
a global pandemic and still infecting millions around the globe. COVID-19 has made an enormous impact on everybody’s 
day-to-day life. One of the main strengths of COVID-19 is its extraordinary infectious capability. Early detection systems 
can thus play a big role in curbing the exponential growth of COVID-19. Some medical radiography techniques, such as 
chest X-rays and chest CT scans, are used for fast and reliable detection of coronavirus-induced pneumonia. In this paper, 
we propose a histogram of oriented gradients and deep convolutional network-based model that can find out the specific 
abnormality in frontal chest X-ray images and effectively classify the data into COVID-19 positive, pneumonia positive, and 
normal classes. The proposed system performed effectively in terms of various performance measures and proved capable 
as an effective early detection system.

Keywords Histogram-Oriented Gradients (HOG) · Convolution Neural Network (CNN) · COVID-19 · Pneumonia · X-ray 
images

Introduction

Coronaviruses are a group of similar RNA viruses that pro-
voke illness in mammals and birds [1]. They come in many 
forms and there are a few that are responsible for causing 
the disease in humans. A worldwide pandemic of respiratory 
diseases called COVID-19 was caused by the recently recog-
nized coronavirus, SARS-CoV-2 [2]. COVID-19 pandemic 
caused by novel Coronaviruses has affected almost all the 
countries on the globe. It first emerged in Wuhan, China 
on 31 December 2019. Currently, more than 34.8 million 
people are infected and more than 1 million people are dead 

(until October 4, 2020) [3]. COVID-19 has been character-
ized as a pandemic by WHO [4] by 11 March 2020.

COVID-19 is extremely contagious and propagates faster 
in humans. The symptoms of COVID-19 infection involve 
fever, cough, dyspnea, headache, body or muscle pain, sore 
throat, fatigue, loss of savor or smell, congestion or runny 
nose, nausea or vomiting, and diarrhea [5]. In critical situ-
ations, it can cause acute respiratory illness, organ failure, 
and even death. Despite increased emphasis on social dis-
tancing and personal hygiene, COVID-19 infection rates are 
still increasing.

COVID-19 has adversely affected the entire world, both 
from an economic perspective as well as from a healthcare 
perspective. The Healthcare systems are failing around the 
world to provide necessary services due to the extreme num-
bers of admitted people infected with COVID-19. This over-
load in terms negatively affects the overall services received 
by other emergency patients not affected by COVID-19 [6]. 
Other problems that are also affecting the already stressed-
out healthcare systems are scarcity of personal protective 
equipment (PPE) for health care personnel, shortage of 
skilled healthcare personnel, shortage of intensive care units 
(ICU), and shortage of testing kits for the detection of this 
virus.
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To detect the presence of COVID-19, two types of tests 
are performed: antibody test and viral test, where the viral 
test reveals an immediate infraction on the other hand anti-
body test shows a previous infarction. The antibody test 
requires several days to complete [7]. In viral tests normally, 
the presence of COVID-19 can be ensured by detecting viral 
nucleic acid applying reverse transcription-polymerase chain 
reaction (RT-PCR) [8]. While RT-PCR has been used to 
detect COVID-19, it has been found in various studies that 
its detection accuracy is low. The study [9] conducted by C. 
Long et al. compared RT-PCR with CT and found 97.2% 
sensitivity from CT on the other hand RT-PCR obtained 
83.3% sensitivity. According to the early reports, the sen-
sitivity of RT-PCR ranges from 37 to 71% and takes about 
4–6 h which may not be good enough [10–12]. Besides for 
point-of-care viral test, it takes less than an hour but several 
viral tests need to send to a laboratory which takes some 
days [13]. It is of paramount importance to detect COVID-
19-affected persons as early as possible to control the spread 
of the virus.

Pneumonia is another respiratory disease that shares 
many common symptoms with COVID-19. Pneumonia is an 
infection that infects one or both lungs. The air sacks gener-
ally fill with purulent material, such as fluid or pus. Physical 
symptoms of Pneumonia include a cough that may produce 
yellow, greenish, or bloody mucus, fever with shaking and 
sweating, chills, shortness of breath, rapid breathing, chest 
pain, nausea, loss of appetite, fatigue, etc. Pneumonia is a 
common side effect of various infections caused by a virus, 
bacteria, fungus, and other organisms. Pneumonia is also 
caused by acute respiratory syndromes, such as Severe Acute 
Respiratory Syndrome (SARS) and Middle East Respiratory 
Syndrome (MERS). As COVID-19 is a SARS disease, pneu-
monia is a common indicator of the viral COVID-19 infec-
tion. However, not everybody who is infected by COVID-19 
shows signs of pneumonia. Severe pneumonia can be con-
sidered as a symptom of a very serious COVID-19 infection. 
Thus, detecting pneumonia related to COVID-19 infection 
from chest X-ray images can have very beneficial applica-
tions in fast initial patient screening and severity assessment. 
It has become very important to distinguish between these 
two diseases during this pandemic situation for controlling 
the spread of the COVID-19 virus as well as ensuring appro-
priate healthcare for patients. However, the existence of the 
COVID-19 virus in a patient cannot be proved through only 
a pneumonia test. Severe pneumonia is an indication of only 
the most serious COVID-19 infection. Others infected by the 
virus may show symptoms, such as fever, dry cough, short-
ness of breath, body aches, fatigue, chills, nausea, muscle 
pain, etc. Various invasive forms of PCR tests are the only 
tests that can detect COVID-19 infections in all stages.

Nowadays, artificial intelligence is used in various medi-
cal diagnosis tasks including medical image classification, 

where it is playing a vital role in detecting diseases effi-
ciently and effectively [14–16]. AI-based systems are 
expandable, automatic, effective, and extremely viable in 
clinical settings. Several AI-based approaches have already 
been explored to find out the presence of COVID-19 in a 
person’s body using medical imaging techniques. Imaging 
techniques, such as CT scans and chest X-ray images, can 
be very helpful for detection but CT is a costly medical test 
that requires a devoted room that can further increase the 
infection rate. Recent work indicates that chest X-ray images 
can be useful to find out the presence of COVID-19 with 
remarkable accuracy, low cost, and small test time. Research 
showed that the most common features in an infected per-
son’s chest image are peripheral distribution, bilateral 
involvement as well as ground-glass opacification (GGO) 
[17]. These features can be used by an artificial neural net-
work to diagnose COVID-19 and Pneumonia patients fast 
and efficiently.

Chest X-ray imaging is a non-invasive, painless, and most 
commonly performed diagnostic examination for producing 
images of lungs, heart, airways, blood vessels, and the bones 
of the spine and chest. In Posterior-Anterior (PA) view, the 
air is black, bones are white, and the rest of the tissue mate-
rial falls in between. The majority of the view is filled up 
by the lung region. As normal lungs are filled with air, the 
lung regions are relatively darker than the surrounding bones 
and tissue material. Chest X-ray of normal patients has some 
other common features, such as sharp costophrenic angles, 
clearly demarcated hemidiaphragms, sharp borders of heart 
and other organs, etc. [18]. Figure 1 shows the general anat-
omy of the chest region of humans from normal PA chest 
X-ray images.

Chest X-rays from patients showing signs of Pneumonia 
exhibit some of the following features: blunt costophrenic 
angles showing signs of pleural effusion, white or hazy shad-
ows in the lung fields, hazy border of the heart, and other 
organs, etc. [19]. Figure 2 shows some of the radiological 
signs of Pneumonia in PA chest X-ray images.

Many studies have been performed to diagnose pneumo-
nia related to COVID-19 from chest X-ray images. In most 
of the studies, complex deep learning models were trained 
directly on X-ray images. This method has some drawbacks, 
such as relatively high training time based on the complex-
ity of the training data, very high computational cost, the 
requirement of very powerful computational resources, very 
high environmental impact based on the complexity of the 
model, etc.

In this paper, we present a novel method for identify-
ing three types of conditions: COVID-19 induced pneumo-
nia, viral or bacterial pneumonia, and normal patients from 
chest CT X-ray images. We only extracted useful features 
from the chest X-ray images by a feature extractor named 
Histogram of Oriented Gradients (HOG) and trained a 
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custom Convolutional Neural Network (CNN) model on the 
extracted features. HOG is a feature descriptor widely used 
in computer vision and image processing applications. While 
used with a machine learning algorithm, HOG can be used 
to perform very complex detection and recognition tasks. 
Thus, this process has several advantages over the traditional 
deep learning models:

1. The training time is faster than training deep neural net-
works on images, as images contain a lot of redundant 
non-important information.

2. The computational cost and the computational resources 
needed to train the systems are less.

3. The environmental footprint of training such models is 
also less.

The rest of this paper is organized as follows. “Related 
Works” outlines an analysis of recently published litera-
ture relevant to this study. In “System Overview” a brief 
description of the system is presented. The overall method-
ology with data set collection and all the components of the 

proposed HOG + CNN model is presented in “Methodol-
ogy”. “Result Analysis” analyzes the performance of the 
model based on different matrices. Finally, “Conclusion” 
concludes the literature.

Related Works

AI researchers and data scientists all over the world are 
introducing various latest technologies to tackle the ongo-
ing COVID-19 pandemic. Many studies propose techniques 
to diagnose COVID-19 and pneumonia patients using chest 
X-ray and CT images. These technologies are easy to imple-
ment in the medical system and show remarkable perfor-
mance in diagnosing COVID-19 and pneumonia patients. 
These technologies can diagnose very fast compared to other 
conventional methods. Some of the promising works in this 
field are described as follows.

Razzak et al. [20] developed a system that identifies 
COVID-19 among healthy cases, bacterial pneumonia, 
viral pneumonia, where they used transfer learning and 
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compared perfection among CNN architectures. In this study 
chest X-ray and CT images are used. The data set contains 
200 images of COVID-19-affected persons, 200 images of 
viral pneumonia, 200 images of bacterial pneumonia, and 
200 images of normal persons. tenfold cross-validation is 
used to evaluate the performance of the proposed model. 
The MobileNet architecture showed 80.95% accuracy for 
four class classification. Asif and Wenhui [21] focused on 
categorizing COVID-19 and pneumonia patients by investi-
gating chest X-ray images. They applied the transfer learn-
ing approach using DeepCNN-based Inception V3 archi-
tecture. They used a chest X-ray data set containing 864 
COVID-19-affected images, 1345 viral pneumonia images, 
and 1341 normal chest X-ray images. The proposed model 
showed 96% accuracy in the testing phase. Pathari and Rahul 
[22] proposed an automatic system for detecting COVID-
19 and pneumonia, where they used MobileNet V3 neural 
network architecture. This study analyzes the data of viral 
pneumonia, Bacterial Pneumonia, COVID-19, and normal 
cases. The data set contains 24,096 chest X-ray images for 
training and 3615 chest X-ray images for the testing phase. 
The transfer learning technique used in this study showed 
95.58% accuracy, 97.52% sensitivity, and 95.14% specificity. 
Makris et al. [23] evaluated fine-tuned convolutional neural 
networks with transfer learning for detection of COVID-19 
from chest X-ray images, where the models are VGG19, 
VGG16, MobileNetV2, Xception, InceptionV3, Imception-
ResNetV2, ResNet152V2, DenceNet201, and NASNetLarge. 
The data set contains only 426 images here 396 of them for 
training and 90 of them for testing. Among all the models 
VGG16 performed better than others with an accuracy of 
95.88%, except VGG16 other networks obtains 100% preci-
sion for the COVID-19 class.

Gomes et al. [24] proposed a COVID-19 detection sys-
tem using Bayesian network, Random forest, and Random 
Trees, and Support Vector Machine (SVM). Chest X-ray 
images from multiple data sets containing 1583 images 
of healthy patients, 2783 images of bacterial pneumo-
nia, 1490 images of viral pneumonia, and 464 images 
of COVID-19 positive patients are used to develop the 
proposed system. Among all the machine learning tech-
niques SVM performed best with 89.78% accuracy, 
89.79% sensitivity, and 99.63% specificity. The study by 
Khuzani et al. [25] uses the dimension reduction method 
for getting optimal features and global features from the 
chest X-ray images. These features are further used to 
construct an effective machine learning classifier with 
two hidden layers that can find out COVID-19 positive 
patients by analyzing their chest X-ray images. The data 
set used in this study contains 420 chest X-ray images of 
size (512 × 512) among them 140 images are of COVID-
19 positive patients, 140 images of pneumonia patients, 
and 140 images of Normal people. Since the model is 

developed using a relatively small data set it performed 
very well with 96% precision, 100% sensitivity, and 0.98 
F-score for the COVID-19 class. Another machine learn-
ing-based approach for detecting COVID-19 is introduced 
by Elaziz et al. [26]. Fractional Multichannel Exponent 
Moments (FrMEMs) features are extracted from the chest 
X-ray images for binary classification. In this study, two 
separate data sets are used one contains 216 chest X-ray 
images of COVID-19-affected person and 1675 images of 
normal persons and another data set contains 219 chest 
X-ray images of COVID-19-affected person and 1341 
images of normal persons. K Nearest Neighbor (KNN) 
algorithm was used for the classification task and 96.09% 
accuracy, 98.75% recall, 98.75% precision achieved for the 
first data set, and 98.08% accuracy, 98.91% recall, 98.81% 
precision achieved for the second data set.

Wang and Wong [27] proposed a neural architecture 
named COVID-Net using Deep Convolutional Neural Net-
work for detecting COVID-19 positive patients by exam-
ining chest X-ray images. In this study, the authors intro-
duced an open-source benchmark data set COVIDx, which 
contains 13,975 chest X-ray images collected from 13,870 
patients. The performance of the proposed model was evalu-
ated by comparing it with ResNet-50 and VGG-19. In their 
study, they found that COVID-Net performs better than 
both ResNet-50 and VGG-19 networks with 93.3% accu-
racy, 91% sensitivity, and 98.9% positive predictive value. 
Another computer-aided diagnosis system COVID-XNet by 
Duran-Lopez et al. [28] is proposed that uses a Convolu-
tion Neural Network with five convolutional layers. They 
used some preprocessing techniques on the input chest X-ray 
images for contrast enhancement and variability reduction. 
Then the processed images are fed into the proposed model 
for feature extraction and classification of COVID-19 posi-
tive and negative patients. The data set contains 2589 chest 
X-ray images from 1429 COVID-19 patients and 4337 chest 
X-ray images from 4337 normal patients. The performance 
of COVID-XNet was evaluated using fivefold cross-valida-
tion. The model showed 94.43% accuracy, 92.53% sensitiv-
ity, 96.33% specificity. Oh et al. [29] developed a patch-
based convolution neural network for detecting COVID-19 
which is inspired by a statistical analysis imaging biomarker 
of chest X-ray images. Segmentation is performed on the 
chest X-ray images using FC-DenceNet103 and in the classi-
fication network, ResNet-18 is adopted. Pre-trained weights 
from ImageNet are used for network weight initialization to 
compensate for the relatively small data set. The classifier 
is classified into four classes: normal, Tuberculosis (TB), 
bacterial pneumonia, and viral pneumonia which includes 
COVID-19 cases. The data set contains 191, 57, 54, and 200 
chest X-ray images respective class. For classification, both 
global and local approach is applied and the performance 
of the model is compared in both approaches. The model 
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showed 70.7% accuracy, and 59.3% F1-score in the global 
approach on the other hand it showed 88.9% accuracy and 
84.4% F1-score in the local approach.

Many researchers are also coming with technologies for 
detecting COVID-19 patients using computerized tomog-
raphy (CT) scan images. Shah et al. [30] introduced a deep 
CNN-based model named CTnet-10 containing four convo-
lutional blocks for COVID-19 diagnosis by analyzing CT 
scan images. The data set used in this study contains 349 
images of COVID-19-affected people and 738 images of 
normal people. The data set was split into training, valida-
tion, and testing with 80%, 10%, and 10% of the original 
data set, respectively. The proposed method was compared 
with some common neural networks, such as DenceNer-169, 
VGG-19, InceptiopnV3, VGG16, and ResNet50. The pro-
posed model obtained 82.1% accuracy and VGG19 showed 
the highest accuracy of 94.52%. Another 2D deep learn-
ing framework FCONet was developed by Ko et al. [31] 
for detecting COVID-19 and pneumonia patients from their 
chest CT scan images. The FCONet was created using one of 
the four deep learning models which are Xception, Resnet50, 
VGG16, and InceptionV3 at its core. The used data set con-
tains a total of 3993 chest CT images among them 1194 
chest CT scan images of COVID-19 pneumonia-affected 
persons, 1357 images of pneumonia-affected persons and 
1442 images of non-COVID-19 which are collected from 
different sources. 80% of the data was used for training the 
model and the rest of the data was for testing the model. The 
proposed model showed 99.12%, 99.00%, 99.87%, accuracy 
for non-pneumonia, other pneumonia, and COVID-19 pneu-
monia, respectively, using ResNet50 and on the other hand, 
it performed poorly with InceptionV3 with 97.62%, 95.24%, 
94.87% accuracy for non-pneumonia, other pneumonia, and 
COVID-19 pneumonia, respectively.

System Overview

The working procedure of the system is presented in Fig. 3. 
At first, the images for the data set are collected and ensured 
that they are properly labeled. Then they are processed in 
batches to circumvent RAM overload issues. The preproc-
essing includes converting the RGB images of the original 
data set into grayscale images and reshaping the height and 
width of the images. Then the HOG feature extraction tech-
nique is applied to the preprocessed images. A new data set 
is generated from the HOG features of all the images in the 
original data set along with their corresponding labels. This 
data set is used for training and testing the proposed model. 
The data are shuffled and randomly sampled into two dif-
ferent samples: training and testing. The training samples 
are used for training the models. After completing the train-
ing on the training samples, the trained model is evaluated 

on the testing samples. We also generated some telemet-
ric while training the model, such as the training accuracy 
curve, training loss curve, etc. While testing, we generated 
the testing accuracy curve, testing loss curve, etc. Evaluation 
metrics, such as accuracy, sensitivity, specificity, f1 score, 
etc., were also calculated.

Methodology

Data Set

The data set is collected from Kaggle [32] that contains 
the posterior-anterior (PA) view of chest X-images from 
three categories: COVID-19, pneumonia, and normal. In 
Fig. 4, samples of three different categories from the data 
set are shown. The data set contains a total of 6432 chest 
X-ray images among them 576 images are from COVID-
19-affected patients, 4273 images from pneumonia-affected 
patients, and 1583 images are from normal patients. In the 
preprocessing step at first, the images are converted into 

Fig. 3  Working procedure of the proposed system
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grayscale. Then the images are reshaped into ( 64 × 128 ) to 
match with the original HOG feature extraction algorithm. 
The HOG feature of each image is of the shape (1 × 3780. 
The generated data set contains the HOG feature of each 
sample X-ray image from the original data set associated 
with the corresponding label. The shape of the generated 
data set is ( 6432 × 3781 ). A 9:1 split was performed on the 
data set to generate the train and test data set. Data samples 
contained in the train and test data set are 5788 and 644, 
respectively.

HOG

A feature descriptor is an algorithm that takes an image as 
input and outputs a feature array or feature vector. Feature 
descriptors simplify an input image into numerical represen-
tation by encoding useful information in the feature vector 
and throwing away extraneous information. Feature descrip-
tors can differentiate among various objects based on their 
various properties. Some examples of feature descriptors 
are: scale-invariant feature transform (SIFT), Binary Robust 
Independent Elementary Features (BRIEF), Features from 
Accelerated Segment Tree (FAST), Oriented FAST and 
Rotated BRIEF (ORB), Histogram of Oriented Gradients 
(HOG), etc.

The Histogram of Oriented Gradients (HOG) is a robust 
feature descriptor used widely in object detection and rec-
ognition. While the HOG features are primarily used for 
object detection, the extracted features can be passed to a 
classifier to perform object recognition as well. The main 
distinction between HOG and other feature descriptors, such 
as SIFT, shape contexts, and edge orientation histograms, is 
that dense uniformly spaced grids are used for the calcula-
tion of HOG and local contrast normalization is used for 
accuracy improvement. The HOG descriptor is geometric 
and photometric transformations invariant.

In HOG, the histograms of orientations of gradients are 
used as features. Gradients (x and y directions) are useful 
features that can represent complex shapes, such as edges 
and corners. The direction of the gradient represents the 
direction of change in pixel intensity in an image, whereas 
the magnitude represents the severity of the change. For an 
image f (x, y) , the gradient of the image can be represented as

Here, �f
�x

 is the derivative of the image with respect to x 
and �f

�y
 is the derivative of the image with respect to y . The 

derivatives can be further calculated as follows:

In practice, the derivatives are calculated by convoluting 
the images along the x - and y-axes using the kernels 

[−1 0 1 ] and 
⎡⎢⎢⎣

−1

0

1

⎤⎥⎥⎦
 . After the gradients are calculated the 

magnitude and direction of the gradients can be calculated 
using the following formulas:

In cases of edges and corners (abrupt large changes in 
intensity), the gradient magnitude is very large. In smooth 

∇f =

[
gx
gy

]
=

[
�f

�x
�f

�y

]
.

fx(x) =
�f

�x
= f (x + 1) − f (x − 1),

fy(y) =
�f

�y
= f (y + 1) − f (y − 1).

g =

√
gx

2 + gy
2,

� = tan−1
gy

gx
.

Fig. 4  PA view of the chest X-rays from the data set
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regions (no abrupt changes in intensity), the gradient magni-
tude is essentially zero. Thus, a lot of redundant information 
in the background of images is removed while calculating 
the gradients.

While calculating HOG, at first, patches from images 
are cropped and resized to ( 64 × 128 × 1 ). Then the resized 
patches are divided into ( 8 × 8 ) cells and the histogram of 
gradients along the x- and y-axes are calculated for each 
cell. Histograms represent the frequency of certain values. In 
this case, the histogram is calculated for nine angles: 0, 20, 
40, 60, 80, 100, 120, 140, and 160. The gradient magnitude 
value is added with the value present in the corresponding 
gradient direction value in the histogram. The histogram is 
thus output as an array of size ( 1 × 9 ). As the histogram 
is calculated over a patch, the system becomes robust to 
noise. Since the brightness of the image is not evenly dis-
tributed some portions of the chest X-ray image are brighter 
compared to other portions. Therefore, after the histograms 
are calculated, they are normalized to reduce the system’s 
sensitivity to overall lighting. In general, the L2 normaliza-
tion is done on ( 16 × 16 ) blocks. A ( 16 × 16 ) block with 0 
overlaps contains four ( 8 × 8 ) histograms of gradients. The 
histograms are concatenated to generate an array of size 
( 1 × 36 ). For a vector H =

[
h1, h2, h3, h4,… , hn

]
 , the L2 

norm of the vector is calculated as follows:

These normalized vectors are then used as features to per-
form various computer vision tasks. There are ( 7 × 15 ) or 
105 blocks of ( 16 × 16 ) which are shown in Fig. 5. Each of 
these 105 blocks contains a vector of size (1 ×36 ). Hence, 
the total features of the image would be  105 × 36 = 3780 
features. We then send these features to a convolutional 
neural network (CNN) for performing object recognition. 
Figure 6 shows a chest X-ray image from the data set and its 
calculated histogram of oriented gradients.

CNN

Convolutional Neural Networks (CNN or ConvNet) are deep 
neural networks used predominantly in computer vision 
tasks. CNN’s are the representation of biological processes 
as the connection patterns between neurons are comparable 
to biological visual systems. CNN’s require little to no pre-
processing than traditional image classification algorithms 
as CNN’s learn to automatically extract features. In the field 
of image processing, convolution is a transformation opera-
tion, where a small matrix of numbers also known as filter 

Hl2 = |H| =
√

h1
2 + h1

2 + h1
2 + h1

2,

Hnorm =
H

|H| .

or kernel is passed over an image and generally weighted 
average values are calculated. The mathematical formulation 
for convolution in 2D space is as follows:

Here, x and k are the input image and the convolution 
kernel. The convolution operation between them results in 
the output image denoted by y . The indices (m, n) and (i, j) 
are concerned with the height and width of the kernel and 
the input image, respectively. As convolutions generally 
shrink the input image, various types of paddings are used 
to facilitate convolutions of the entire image. Stride is also 
another value that denotes the pixel amount the kernel moves 
after each convolution. In deep learning, images are gener-
ally resized to have equal weight and height. Kernels are 
also generally designed to have equal height and weight. For 
example, 3 × 3 , 5 × 5 , etc. are some commonly used kernel 
sizes.

If we consider the input image to be of the shape (
nin, nin

)
 , the shape of the kernel to be of 

(
kin, kin

)
 , padding 

p and stride s , then the dimension of y is (nout, nout) , where

In color images, another dimension called the color chan-
nel is included. In 3D convolution, both the input image and 
the kernel have 3 channels. Thus, in that case, the output 

y
[
i, j
]
=
∑
m

∑
n

k[m, n] ⋅ x[i − m, j − n].

nout =

[
nin + 2p − kin

s
+ 1

]
.

15

7

Fig. 5  HOG feature calculation
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image has the shape (nout, nout, nc) , where nc denotes the 
number of channels and nout is calculated as above.

Figure 7 depicts a general block diagram of a CNN. The 
input images are first convoluted using the filters to get the 
feature vector. Pooling layers reduce the dimensionality of 
the feature vector. The fully connected layers contain the 
neurons that learn the features. Finally, an activation func-
tion generates the prediction. While training a CNN, the 
error is calculated from the output. The error is then used to 
fine-tune the trainable parameters, i.e., the filter values and 
the weights of the neurons.

HOG + CNN Model

We used a combination of HOG feature extractor and a CNN 
to classify among the three classes in the data set: COVID-
19, pneumonia, and normal. The model consists of two mod-
ules: the HOG feature extractor module and a CNN module. 
Images are input to the HOG feature extractor module and 
for each image, a feature vector of size ( 1 × 3780 ) is gener-
ated. The feature vector is then reshaped to a 2D matrix of 
size ( 60 × 63 ). This feature vector is then sent to the CNN, 
as illustrated in Fig. 8 for proper classification. Inputs are 
passed through two pairs of convolution and MaxPooling 
layers.

Then, a Flatten layer generates a one-dimensional 
weight vector from the multi-dimensional weights. Two 
hidden Fully Connected (FC) layers with Rectified Linear 
Unit (ReLU) activation each followed by a 25% Dropout 
layer learns the input features. Finally, an FC layer with 

Fig. 6  Input image and its 
calculated histogram of oriented 
gradients

Fig. 7  General CNN block 
diagram Input Convolution 

Layers 
Pooling 
Layers

Fully Connected 
Layers

Output

Input  

Convolution 
16, 3 ×3 

ReLU

MaxPool
3 ×3

Convolution 
8, 3 ×3

ReLU

MaxPool
3 ×3

Flatten

FC ReLU
128

Dropout (25%)

FC ReLU
64

Dropout (25%)

FC

Softmax 
Activation

Softmax

Fig. 8  Proposed HOG + CNN model architecture
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Softmax activation classifies the input. While compiling 
the model, Adam is used as the optimizer and Categorical 
Crossentropy is used as the loss function. Several early 
stopping methods monitoring the validation loss and train-
ing loss are used as safeguards against model overfitting. 
CNN extract features from images using these convolu-
tions. Pooling techniques, such as maximum pooling, 
global average pooling, etc., are used to reduce the dimen-
sionality of the feature vector. The learning or training 
procedure consists of two stages:

1. Forward propagation and
2. Backward propagation.

Forward Propagation: In forward propagation, the out-
puts of the convolutions are first flattened to get the feature 
vector. Then, two transformations: A linear transformation 
and a non-linear transformation are performed on the data. 
The linear transformation can be represented as follows:

Here, W  represents the weight matrix and b represents 
the bias constant. X is the feature vector. The shape of W 
depends on the number of features in the feature vector 
and the number of neurons in the hidden label. If l  rep-
resents the length of the feature vector and n represents 
the number of neurons in the layer, then W  has a shape of 

z = WT .X + b.

(l, n). The output of the linear transformation is a singular 
integer value.

The non-linear transformation is performed by an acti-
vation function. For classification, the ReLU activation 
function is used. Given an input x , the output of the sig-
moid function is as follows:

Figure 9 depicts the output of the ReLU activation func-
tion. In general, any input value greater than the threshold 
value is output as 1, and 0 otherwise. In the forward propa-
gation stage, the values of the filters, as well as the weights 
and bias are randomly initialized. Then the output of the 
model is calculated, as shown in Fig. 10. In the backward 
propagation stage proper values for filters, weights, and 
bias are learned.

Backward Propagation: In the backward propagation 
stage, the error is calculated and loss is minimized using 
the gradient descent algorithm. The trainable values are 
generally updated using the following formula:

Here, w is the learnable parameter. w′ is the updated 
value, w is the initial value, � is the learning rate, and ∇w 
is the gradient of the parameter.

To update the convolution kernel values, the gradient is 
calculated using the following formula:

Here, E stands for Error which is the difference between 
the output of the model and actual value and k is the con-
volution kernel. There are various ways to calculate this 
error. In general, the error is calculating by subtracting 
the prediction value from the original output value. Mean 
Squared Error (MSE), Mean Absolute Percentage Error 
(MAPE), etc. are also some of the used error calcula-
tion methods. Figure 11 represents a short overview of 
the computation graph of the backpropagation process in 
the case of a multi-class classifier. �E

�k
 implies that how 

much the kernel values contribute to the error. Based on 
this value the kernel values are updated. This process is 
applied to all the layers to learn each layer’s learnable 
parameters.

R(z) = max(0, z).

w� = w ± �.∇w.

�E

�k
=

(
�E

�O
⋅

�O

�Z2
⋅

�Z2

�A1
⋅

�A1

�Z1

)
*
�Z1

�k
.

Fig. 9  Rectified Linear Unit (ReLU) activation function for classifica-
tion

Fig. 10  Forward propagation 
process in a multi-class clas-
sifier

Input Convolution ReLU
Linear 

Transformation Softmax Output

Z1 = X * k A1 = ReLU(Z1) Z2 = ∙ 1 + Output =Softmax(Z2)Input = X
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Result Analysis

The training process of the proposed model was continued 
for 100 epochs to escape overfitting. To optimize the loss 
function ADAM optimizer is used. ReLU is used as the 
activation function of all the layers except the output layer. 
The output layer uses an activation function. L2 regular-
izer with regularization factor 0.01 is used to develop the 
generalization capability of the model. Figures 12 and 13 
show the accuracy and loss, respectively, in the training 
and testing phase.

Different matrices are used to evaluate the performance 
of a classification model. Accuracy, precision, recall, and 
F1-score are calculated for reporting the performance of the 
proposed model. Accuracy is the ratio of all the correctly 
predicted data points and all of the data points. The accu-
racy of a system denotes the total number of correctly pre-
dicted tests. The accuracy of a system helps us understand 
how often the system correctly classifies a data input. True 
Positive (TP) and True Negative (TN) are data points that 
the system has correctly predicted as true or false. On the 
other hand, False Positive (FP) and False Negative (FN) are 
data points that the system has incorrectly identified as true 
or false. For example, if the system incorrectly identified a 
negative data point as positive, it is calculated as FP. Simi-
larly, if the system incorrectly identified a positive data point 
as negative, it is calculated as FN. Accuracy is calculated 
using the following formula:

Precision or positive predictive value represents the total 
number of correctly identified positive data points among 
all predicted positive data points. Precision can be inter-
preted as the calculation of accuracy for the minority class. 
The precision of a system is calculated using the following 
formula:

Sensitivity is also known as true positive rate or recall 
is the fraction of correctly identified positive data points 
among all the positive data points in the data set. The recall 
is calculated using the following formula:

F1-Score is represented as the harmonic mean of preci-
sion and recall. F1 score always resides in the range [0,1]. 
F1 score is calculated using the following formula:

Accuracy =
TP + TN

TP + TN + FP + FN
.

Precision =
TP

TP + FP
.

Recall =
TP

TP + FN
.

F1 = 2 ×
Precision × Recall

Precision + Recall
.

Fig. 11  Backward propaga-
tion process in a multi-class 
classifier

Input Convolution ReLU
Linear 

Transformation Softmax Output

Z1 = X * k A1 = ReLU(Z1) Z2 = ∙ 1 + Output =Softmax(Z2)

1 1

1

2

1 2

Fig. 12  Accuracy of the model in the training and testing phase

Fig. 13  Loss of the model in the training and testing phase
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As precision and recall are inversely related, mean-
ing increasing precision results in decreasing recall and 
vice versa, the F1 score is a better representation of model 
performance.

In Fig. 14, the confusion matrix of the proposed model 
is presented which is highly used for visualizing the per-
formance of a classification model. The rows of the matrix 
represent actual classes and the columns represent the pre-
dicted classes. The precision, recall, and F1 score are pre-
sented in Fig. 15 on a per-class basis, meaning the multiclass 
confusion matrix was transformed into one-vs-all for every 
individual class and the appropriate performance matrices 

were calculated. The overall accuracy of the system is found 
96.74%.

We also evaluated the performance of the proposed model 
using the Micro-average and Macro-average method to prop-
erly demonstrate the capability of the system. Precision and 
Recall in the Micro-average method in a 3-class scenario are 
calculated using the following formulas:

Precision and Recall in Macro-average in a 3-class sce-
nario method are calculated using the following formulas:

In both cases, the F1 score is calculated based on preci-
sion and recall. Micro-average and Macro-average of the 
matrices precision, recall, and F1-score are calculated and 
graphically presented in Fig. 16.

Figure 17 shows the Receiver Operating Characteris-
tic (ROC) curve and Area Under the Curve (AUC) of the 
proposed HOG + CNN model. ROC is a graphical plot that 
shows a binary classifier system’s diagnostic potential as 
its threshold of discrimination is varied. The percentage of 
the region under this ROC curve is AUC, varying from 0 to 
1. AUC is a single number that summarizes the output of a 

Precisionmicro =
TP1 + TP2 + TP3

TP1 + TP2 + TP3 + FP1 + FP2 + FP3
,

Recallmicro =
TP1 + TP2 + TP3

TP1 + TP2 + TP3 + FN1 + FN2 + FN3

.

Precisionmacro =
Prec1 + Prec2 + Prec3

3
,

Recallmacro =
Recall1 + Recall2 + Recall3

3
.

Fig. 14  Confusion matrix of the proposed model

Fig. 15  Graphical representa-
tion of the performance of the 
HOG + CNN model
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classifier by evaluating the ranking about the division of the 
classes. ROC curve is generated by plotting False Positive 
Rate (FPR) along the x-axis and True Positive Rate (TPR) 
along the y-axis. FPR and TPR are calculated using the fol-
lowing formulas:

The proposed HOG + CNN model is a classifier with 
three different classes. To generate the ROC curve one-vs-
all approach is used. For example, when plotting the ROC 
curve of class COVID-19, the other two classes fall into 
the NOT-COVID-19 class. In this way, the ROC curve for 
pneumonia and normal classes is generated. In Fig. 17, 

True Positive Rate =
True Positive

True Positive + False Negative
,

False Positive Rate =
False Positive

True Negative + False Positive
.

micro-average and macro-average of the ROC curves for 
three different classes are also shown. The area under the 
Micro-average and Macro-average ROC curves is 0.996 in 
both cases. AUC of ROC curves of COVID-19, pneumonia, 
and normal classes in the one-vs-all approach are, respec-
tively, 0.998, 0.994, and 0.993.

In Table 1, the performance of some related classification 
techniques using chest X-ray (CXR) images is compared 
with our proposed model in terms of accuracy. The models 
compared hare all used CXR images of classification but the 
number of images in different classes in the data set varies. 
Here, the proposed method outstands among all the com-
pared models by performance. From the table, it is found 
that [20, 24], and [29] have accuracy below 90% and [21], 
and [26] have accuracy very close to the proposed model.

Although the proposed system has very good perfor-
mance in detecting COVID-19-related pneumonia from 
chest X-ray images, some images are still misclassified in 
some cases. Figure 18 shows some misclassification sam-
ples, where actual COVID-19 positive pneumonia was 
misclassified. In Fig. 19, actual pneumonia cases were mis-
classified into healthy and COVID-19-related pneumonia. 
Figure 20 shows normal cases being misclassified as various 
forms of pneumonia.

Conclusion

The current coronavirus pandemic requires effective collabo-
ration from all walks of life for proper containment and cure. 
Recognizing COVID-19 infected patients is the first step 
towards curbing the exponential infection rate of the corona-
virus. In this paper, we have presented a novel HOG + CNN-
based model for identifying COVID-19 infected patients 

Fig. 16  Graphical representa-
tion of Micro-average and 
Macro-average of performance 
of the HOG + CNN model
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Table 1  Comparison of the proposed HOG + CNN model with related works using chest X-ray images

Author Architecture CXR Images/class Accuracy %

Razzak et al. [20] MobileNet COVID-19 (200)
Viral pneumonia (200)
Bacterial pneumonia (200)
Normal (200)

80.95

Asif and Wenhui [21] Inception V3 COVID-19 (864)
Pneumonia (1345)
Normal (1341)

96

Pathari and Rahul [22] MobileNet V3 COVID-19 (6000)
Pneumonia (6000)
Normal (6000)

95.58

Makris et al. [23] VGG16 COVID-19 (112)
Pneumonia (112)
Normal (112)

95.88

Gomes et al. [24] SVM COVID-19 (464)
Viral pneumonia (1490)
Bacterial pneumonia (2783)
Normal (1583)

89.78

Elaziz et al. [26] K Nearest Neighbor (KNN) COVID-19 (216)
Normal (1675)

96.09

Wang and A. Wong [27] Deep Convolutional Neural Network (COVID-Net) COVID-19 (358)
Pneumonia (5538)
Normal (8066)

93.3

Duran-Lopez et al. [28] Deep Convolutional Neural Network (COVID-XNet) COVID-19 (2589)
Normal (4337)

94.43

Oh et al. [29] ResNet-18 Viral Pneumonia + COVID-19 (200)
Bacterial pneumonia (54)
Tuberculosis (57)
Normal (191)

88.9

Proposed HOG + CNN Model Deep Convolutional Neural Network (HOG + CNN) COVID-19 (576)
Pneumonia (4273)
Normal (1583)

96.74

Fig. 18  Actual COVID posi-
tive but predicted; a normal, b 
pneumonia
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using chest X-ray images. The model is highly capable of 
diagnosing COVID-19 infections in chest X-ray images. In 
the future, the effects of using other feature extraction meth-
ods combined with CNNs can be observed. The performance 
of these models can still be improved using larger data sets. 
Thus, the amount of COVID-19 infected chest X-ray data 
is a severe limitation. Although chest X-ray-based methods 
show very promising performance in recognizing COVID-
19 infected patients from chest X-ray images, they are still 
not as accurate as the time-consuming PCR-based methods. 
However, these methods can be used as initial screening 
methods to select patients for the PCR test.
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