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Abstract
Mining opinions from reviews has been a field of ever-growing research. These include mining opinions on document 
level, sentence level and even aspect level. While explicitly mentioned aspects from user-generated texts have been widely 
researched, very little work has been done in gathering opinions on aspects that are implied and not explicitly mentioned. 
Previous work to identify implicit aspects and opinion was limited to syntactic-based classifiers or other machine learning 
methods trained on restaurant dataset. In this paper, the present is a novel study for extracting and analysing implicit aspects 
and opinions from airline reviews in English. Through this study, an airline domain-specific aspect-based annotated corpus, 
and a novel two-way technique that first augments pre-trained word embeddings for sequential with stochastic gradient 
descent optimized conditional random fields (CRF) and second using machine and ensemble learning algorithms to classify 
the implied aspects is devised and developed. This two-way technique resolves double-implicit problem, most encountered 
by previous work in implicit aspect and opinion text mining. Experiments with a hold-out test set on the first level i.e., entity 
extraction by optimized CRF yield a result of ROC-AUC score of 96% and F1 score of 94% outperforming few baseline 
systems. Further experiments with a range of machine and ensemble learning classifier algorithms to classify implied aspects 
and opinions for each entity yields a result of ROC-AUC score ranging from 71 to 94.8% for all implied entities. This two-
level technique for implicit aspect extraction and classification outperforms many baseline systems in this domain.

Keywords Conditional random field · Stochastic gradient descent · Machine learning · Ensemble learning · Implicit 
aspects · Augmenting word embeddings · Classification · Corpus · Sequential labelling

Introduction

Travel and tourism are well-liked terms amongst all gen-
erations of people. The airline industry is a key facilita-
tor in this domain. For this industry, serving its customers 
with not only cost-effective but also satisfactory service 
options is paramount [1]. Opinions are very important to 
businesses and organizations, because they always want to 

find customer or public opinions about their products and 
features [2]. In this 21st information age, with constant 
development in social and web media, a multitude of plat-
forms are available like Trip Advisor, Airline Ratings etc., for 
consumers to express their views on air travel. This serves 
in favour of the airline companies, as it becomes their one-
stop to access rich customer feedback information. However, 
many times, due to a variety of reasons like paid promotions, 
fraudulent and unstructured nature of these reviews, insight-
ful information cannot be extracted. Therefore, a need is felt 
to have a mechanism that gathers cognizance in terms of the 
perception of customers on airline-specific aspects [3].

Lui and Zhang et al. defined the term opinion as “a con-
cept covering sentiment, evaluation, appraisal or attitude 
held by a person” [2]. Aspects and entities are more like 
topics in a text document. Hu and Liu et al. coined this type 
of analysis as feature-based sentiment analysis. [4] Aspect 
or entity-based analysis identifies the target of the opinion. 
It is a fine-grained approach to text analysis.
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Paper Nomenclature

In this paper, an entity is the feature of the airline and an 
implicit aspect or sub-aspect is its attribute. Examples for 
entities are food, cabin, seat, staff, etc. These entities within 
themselves have various attributes associated with them, it 
becomes important to divide them, it becomes important to 
divide them further into sub-aspect or implicit aspects.

For example, a sentence in a review could read “the cabin 
was cold, smelly and a bit weary”. Here, the entity cabin 
is accompanied its attributes like temperature, fragrance, 
and condition. The phrases or terms like “cold”, “smelly”, 
and “a bit weary” are terms that imply an opinion to each 
individual attribute of the entity cabin. This paper devises 
a technique to identify airline-specific entities from such 
implicit phrases or terms. This approach helps in making a 
fine-grained analysis of opinions and maps them accurately 
to respective entity-implicit aspect-pair.

Research Motivation

Understanding which passenger airline industry-specific 
aspects can be leveraged for implicit aspect-based opin-
ion mining is one of the key focus of research. In addition, 
we will develop novel domain specific opinionated corpus 
annotated with implicit aspects. Furthermore, we experiment 
with specific lexicon1 generation techniques for influencing 
this type of opinion mining.

Data

Trip advisor and Airline ratings are online microblogging 
platforms primarily used of viewing reviews and experi-
ences of travellers either travelling, to the same destination 
or other, all over the globe. Usually, people before making 
airline ticket purchases do read reviews [4].

In this study, 3000 reviews were collected within a period 
of 1 month with an aim to study public opinion with respect 
to 16 Airlines (see online Appendix A). From these 3000 
reviews, after curating, only 1803 reviews were determined 
to be relevant for this study. Detailed statistical analysis was 
carried on to understand the quality of it. This statistical 
analysis information is available in Table 1.

In summary, the goal of this study is extract implied 
aspects and opinions from airline reviews. To achieve this 
goal, a new dataset was created, which to our knowledge, 
is the first time a dataset specifically for implicit aspects of 
airline reviews is created. Using a supervised lexicon-based 

technique, few experiments were run to gather insightful 
information about airline-based implied aspects and opin-
ions. The results of which were favourable for the study. 
Furthermore, in this paper, discussions are on methodology, 
issues and challenges, experimental setup, and evaluations/
results of this approach (Tables 2, 3, 4, 5).

Methodology

The methodology of this study consists of multiple modules. 
Each module was developed keeping in mind that the dataset 
is fresh, new and one of kind. Therefore, the methodology 
pipeline includes data collection, corpus statistics, annota-
tion, feature engineering, sequence labelling, and classifica-
tion tasks.

Table 1  Dataset statistics

Number of reviews 1803
Number of sentences 9591
Average number of sentences in a review 5
Type token ratio [5] 0.27
Most common word Flight
Average word length 7
Labelled unique word corpus size 3280

Table 2  Entity-wise implicit aspect list

Entity Implicit aspect(s)

Food Service
Temperature
Taste

Entertainment Visual
Audio
General

Cabin Condition
Fragrance
Size
Temperature

In-flight service Operations
Facility

Off-flight service Ticketing
General
Facility

Staff Behaviour
General

Seat Operations
Comfort

Possession Handling
General

1 Lexicon: It is a component of natural language processing that con-
tains grammatical information about individual words or strings.
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Entity and Aspect Selection

Post-dataset statistical analysis, the two annotators carefully 
read about 500 reviews. Features of the passenger aircraft, 
services offered by the airlines both in and off the flight were 
formulated in a list. After curating the list, a data-driven 
decision led to enlist entities into eight categories. The rep-
resentation of these eight implicit entity-aspect pairs can be 
found in Table 2.

Data Annotation

Manual annotation and labelling of all the reviews were done 
using Doccano [6] annotation tool. An inter-annotator agree-
ment guideline [7] was also set up. (See online appendix 
A). Annotation was done on two levels i.e., entity level and 
implicit aspect level. Cohen’s Kappa coefficient [8] was cho-
sen to find quality of annotation by annotators. The results 
of which are shared in Evaluation section.

Feature Engineering

The feature engineering task was divided in two as described 
in Table 3, one to capture word features and the other to 
gather numeric representations of the word features. (See 
Appendix B).

Augmenting Word Embeddings

The numeric representations like count vectorizer and TF-
IDF are frequency based and lack contextual information. 
[9] Due to the limited size of the dataset, a need was felt to 
augment2 pre-trained word embeddings. Pre-trained Glove 
[10] vectors trained on user-generated text was used. These 
pre-trained vectors were augmented with Word2Vec [11, 
12] for corpus embeddings. Also, the parameters augmented 
were the one’s that considered maximum distance between 
focus word and its contextual neighbours (See online Appen-
dix D).

Sequence Labelling with Conditional Random Fields

Sequence Labelling is a supervised learning3 task where a 
label is assigned to each element of a sequence. For our 
study, to extract words and classify them into respective enti-
ties, a conditional random field algorithm was selected. Con-
ditional random fields [13] adjust to a variety of statistically 
correlated features as input just like a sequential classifier. 
Also, like a generative probabilistic model, it trades-off deci-
sion at different sequence to obtain a global optimal label-
ling. (See online Appendix E).

The CRF model was optimized using stochastic gradient 
descent4 with L2 regularization.5 This is done to maximise 
the likelihood of the CRF and can be represented as follows:

After taking derivatives on the above equation, we get 
below
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Table 3  Feature engineering tasks

Word features Parts-of-speech tags;
Dependency parsing

Numeric word represen-
tation

Count vectorizer; term frequency—
inverse document frequency;
Augmenting word embeddings

Table 4  Type token ratio scores Source TTR score

Trip Advisor 0.35
Airline ratings 0.37

Table 5  Detailed example of Level-1 annotation

INPUT: “Overall the experience was comfortable and spacious with 
delicious meals”

Output: [(“experience was comfortable”, “Inflight”), (“spacious”, 
cabin), (“delicious meals”, “food)]

2 Made the word embeddings larger and stronger by adding Gloving 
embeddings.
3 It means learning a mapping between a set of input variables X and 
output variables Y and applying these mappings to make predictions 
from unseen data.
4 Gradient Descent: An optimization algorithm used to minimize 
some function iteratively.
5 L2 regularization: It is a penalty regularization technique which 
does not let the algorithm over-fit.
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Classification for Implicit Aspect Extraction

The aspect extraction task needed classifier models that 
could accurately predict the aspect. Different algorithms 
were used to classify and compare how accurate each model 
was to classify these sub-aspects. Algorithms like Support 
Vector Machine, Decision Trees, Random Forest, a bag-
ging ensemble learning algorithm Voting Classifier and a 
boosting ensemble learning algorithm XGBOOST were 
employed. (See online Appendix F).

Data Setup

Data Pre‑Processing

Using standard pre-processing techniques like removing 
domain-specific stop words, removal of unnecessary punc-
tuations, spell correction, converting numbers to words, 
and word standardization. Since, the data were user-gener-
ated, there were many contractions of words, for example, 
“couldn’t”, “can’t”, “aren’t” etc., were seen quite often in the 
texts. Therefore, fixing these contraction words was also a 
part of the study. The contraction words were replaced with 
their expanded words (See online Appendix G).

Corpus Statistics

The data being user-generated were raw and unstructured. 
It is the first this group of reviews was considered for text 
mining and analyzing. Therefore, two statistical strategies, 
viz, type-token ration [5] and Zipf’s distribution [14] were 
used to determine variability in the dataset.

Type Token Ratio (TTR) is represented as follows (See 
online Appendix H):

TTR Scores are low for both data sources as seen in 
Table 4, this means that there are many repeated terms in 
the corpus. (See online Appendix H).

Zipf’s law states that a relationship between frequency 
of word (f) and its position in the list i.e., its rank (r) is 
inversely proportional to one another

(3)��� =
(������ �� �����)

(������ �� ������)
.

Manual Annotation

As explained in the methodology, the annotation was done 
on two levels using Doccano. There are detailed examples 
and explanation of this manual annotation strategy.

Once, entity-level tuples6 were tagged containing a word 
or word phrases with entity-name, as seen in Table 5. After 
completing entity-level annotation, another fine-grained 
approach to classify entity-wise word or word phrases to 
their respective implied aspects was conducted, details of 
which are available in Table 6.

Inter‑annotator Agreement

As explained in the methodology of this experimental study, 
after adhering with the guidelines in the inter-annotator 
agreement, and using Python’s sk-learn Kappa score library, 
the Cohen’s Kappa [8] score for agreement level of annota-
tors was calculated (Tables 7, 8, 9).

Experimental Setup

Training Data Preparation

This experiment study used techniques described in the 
methodology section for preparing the training data. Tak-
ing an example sentence, this process will be explained in 
detail. Example sentence: “Overall, the experience was 
comfortable and spacious with delicious meals”. Table 7 
denotes entity-level and implicit aspect-level annotations 
for the example sentence. From this review, words like 
experience, comfortable, spacious, delicious, and meals 
were identified as aspect terms and their semantic and syn-
tactic information was extracted by parsing them through 
off-the-shelf state-of-the-art models like Stanford Core 
NLP API [15] to extract part-of-speech (POS) tags and 

(4)f ∝
1

r

Table 6  Detailed example of Level-2 annotation

INPUT: [(“experience was comfortable”, Inflight), (“spacious”, cabin), (“delicious meals”, “food)]
OUTPUT: [[(“experience”, inflight- operations), (“comfortable”, inflight- operations)], [(“spacious”, cabin-size)], [(“delicious”, food-taste), 

(“meals”, food-service)]]

6 Tuples are a data type that is similar but also distinct from the list 
data type. The instance are characterized by having fixed attributes 
and the elements of tuple instance can differ to another in data type.
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dependency tags and gathering their sentiment using Vader 
(See online Appendix B).

Using these techniques, a list of features was generated 
which consisted of main-word, main-word POS tag, depend-
ent word, dependent word POS tag, main-word sentiment 
score, dependent word sentiment score, previous and next 
word.

For the task of sequence labelling to identify the entity, 
a word or word phrase belongs to, the tuples were added 
with their respective labels i.e., the label added to a tuple 
was the label the “main word” belonged to.

For example, a Tuple: (“delicious”, “JJ”, “meals”, 
“NNS”, 0.6, 0.0, “advmod”, “spacious”, “meals”) has the 
main word food, so a new entry to this was made as “f”, 

which became the Y or the dependent variable. After get-
ting results from the CRF model, the entity-id i.e., it was 
classified as “food”.

Once the correct entity is identified, the next step is to 
classify which aspect is mentioned in the sentence. Later, 
the Entity-ID is added as seen in Table 8 to the training data 
and then vectorized.

Count Vectorization

For this experiment study, since the methodology does try 
to keep certain punctuations and special characters, there is 
a need to create its own vectorizer.

The results for an example sentence are as follows,
Sentence: “so overall I highly recommend this airline!”.
Vector: {“so”:6, “overall”:4, “I”:3, “highly”:1, “recom-

mend”:5, “this”: 7, “airline”:0, “!”:2}.

TF‑IDF Vectorization

For this experiment study, the TF-IDF score for the words 
in the feature sets was calculated using python’s sci-kit TF-
IDF vectorized. Table 9 shows the result of TF-IDF for few 
corpus words.

Augmenting Word Embeddings

As mentioned earlier, a word embedding model using Word-
2Vec for this corpus was trained. And a pre-trained Twit-
ter Glove Embeddings consisting of vocabulary size of 1.2 
million words and 27 billion tokenized twitter words with a 
100-dimensional vector was chosen.

Table 7  Annotated and labelled list of example sentence

Entity level

Entity Word/phrases

In-flight service Experience was comfort-
able

Cabin Spacious
Food Delicious meals

Implicit level

Aspect Word

Inflight operations Experience
Inflight operations Comfortable
Cabin size Spacious
Food taste Delicious
Food service Meals

Table 8  Entity-ID list Entity Entity-ID

Food f
Cabin c
Entertainment e
Staff st
Seat s
Off-flight o
In-flight i
Possession p

Table 9  TF-IDF vectorization Word TF-IDF score

Basic 0.965545
Redemption 0.965545
Rescue 0.958253

Fig. 1  Cabin class imbalance rectified with SMOTE
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Using the algorithm 1, a new set of vector embeddings 
were merged with the pre-trained Glove embeddings.

With this algorithm 1, a new set of word embeddings 
were generated to vectorize textual information in the fea-
ture tuple.

Cosine Similarity Index

Along with the word embeddings, cosine similarity 
between main and dependent word was added as a new 
feature. (See online Appendix D).

These new features were then used to classify opinion-
ated texts into their respective implicit-aspect classes.

Handling Class Imbalance

After annotation, there was a high imbalance amongst 
implicit aspect classes of almost all entities. This imbal-
ance was handled using an oversampling technique called 
Synthetic Minority Oversampling Techniques [16] (See 
online Appendix F). SMOTE was performed for all eight 
entities.

Results of SMOTE imbalance handling for entity: Cabin 
is as follows:

Class: {“Condition”:182, “Size”: 182, “Temperature”: 
117, “Fragrance”: 102}.

This could be visualized as a scatter distribution show in 
Fig. 1 below.

Implicit Aspect Classification

A total of eight models were created for each entity i.e., there 
are independent classification models for training to classify 
each entity. The reason for creating eight models is to devise 
a perfect a model for recognizing and classifying each Entity 
with its own Implicit Aspect.

This experiment study makes use of state-of-the-art 
classification algorithms. Three of which were ensemble 
learning techniques. These include Gradient boosting algo-
rithm—XGBOOST, a Voting Bagging algorithm using three 
tree-based classification techniques Decision Trees, Random 
Forest, and Extra Trees Classifier. And other machine learn-
ing algorithms like SVM, Decision Tree.

The reason for using these different algorithms was to 
gather insightful information on the performance of classi-
fication which was evaluated based on ROC-AUC [17] score 
and  F1 [18] scores. (See online Appendix I).

Evaluation and Results

This experimental study using state-of-the-art techniques 
and algorithms is a new approach to mine and extract 
implicit aspects from opinionated texts. The first evaluation 
was for the annotation of the dataset using Cohen’s Kappa 
Co-efficient. The two annotators agreement scores ranged 
from 80.48 to 82.13% for entity level and implicit aspect 
level annotation (See online Appendix A).

The impact of using this novel two-level technique while 
annotation and training for classification help overcome 
the double-implicit problem. The decision to augment pre-
trained word embeddings has been beneficial to build a 
contextually powerful embedding model. Put-together this 
empowers the ensemble learning classification algorithms 
to provide better classification results, which is observed 
through the ROC-AUC and F-statistic scores.

Table 10  ROC-AUC scores for classification of entities

Entity Algorithms

S (%) D (%) R (%) V (%) X (%)

Food 84 92 94 94.8 94.7
Cabin 75 75 85 85.6 77
Entertainment 73.6 79.9 83.1 84.3 85.9
In-flight 60.3 70.3 72.2 74.9 71.2
Off-flight 66.4 86.2 84.9 84.8 89.8
Possession 66.9 66.9 70.5 73.3 73.4
Seat 66 73.7 75 75.7 78
Staff 75.6 76.9 80.9 82.1 81.4
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The second evaluation was for the sequence labelling 
task using stochastic gradient descent with L2 regulariza-
tion Conditional Random Field. This was to classify texts 
in eight different entities.

The ROC-AUC score achieved for this task is 96.5% and 
F1 score of 94.56% (See online Appendix I).

The third evaluation was for the classification task using 
five different classification algorithms. A detailed ROC-
AUC score evaluation metric is available in Table 10 (High-
lighted in green provides best score) (For further details, see 
online Appendix I).

In the above table, S stands for Support Vector Machines, 
D for Decision Trees, R for Random Forest, V for Voting 
Classifier, and X for XGBOOST algorithms. In all these 
machine learning and ensemble learning classification algo-
rithms, the bagging technique outperformed all other clas-
sification algorithms (See online Appendix I).

Issues and Challenges

Manual annotation was a big challenge. Everyone has a dif-
ferent outlook on implied meanings. One can think of words 
like “boarding, de-boarding, take-off” as in-flight opera-
tions. But, if someone spends a little time to go through the 
review, one can understand the concept terms “boarding, 
de-boarding, take-off” are off-flight facilities provided by 
the airlines. Therefore, using corpus statistics techniques and 
adhering to the inter-annotator guidelines, the annotators 
made mutually agreeable decisions (See online Appendix 
A).

The word spacious in the dataset was challenging for the 
labelling task. It is a word that was frequent in the reviews. 
Also, if used within the same sentence or context of “cabin”, 
it means that the “cabin” was “big” implying to the size of 
the cabin. But in the context of “seat”, it implies that the 
“seat” had ample leg room implying “comfort”. This word 
has two implicit meanings thereby formed a double-implicit 
problem. Such a problem was tackled using T-distributed 
stochastic nearest neighbours for word embeddings dimen-
sion reduction and clustering technique [19]. This allowed 
word distances of these double-implicit words to be mapped 
with each implicit aspect-entity pair. Wherever the words 
were close, it was mapped to the respective implicit aspect-
entity pair. (See online Appendix D).

For example, “spacious” occurs in the same vector space 
as of “size” for cabin and “comfort” for seat. Therefore, the 
word cosine distance between spacious, size and comfort 
were included as a feature.

Related Work and Improvements

Our research concentrates on implicit aspect extraction, 
opinion lexicon generation, and engineering an annotated 
implicit aspect-based sentiment corpus that can influence 
implicit opinion mining from consumer reviews in the airline 
industry. Few studies that are done in this realm for implicit 
aspect-based opinion mining and extraction but very few on 
implicit aspect-based opinion mining.

In a research study proposed by Chinsha et al. [20], the 
methodology proposed a syntactic-based approach using 
dependency parsing, and another research for comparing 
word representations for implicit classification [21], make 
use of SentiWorNet and have dataset restrictions.7 The 
present study extends the result of these two papers, using 
syntactic approach to group implicit aspect synonyms for a 
larger dataset.

Research dealing with the double-implicit problem in 
opinion mining and sentiment analysis proposed a protocol 
to derive a labelled corpus for implicit polarity and aspect 
analysis [22]. The work in this paper is limited to Chinese 
restaurant reviews. The present study addresses not only the 
dataset limitation but also the labelling of the corpus tech-
nique using Type/token Ratio and other corpus statistic tech-
niques which are explained in the experimental setup Sect. 4.

Another study using two corpora proposed a hybrid model 
to support Naïve Bayes training to identify implicit aspects 
[23]. This corpus and dictionary-based approach is limited 
to only adjective type words of a sentence. The present study 
extends this work by taking considering a combination of 
adjectives, adverbs, nouns, and other part-of-speech indica-
tors and uses ensemble learning for classification.

A study conducted on implicit aspect indicator extraction, 
models relations between the polarity of a document and its 
opinion target using Conditional Random Field (CRF) [24]. 
This method is limited, however, to only cellular device data 
and the entities are picked from a pre-trained Stanford CRF 
model. Our work extends Conditional Random Field and 
extends it to the airline domain.

Conclusion and Future Work

The present research study using a supervised machine 
learning approach provides a novel technique to overcome 
the implicit opinion and aspect mining problem. It does 
so by, identifying eight different airline industry-specific 
aspects that can be leveraged for the task of opinion mining. 
They include fine-grained entities such as the cabin, enter-
tainment, food, in-flight service, off-flight service, seat, staff, 

7 A methodology that is used to extract grammatical structure from 
sentences.
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and possessions. The annotation is done on two levels, one 
on the entity level and the other is on the sub-aspect level, 
which allows for a more detailed label construction. The two 
annotators in this experiment study have a very good agree-
ment on annotated terms. This can be reflected by Cohen’s 
Kappa score ranging from 0.77 to 0.80. Therefore, it can be 
said that the corpus derived from this study, can be used as 
a gold standard for implicit aspect-based mining tasks for 
airline reviews.

This experimental study presents a novel approach of 
dividing the implicit aspect-based opinion mining task into 
two levels, one using stochastic gradient descent with L2 
regularization for improving conditional random fields to 
identify entities. This is done with a ROC-AUC Score of 
96.58%, F-statistic score of 94.56%, and with 0.01 degrees 
of a mean absolute error on testing data. The second level 
is to classify each entity into an implicit aspect sub-group. 
For this state-of-the-art machine and ensemble learning 
algorithms are used. From the experiments, it is found 
that ensemble learning outperformed the machine learning 
approaches. The ROC-AUC scores for ensemble learning 
algorithms like Voting Classifier range from 73 to 94.8% 
and the boosting algorithm like XGBOOST range from 71 
to 94.7% for all eight entities. Synthetic Minority Over-
sampling technique proved to be an effective performance 
improver for the classification and extraction of implicit 
aspects tasks.

The scope of this experimental study is limited to a few 
reviews, as possible future work, another study can carry for-
ward the methods proposed in this paper to a larger dataset. 
Also, another possible future work can be implementing a 
neural architecture of these proposed methods.
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