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Abstract
A new technology that is gaining popularity today is the Wireless Sensor Network. Smart sensors are being used in a 
variety of wireless network applications, including intruder detection, transportation, the Internet of Things, smart cities, 
the military, industrial, agricultural, and health monitoring, as a result of their rapid expansion. Sensor network tech-
nologies improve social advancement and life quality while having little to no negative impact on the environment or 
natural resources of the planet are examined in sensor networks for sustainable development. Real-world applications 
face challenges ensuring Quality of Service (QoS) due to dynamic network topology changes, resource constraints, and 
heterogeneous traffic flow. By enhancing its properties, such as maintainability, packet error ratio, reliability, scalability, 
availability, latency, jitter, throughput, priority, periodicity, deadline, security, and packet loss ratio, the optimized QoS 
may be attained. Real-world high performance is difficult to attain since sensors are spread out in a hostile environment. 
The performance parameters are divided into four categories: network-specific, deployment phase, layered WSN architec-
ture, and measurability. Integrity, secrecy, safety, and security are among the privacy and security levels. This article leads 
emphasis on the trustworthiness of the routes as well as the nodes involved in those routes from where the data has to 
pass from source to destination. First of all, the nodes are deployed and cluster head selection is done by considering the 
total number of nodes and the distance from the base station. The proposed work uses AODV architecture for computing 
QoS parameters that are throughput, PDR and delay. K-means clustering algorithm is used to divide the aggregated data 
into three possible segments viz. good, moderate and bad as this process does not involve the labelling of aggregated 
data due to its supervised behavior. The proposed trust model works in two phases. In first phase, data is divided into 3 
segments and labelling is done. In second phase, uses generated class objects are to be applied viz. the route records to 
publicize the rank of the routes followed by the rank of nodes. The proposed technique employed the statistical machine 
learning and swarm intelligence strategy with dragon fly algorithm in order to address the issues related effective rank 
generation of nodes and improving the network lifetime. Deep learning concepts can be combined with fuzzy logics 
approach for resolving issues like secure data transmission, trustworthiness of ranking nodes and efficient route discovery.
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Article Highlights

• This paper implies certain techniques for the lifetime 
enhancement of WSN.

• A modified version of dragonfly algorithm is used for 
achieving the trustworthiness of nodes and routes in 
the network.

• Trustnet is compared with existing techniques and it 
showed improvement in the results thereby attaining 
the trustworthiness of the network.
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1 Introduction

A WSN is a system of sensor nodes that transmits the 
information needed by the network. For the collecting of 
secure data, WSN is utilized in a variety of contexts, includ-
ing weather forecasting, the military, underwater research, 
etc. [1–3]. Transceivers, external memory, microcontroller, 
power source, and one or more sensors are the compo-
nents of a sensor node. The sensor node’s battery cannot 
be replaced once it has been deployed. The node’s func-
tionality is impacted as the energy level decreases. The 
sensor node with the empty battery eventually dies and is 
unable to communicate with any other nodes in the net-
work. Network lifetime is shortened as a result of increased 
energy usage [4, 5]. Usage of Energy increases and Life-
time of Network Decreases. Energy should be conserved to 
boost network efficiency and consequently lengthen the 
network’s useful life. Now a days lifetime concern is one of 
the major aspects that must be taken into consideration in 
WSN. Several measures are taken in order to enhance the 
lifetime of batteries associated with sensor nodes so that 
networks can work under harsh environmental conditions. 
Lifetime is perhaps the most important problem in the 
design of sensor networks because the aim of most WSN 
applications is to deploy unattended nodes for months or 
years in the sensing sector. The lifetime of sensor network 
is the time from the start of the operation of the network 
until a fraction of the nodes drains from their power, result-
ing in a network routing hole or disconnected network, or 
a network with insufficient coverage. The life of a network 
of sensors is essentially hindered by the power consump-
tion of nodes. In order to optimize proper usage of battery 
life, each node must control its own local power supply. 
It is not the typical node life that counts in many imple-
mentations but rather the minimum node life. Lifetime is 
a time period in which nodes in the network are functional 
and transfer the data. According to researchers, lifetime is

Lifetime = S (Total functional time of node) that is 
∑n

i=1
St where S is the Serving Time [24].

Energy and lifetime are the two major concerns which 
should be taken into consideration while working in Wire-
less Sensor Networks as both have a great impact on the 
working of the network. There is requirement of battery 
for power consumption while deploying any node in the 
network. The basic principle of any network is to transfer 
the data from source to destination. During data transfer, 
three things should be taken into consideration which are 
transferred packets (Tx), Received packets (Rx), and Data 
Aggregation (Ax). The power in watts associated with the 
nodes in the form of batteries is converted into energy 

in joules or millijoules that is consumed while the data is 
transferred from the input source to the receiver node. So, 
E is used for Energy Consumption as shown in equation

The energy associated with the node as per the 
attached battery is called the Residual Energy. One of the 
problems occurs in WSN during network deployment is 
that the battery cannot be changed during the simulation. 
In this situation, the nodes are required to continue opera-
tion with the available battery. Hence the node’s energy 
consumption and lifetime are inversely proportional to 
each other as the more the energy consumed, the lesser 
the lifetime of that particular node [25].

When the node is functional in the network, then it is 
called the Alive node, and when the battery of the node 
gets finished, then it is called Dead node. WSN can be 
homogenous where similar nodes have equal attributes in 
terms of memory, residual energy, etc., and heterogeneous 
where different residual energies are associated with dif-
ferent nodes. If the nodes having smaller residual energy 
for data transfer in lieu of the nodes having larger resid-
ual energy, then the previous ones will be dead, thereby 
increasing the number of dead nodes in the network. This 
is also one of the major issues in WSN known as scalability. 
Nodes will participate at the given time according to their 
residual energy known as Active Nodes and which should 
be at the resting mode at the given time known as Nor-
mal nodes with the help of finding the Average Residual 
Energy of the nodes in the network. There are numerous 
methods for improving longevity and energy efficiency. 
The management of the trust is one strategy.

1.1  System of trust management

The first question is: What does the word “trust” mean? 
Trust can be defined as a conviction or assurance that 
something is true. Belief in the goodness, talent, or 
organization of something or someone. The possibility 
that nodes whose behaviours cannot be controlled may 
be behaving in a way that is in favours of the network is 
another definition of trust. One may say that the relation-
ship between the node that one can trust and the other 
node that one can trust is positive [7, 8]. The concept of 
trust management contains two main entities: Trustor, the 

E =

t

∫
0

Power (time)

Energy consumption ↑ life time ↓
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one who trusts in something, and Trustee, the one who 
can be trusted on. Every node in the network needs to be 
examined to see whether it is reliable or not, and every 
node needs to be involved in this process. Differentiating 
between reliable and unreliable nodes in the network is 
the primary goal of a trust management system. The net-
work only keeps the reliable nodes while eliminating the 
faulty nodes. This exclusion is justified by the possibility 
that unreliable nodes will increase network latency, energy 
use, throughput, and longevity. If network services are 
based on reliable data, they can be provided with no prob-
lem. As a result, before a data item is processed further and 
sent over the network, a system must assess whether it is 
reliable. Unreliable data is disregarded, and the source is 
given a lower reliability rating. It is vital to evaluate the 
veracity of data as soon as feasible to prevent mistrust 
information from being processed further, hence mini-
mizing potential harm. Big networks may encounter poor 
performance and an excessive concentration of network 
traffic as a result of a dedicated node’s centralized analy-
sis. Each node in the network is expected to participate in 
the assessment of credibility and make judgments about 
trust [9, 10].

From the viewpoint of a WSN, trust is the action of 
accepting a message after determining if the data and its 
origin are trustworthy. A node in the network can oper-
ate as both a trustee and a trustor: for departing data, it 
assumes the role of a trustee, enabling other nodes to 
determine if it can be accepted; for arriving communica-
tion, it can act as a trustor, determining the sender’s reli-
ability in real-time. Since the receiving node (the trustor) 
determines if the message is trustworthy and authentic at 
the time of delivery, a trustee is always a notification sent 
by one node to another.

1.2  Trust management model working

The basic assumption of the trust management model is 
that a kind of scale is used by all the nodes known as the 
“Trust Scale”. A complete trust level node that is 100 per-
cent reliable, the starting trust level, and the cut-off level 
are three typical values that can be taken into account 
concerning this scale [11]. The term "initial trust level" 
describes the amount of credit given to a node when it first 
joins the network and its trustors do not have any addi-
tional supporting information about its dependability. The 
"cut-off level" is the amount of confidence below which 
a node is deemed to be unreliable. Each node must par-
ticipate in the trust management procedure, and current 
records of other nodes’ reputations must be maintained. 
The Trust Table is created as a result of this data structure. 
Every entry in the trust database has a trust value assigned 
to it based on the trust scale. A dummy example of a Trust 

table based on the example network for node1 can be 
shown in Table 1.

Based on entries in the trust table, a node can approve 
any other node than itself. This process is referred to as 
recommendation [6]. Based on this, a model that contains 
details about each node in the network and generates the 
trust table can be created. Each node, message, a trust 
table item, and node’s reputation are further contained 
in the following entities, which might act as a part of the 
trust table.

The model execution is done through cycles and each 
cycle has two phases namely the data phase and the rec-
ommendation phase.

The contributions of this paper can be summarized as 
follows:

According to the reviewed literature, there is plenty of 
room for the use of machine learning architecture and the 
use of SI algorithm architecture to develop and advance 
sensor node trust.

• The trust model that has been created against the sen-
sor nodes is presented in this study together with its 
proposed work design and execution.

• The goal is to create a network with a high trust factor 
so that resources are not squandered, and the network 
can operate for an extended period.

• The proposed work is compared with a reward-based 
routing mechanism based on QoS parameters that are 
throughput, PDR, and delay.

The sensor nodes transfer data based on the require-
ment and to prevent the unwanted waste of resources 
within the network proper cluster arrangement of sensor 
nodes with higher trust level in the network is highly rec-
ommended. Various strategies have been used in order 
to provide solution but the problems still not encounter 
optimally. Hence in order to address the real time bottle-
neck issues related to network lifetime, we proposed an 
optimal solution which improves the ranking of the nodes 
with higher trust level. The proposed technique employed 
the statistical machine learning and swarm intelligence 
strategy with dragon fly algorithm in order to address 
the issues related effective rank generation of nodes and 
improving the network lifetime. The different QoS based 
parameters such as throughput, PDR and delay has been 

Table 1  Dummy example of 
Trust values of different nodes 
in the network

ID of Node Value of Trust

1 0.52
3 0.64
5 0.79
7 0.45
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used in order to evaluate the efficacy of the proposed 
model.

Table 2 illustrates the notations used in the paper.
The rest of the article is written in the following way. 

Section 2 illustrates the related work. Section 3 states the 
problem statement. Section 4 presents the detailed work 
architecture of the proposed algorithm. Section 5 contains 
the result and analysis. Section 6 gives the conclusion and 
future scope.

2  Materials and methods

Over time, there has been a revolution in the way that WSN 
sensors are designed. The development of sensors is taken 
into account, including their lightweight, small size, and 
low power consumption. Battery depletion, which causes 
a delay in sensing and transmitting data, however, con-
tinues to be a major problem. The research into various 

ways to assure network stability and reduce consumption 
of energy and end-to-end delay throughout data transfer 
has accelerated because of the growing effect of WSN in 
practical applications. The concept of trust management 
also played an important role over time.

The existing work illustrates the various trust manage-
ment techniques and models being used in the field of 
WSN. A dynamic protocol was suggested in this article to 
accommodate the requirements of varied applications. 
This protocol focuses on real-time large-data transmission, 
making it more effective to employ in IoT-based applica-
tions. The proposed protocol consists of algorithms for 
data transmission, neighbor discovery, and routing table 
creation. Five algorithms were demonstrated in this article. 
A neighbor finder algorithm is one of them. Each node’s 
cost to each of its neighbors as well as its cost to the BS are 
calculated. As a result, at the end of the procedure, each 
node can generate its own routing table. Pathfinder, the 
second approach, is suggested to discover the optimum 

Table 2  Abbreviations Abbreviations Definitions

WSNs Wireless sensor networks
IoT Internet of things
DFA_U-Trust Dragonfly Algorithm Updated-Trust
SI Swarm Intelligence
PDR Packet Delivery Ratio
ESRT Energy-aware and secure routing with trust
R-AODV Reliable AODV
TLB-AODV Lightweight trust-based routing protocol
AF-TNS Activation function based trusted neighbor selection
EATSRA Energy aware trust based secure routing protocol
BTEM Belief-based trust evaluation mechanism
ADT Authentication-based data trust
HRFCHE Hyper exponential reliability factor-based cluster head selection
MPOTFEM Markov process based opportunistic trust factor estimation mechanism
ATRM Agent-based trust and reputation management scheme
PLUS Parameterized and localized trust management scheme for sensor 

network security
TRGR Trust management scheme for resilient geographic routing
TBGRS Trust-based geographical routing scheme
STE Statistical trust establishment in WSNs
TCFL Trust model using fuzzy logic
BNWSN The Bayesian network trust model for WSNs
RFSN Reputation-based framework for sensor networks
TLEACH Trust based leach
BRMSN Behavior reputation method for sensor networks
TTSN Task-based trust management for WSN
HTRM Hybrid trust and reputation management
GTMS Group-based trust management scheme
DTMS Data trust management scheme
LSTM Long short-term memory
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path between sender and target (destination) nodes in 
the network. In contrast to many studies in the literature, 
this method operates more effectively because each node 
can modify its cost to target based on the information it 
acquired from nodes in its layer before broadcasting a 
packet to its neighbors. It effectively manages the CPU 
units and power. As a result, it behaves differently from 
greedy algorithms like Dijkstra and is more successful at 
locating optimized paths. Three additional data transmis-
sion techniques that can be used in a variety of situations 
and applications were also proposed. The three alterna-
tive mechanisms are suggested in order to demonstrate 
a dynamic routing system and broaden its usefulness. All 
of the proposed algorithms’ performances were assessed 
both theoretically and experimentally [12].

An energy-saving dynamic clustering method for wire-
less sensor networks is proposed in this research. Our 
objective is to reduce the likelihood of missing the target 
and improve tracking accuracy. Cluster creation and clus-
ter head selection make up the first phase. The following 
phase involves building a new cluster based on moving 
targets. Therefore, the cluster head determines the tar-
get’s present location. Target tracking in the environment 
will be done in a later phase by routing the target across 
nodes. This situation results in network-wide energy sav-
ings. We used the ns-2 simulator to implement our track-
ing technique. Our algorithm’s missing rate is 9% [13].

In order to identify the best paths, this article suggests 
two novel energy-efficient routing techniques based on 
the Incremental Grey Wolf Optimization (I-GWO) and 
Expanded Grey Wolf Optimization (Ex-GWO) algorithms. 
In addition, a general architecture has been suggested 
in this paper, allowing a variety of other metaheuristic 
algorithms to function adaptively alongside these algo-
rithms. The new fitness function is defined in the pro-
posed approaches to choose the next hop based on crite-
ria including residual energy, traffic, distance, buffer size, 
and hop size. These measurements are crucial for making 
further node decisions. These techniques’ primary goals 
are to reduce traffic, enhance associated systems’ fault 
tolerance, and boost their dependability and lifetime. The 
ideal values for these parameters are determined using the 
two metaheuristic methods outlined above. The offered 
approaches determine the optimum path of any length 
between any source and destination node. The established 
network and system were used in this investigation, and a 
simulation environment was used instead of a ready data-
set. The best path, as determined by the lowest cost of the 
best paths obtained using the suggested approaches, has 
thus been found. In distributed and decentralized peer-
to-peer systems, these techniques can be highly helpful. 
Network lifetime, alive node ratio in the network, packet 
delivery ratio and lost data packets, routing overhead, 

throughput, and other metrics are used to evaluate and 
compare performance [14].

On the basis of energy conservation while facilitating 
communication between sensor nodes across the entire 
network, the Energy Effective-Accuracy Routing (EEAR) 
protocol is recommended for wireless sensor networks 
in this study. Through the use of the data center gradi-
ent diffusion routing protocol, EEAR can preserve energy 
while maintaining communication and pathways that go 
to the sink. By detecting and controlling radio frequency 
and other components of additional sensor nodes, this 
is realized. The Gradient-Based Routing (GBR) and Naps 
topology management protocols were combined to create 
EEAR, which maintains a nearly constant level of routing 
accuracy without the use of geographic position informa-
tion. This protocol places additional nodes in a sleeping 
state after constructing communicative layers towards the 
sink while maintaining inter-layer connectivity. A node can 
actually enter a state of sleep in each layer by identifying 
some other nodes that can do its communication tasks 
in its place. EEAR produces significant results in continu-
ous and event-driven models towards query-driven mod-
els despite conformance with all data delivery types. In 
this study, we applied EEAR and contrasted it with other 
approaches including GBR, Naps, and GAF. According to 
simulation studies, EEAR performs at least as well as loca-
tion-based protocols in terms of topology control, rout-
ing, and energy conservation, as well as increasing packet 
delivery volume and lowering average packet delay [15].

The author discussed the trust models concept that is 
further categorized into three types namely “centralized” 
where the focus is on the head node of the network that 
undertakes the job of deciding the trustworthiness of the 
node based on the trust data collected on its own or by 
the data provided by all other nodes in the network, sec-
ondly, the “hierarchical” one in which network is divided 
into groups called clusters and it is the responsibility of 
cluster head to aggregate the data and calculating the 
trust and third one is “distributed” in which each node 
monitors its neighbour’s behaviour and their trustwor-
thiness is calculated. In nutshell, this paper discusses 
the nodes’ capabilities, the network restrictions, and the 
risks involved in terms of the lifetime and bandwidth of 
the network to design and implement the trust model for 
enhanced security [16].

Besides the fruitfulness gained by WSN through the 
trust model, various attacks on these trusted models are 
discussed. These attacks reduce the efficiency of the trust 
model. Bad mouthing attack, On–Off attack, selective 
behaviour attack, Sybil attack, newcomer attack, etc. A 
set of best practices is discussed for designing the trust 
model for WSN. A set of best practices can be identified 
as considering trust and reputation, trust and the base 
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station, first-hand information gathering, second-hand 
information gathering, initial values, granularity, updating 
and aging, risk, and importance. Through the analysis of 
different techniques in trust management, it is concluded 
that the set of best practices should be taken into account 
to get a successful trust model for WSN [17].

The authors discussed the various trust models for ordi-
nary WSNs and clustered WSNs.

For ordinary WSNs, two types of trust models are avail-
able i.e., Node trust models and Data trust models [7].

Authors proposed a new technique named ESRT, a new 
trust and energy-based routing protocol that gives effi-
cient flexibility against the faulty nodes and their behav-
iours experienced while forwarding packets. This tech-
nique looks at the distributed trust. The simulation results 
in the performance improvement of ESRT against existing 
techniques like R-AODV and TLB-AODV when these are dis-
closed to various numbers of problematic nodes and fluc-
tuating network demand [8]. The authors presented their 
work on the data trust model and used data correlation 
techniques to create defect detection and data restoration 
approaches. [18].

To improve network security for resource-constrained 
WSNs, this study suggests AF-TNS. To maintain the neigh-
bours’ level of trustworthiness, AF-TNS operates in two 
phases: trust evaluation with constrained energy and 
metric-based node evaluation. The AF’s difficult decision-
making process is made simpler by the random Tran sig-
moid function’s use of trustworthiness to maintain net-
work performance and untrusted nodes. According to the 
results of the simulation, AF-TNS increases the likelihood 
that malicious activity will be detected and extends the 
lifetime of the network. According to the experimental 
findings, the AF-TNS approach ensures a minimum of 8.5 s 
of latency, 8.53 J of energy, 149 kbps of throughput, and 
390 s of network lifetime when delivering network infor-
mation. It also has a lower false detective rate of 1.5% [19].

To provide WSNs with optimum and safe routing, the 
new secure routing algorithm EATSRA is presented and 
implemented in this study. In this approach, the decision 
tree-based routing algorithm is utilized to choose the best 
and most secure path, and the trust scores are used to 
more effectively detect attackers in WSN. Additionally, spa-
tial–temporal restrictions have been employed to make 
routing decisions. Through simulation-based testing, it has 
been found that the proposed EATSRA performs better by 
consuming less energy and improving security and packet 
delivery ratio [20].

In this paper, an efficient BTEM technique is proposed 
whose purpose is to defend the faulty nodes and internal 
attacks. For gathering the direct and indirect trust values 
of all the sensor nodes, Bayesian estimation is applied, and 
the correlation of data is done for a further selection of 

trustworthy nodes to forward the data packets. Simulation 
results state that not only it identifies and then isolate the 
faulty nodes but also the false positive detection rate is 
improved. As compared to other algorithms like AF-TNS 
[15] and Trust Doc [17], it has a better ability to defend 
against attacks [18].

The system is now safe and secure thanks to the integra-
tion of ADT. It is anticipated that integrating Equation for 
Scheduler-based Node Trust will enhance performance in 
terms of transmission overhead, a clustered method Using 
the scheduling technique, interdependence has been built 
between trusted nodes. The ability of trustworthy nodes 
to manage resources and memory has improved with the 
integration of task-scheduling mechanisms. Nodes may 
now manage memory and compute resources thanks 
to this technique. Communication is more reliable when 
data trust and cryptography techniques are combined. The 
proposed method used the intra-cluster (CM) and inter-
cluster (CH) approaches to reduce the packed transmission 
overhead [21].

The HRFCHE through the Semi-Markov scheme is a pre-
diction method that integrates energy and trust assess-
ment to extend the lifetime of the network. The results 
of HRFCHE show that it performs better than competing 
cluster head election techniques because it increases the 
lifetime of the network and decreases energy usage by 
28% and 34%, respectively [22].

A reliable method for choosing the right CH based on 
the use of an opportunistic parameter is the suggested 
MPOTFEM. The Markov chain and Preventive Mainte-
nance (PM) idea are included in this proposed MPOTFEM 
scheme for determining how well the network is main-
tained. By reducing the frequency of CH elections, it is 
found that evil nodes do not become CHs. According to 
the simulation results, the suggested mechanism outper-
forms the existing ones in maintaining the average per-
centage of live and dead nodes in the network at 10.82% 
and 11.36%, respectively. The findings demonstrate that, 
in comparison to the widely used CH election processes, 
the suggested mechanism is capable of providing aver-
age improvements in PDR and Throughput of 9.14% and 
10.56% [11].

This paper’s contribution is the suggestion of LEACH-
TM, an energy-efficient and trust management-based 
hierarchical routing system. The benefits of this tech-
nique include increasing the accessibility of the network, 
extending the network’s life, and improving the network’s 
capacity to fend off threats. The number of dynamic deci-
sion cluster head nodes, based on residual energy, and the 
density of neighbour nodes can all be used to better limit 
the cluster’s size to improve energy efficiency and prevent 
excessive node energy consumption. The simulation find-
ings show that the LEACH-TM outperforms LEACH-SWDN 
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and LEACH in terms of prolonging the life of the network 
and regulating energy usage. According to an investiga-
tion of the amount of transmitted data packets, the addi-
tion of trust value in the Beta-based trust control frame-
work can effectively minimize the impact of compromised 
nodes on the choice of cluster heads and retain security 
third-party routing nodes, which can significantly improve 
network security [23].

In this study, the authors suggested a brand-new 
approach for assessing trust. This model combines behav-
ioural information as well as historical information, in 
addition to being able to fully utilize sensor data. Accord-
ing to the data trust, it can determine a node’s state. The 
approach has a greater anomalous detection rate com-
pared to the assessment model (which simply considers 
behaviour trust). Additionally, a straightforward weighted 
average method is used to determine the trust value. Thus, 
it is lightweight enough to work effectively with WSNs 
without having a lot of overhead. A trust evaluation model 
can also dynamically build and update a trust list at the 
same time. The data fusion only takes into account the 
data from a trusted node when using the trust list, which 
saves on communication costs and lowers energy usage. 
OMNET +  + simulation results demonstrate that the trust 
model can increase node survival time and provide a more 
accurate picture of their state. Furthermore, compared 
to the LDTS model, the trust model has a higher rate of 
anomaly detection [26]. Authors anticipate that our meth-
odology for evaluating trust will contribute to the accuracy 
of sensor data [24].

The authors proposed a new ribbon structure associ-
ated with C-MAC along with data aggregation and multi-
hoping techniques. The energy is saved by reducing the 
time slots for data aggregation thereby increasing the 
saved energy. The proposed work can be applied to event 
detection also [41].

Based on reinforcement learning’s Q learning model, 
the authors suggested an enhanced route discovery pro-
cess. This is used to enhance the reward-based learning 
mechanism thereby improving the QoS parameters and 
decreasing the delay observed while overall communica-
tion is performed in WSN [42].

The concept of trust is discussed for providing secu-
rity and privacy and reliable communication in the net-
work whether a case of a distributed network is there, or 
a cloud is there [43].

An EEPC protocol has been proposed by engaging 
enhanced PSO and sensor data fusion techniques for 
enhancing the network lifetime and improvement 
in monitoring and tracking environment techniques 
[44]. A novel mechanism for the distribution of cred-
its among nodes is proposed to eliminate the self-
ish behaviour prevailing in the network. An agent is 

allotted for the management of credits based on each 
node’s trust value [45]. Memory and energy are two 
resources that are scarce in wireless sensor networks. 
Enhancing network longevity has drawn more and 
more attention in recent years. The longevity of a net-
work is significantly influenced by node energy. How-
ever, there is growing worry over network longevity 
along with this astonishing growth in wireless sensor 
networks. This study’s main goal is to better understand 
how various factors can affect the choice of a cluster 
head. A hybrid methodology that is normally based on 
the node’s energy was used in this investigation. The 
energy of the node, the energy of the node’s neighbors, 
the number of hops, and the number of links to neigh-
bors have all been used by the authors to select the 
cluster head. Each of these factors influences how the 
cluster head is chosen. They precisely noted hop size, 
energy of each sensor node, average energy of sensor 
neighbors, linkages to sensor nodes (HEEL), and other 
parameters. ranking nodes Power-Efficient Gathering 
in Sensor Information System (PEGASIS), Energy-Aware 
Clustering Scheme with Transmission Power Control 
for Sensor Networks (EACLE), Low Energy Adaptive 
Clustering Hierarchy (Nr-LEACH), Modified Low Energy 
Adaptive Clustering Hierarchy (ModLEACH), Low Energy 
Adaptive Clustering Hierarchy-B (LEACH-B), Low Energy 
Adaptive Clustering Hierarchy (LEACH), and Hybrid 
Energy Efficient Distributed Cluster [46, 47]. In wire-
less sensor networks, effective resource use is a crucial 
problem. Energy is one of the most vital resources, and 
clustering structure has a significant impact on how 
effectively it is used. To fully utilize the advantages of 
these architectures, however, efficient and appropri-
ate cluster head (CH) elements must be chosen. It is 
necessary to perform additional processing in order to 
solve the non-deterministic polynomial-time (NP-hard) 
problem of choosing the right CHs and determining 
the best coefficients for each parameter of a pertinent 
fitness function in CHs election. As a result, this paper’s 
goal is to address the connected challenges while also 
suggesting effective ways to reach the main objective 
[51–54] (Table 3).

2.1  Existing trust management techniques

Some of the existing approaches are TBGRS, TCFL, STE, 
BNWSN, RFSN, TTSN and many others [27–40]. Some of 
the existing approaches in Trust Management are dis-
cussed in the above table along with their methodol-
ogy, performance metrics, advantages, disadvantages, 
simulation tools used, purpose, and trust values as key 
indicators to choose the suitable model according to the 
need [9].
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2.2  The problem statement

A network can be characterized as a collection of sensor 
nodes that are dispersed at random. While some sensors 
serve as intermediate nodes, others are designated as 
the transmission source. Via their participation in route 
setup activities, malicious sensors try to hinder network 
performance. It is anticipated that every sensor will take 
part in the routing procedure. Every sensor has a pre-
ventive record that contains misbehaviour nodes and 
a reliable list that stores the nodes’ trustworthy values. 
The routing table of each node will increase the number 
of entries to contain the value of the reliability of other 
nodes. The following queries can help to summarize the 
issue:

• Which are the nodes in the deployed network that can 
be trusted?

• How an accurate trust threshold can be specified to dif-
ferentiate between malicious nodes and trustworthy 
nodes?

• How the misbehaving nodes can be detected in the 
network?

• Which nodes should be considered as the next best 
hop in the route thereby resulting in minimizing the 
power consumption and maximizing the network life-
time?

As related to literature survey [12–20], certain key con-
cepts are employed in the proposed technique such as 
distance of node from the base station, cluster creation 
and cluster head selection, route discovery, AODV concept, 
trustworthiness of route as well as node.

2.3  The proposed technique

To find out the solution for increasing the security and 
trust factor in the network and in return, enhancing the 
network lifetime, a model can be proposed.

The model in Fig. 1 states the relationship between 
the Service Consumer and the Service Provider. The ser-
vice consumer requests the service provider by sending 
the Route Request for the suitable route through which 
the consumer can transfer the information to the desti-
nation in a reliable way. In place of this, the service pro-
vider acknowledges the service consumer by sending an 
acknowledgment if any reliable route is free to transfer the 
data at the given time. In the territory of service providers, 
many jobs are taking place. There is a Node List that con-
tains N number of nodes that are bound together within 
a structure known as Service Layer Structure. It is so called 
because every exchange of information done is in the form 
of service that is Requests are there and they are being 
served to result in fruitful communication.

The offering Consumers submit requests for data 
access, and the architecture of the nodes that are linked 
to one another through service orientation comprises 
the provisioning blocks. The proposed technique 
deploys nodes in a heterogeneous environment where 
each sensor node has a variety of sensing and buffer 
capabilities. The nodes that have the data that the user 
has requested are known as the source nodes. Based 
on the evaluated QoS parameters, the node’s trust is 
assessed. It is difficult to implement the trust value at the 
node level since each node has a zero initial trust value 
and participates in many route formations. Based on the 
reviewed algorithms from the SI list in the related work 

Table 3  Existing Trust Management Techniques

Classification 
criteria

ATRM [27] PLUS [28] TRGR [29] TLEACH [35] BRMSN [36] HTRM [38] GTMS [39] DTMS [40]

Year 2005 2006 2007 2008 2009 2010 2011 2016
Purpose Faulty nodes 

detection
Faulty nodes 

detection
Trust based 

route
Trust based 

routing
Faulty nodes 

detection
Relationship 

establish-
ment

Faulty nodes 
detection

Faulty data 
detection

Methodology Trust com-
putation 
through 
mobile 
agents

Recommen-
dations

Neighbor, 
packet his-
tory

Beta distrib-
uted

Similarity 
matrix

Behavior 
based trust

Time based 
past inter-
action

Data correla-
tion

Trust values – 0–1 0–1 0–1 0–1 0–1 0–100 Range from -1 
to + 1

Architecture Centralized DISTRIBUTED Distributed Centralized Distributed Centralized 
and distrib-
uted

Clustered –

Tool used for 
simulation

– C++ NS2 OMNET++ MATLAB JAVA SENSE Self-written
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section [48–50], the swarm intelligence algorithm was 
used in the suggested study. Due to MATLAB’s resources 
being readily available for wireless simulations, the 
entire project has been simulated on it.

The workflow of the entire procedure has been dis-
cussed in Fig. 2 followed by the Algorithm 1.

As stated in Algorithm 1, the network is deployed and 
cluster heads selection is done on the basis of LEACH algo-
rithm. The source node and destination node are discov-
ered in the network. CHs for source node and destination 
node are found out. Then AODV is initiated for broadcast-
ing the RREQ and RREP is awaited from all the nearby CHs. 
Hence, Route Discovery is performed [51]. Once routes 
are discovered, QoS parameters are evaluated for all the 

routes thereby resulting in repository. K-means is applied 
for distinguishing the routes as Good, Bad and Moderate. 
Machine Learning helps in training and classifying the 
data, thereby resulting in the routes and nodes respec-
tively, having higher ranks and lower ranks [52]. The lower 
ranks are avoided and higher ranks are considered in order 
to enhance the energy efficiency and lifetime of network. 
Figure 3 lights up the flow of the methodology being intro-
duced in Trustnet. It is defined in detail in further section 
along with the figures.

The proposed work is comprised of heterogenous 
nodes that are deployed in the wireless field. To design 
the simulation environment, data acquisition toolbox 

Fig. 1  Trustnet: System Model for Proposed Work

Fig. 2  Trustnet proposed 
workflow
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has been utilized in MATLAB development environment 
(Fig. 4).

Initially the nodes were deployed using a network 
length and width of 1000/1000 m whereas the size of the 
network is increased to check the performance of the net-
work and to check the possible elasticity in the designed 
network. In the first instance, the broadcasting node sends 
the data to its related CH for communication. To divide the 
data into multiple groups based on the locations. The CH 
is initially selected with the maximum battery in stock. The 
CH gets a rotational shift when it comes to selecting the 

CH viz. for a certain interval of time, a node can remain 
CH. Once a node becomes CH, all the nodes of the specific 
region will be sending data via. Its cluster head only. This 
concept has been borrowed from Least Energy Adaptive 
Routing Hierarchy (LEACH). The CH broadcasts the route 
requirements that includes the destination information 
and the direction of the destination. Now the seeker CH 
gets reply as Route Reply(R-REP) against the request made 
viz. Route Request(R-REQ).

The algorithm architecture to perform each single step 
that has been described here is popularly known as on 
demand distance vector routing protocol (ODV) [53] and 
if it is applied to mobile network, it would be termed as 
Ad-hoc-ODV(AODV) [54]. The proposed work uses the ODV 
architecture here and computes the following parameters 
in terms of QoS for the further computation (Table 4).

Considering the first route, there are a total number of 
6 nodes in the list. As 42nd node is the source node that is 
associated with CH  2. The source node transfers the pack-
ets to the concerned CH and CH2 further broadcasts the 
requirement to other CHs. Based on the application of the 
algorithm illustrated earlier in this section, the proposed 
work chooses CH3 and CH4. CH4 further passes the data 
to 5 whose response time to acknowledge the data packet 
expires after a certain given threshold. In such a situation 
the respondent chooses CH9 which contains the destina-
tion node.

The proposed work aggregates the data for 10,000 
simulations so that an analysis can be performed over the 
aggregated data. The proposed work reselects the data 
after the same threshold number of simulations. All the 
simulation architecture is done to attain maximum lifetime 
in the overall network. As it has been illustrated earlier also 
that lifetime refers to total amount of time that a node 
spends in the network. Here the lifetime of a sensor node 
is directly proportional to the power consumption as the 
total remaining power will evaluate the total time of sur-
vival of the sensor node.

The proposed work uses k-means clustering algorithm 
[55] to divide the data into 3 possible segments, namely 
good routes, moderate routes and bad routes. The pur-
pose is to create a rank of the nodes based on the learn-
ing behavior of the node under given circumstances. As 
k-means is not able to label the divided groups due to 
its supervised behavior, the proposed work uses Fuzzy 
logic to label the divided segments [56]. The application 
of k-means algorithm has been done using statistical 
machine learning toolbox (SML)that is supplied in MAT-
LAB for processing and communication of statistical data. 
As it has been illustrated earlier that k-means algorithm 
has been applied over the aggregated data to divide them 
into three categories namely good, moderate and bad, the 
deployment has been done using SML toolbox of MATLAB.

Algorithm 1  Trustnet: Proposed Algorithm

Fig. 3  Trustnet proposed methodology
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The data distribution, as in Fig. 5, has been done on the 
base of namely Throughput, PDR and Power Consump-
tion. The fuzzy labelling has been done with the following 
pseudo code with Fuzzy inference engine. The proposed 
work has developed a Mamdani rule set. The inference 
engine has two sets of inputs and one set of output.

As shown in Fig. 6, the fuzzy engine is made up of two 
input parameters namely the R-MSE and SE. Each input set 
is bonded with Shweta Mamdani rule engine the produces 
the class as the output function.

As shown in Fig. 7, the surface viewer is the 3d map-
ping of the input and the output set. The input set that is 
MSE and SE are mapped via several membership function 
values that are associated as SE and MSE. The maximum 
and minimum range for both MSE and SE is between 0–1 

whereas the output viz. the class lies in a membership 
value of 0.2 for minimum and 0.8 for maximum.

As has been discussed, the trust model generation 
involves two processes. The first part aggregates the data 
based on the collected routes, the proposed trust genera-
tion mechanism divides the data into three segments and 
labels them as “Good”, “Moderate” and “Bad”. The section 
aims to further use the generated class objects viz. the 
route records to publicize the rank of the routes followed 
by the rank of the nodes. The node ranking procedure will 
help in selecting the CH when the route discovery pro-
cess will be made. The proposed work generates two step 
trust generation post the application of fuzzy logic. The 
first phase and the second phase are for the generation 
of trust value based on the entire route and based on the 
node. Phase 1 aims to rank down the routes of each cat-
egory and the second phase ranks down the nodes as per 
their categorization in the GTs formed.

The trust is calculated only for the classified GT value 
from a trained architecture that is attained by Levenberg 
Feed Forward and Back Propagation mechanism. The pro-
posed work has been implemented on MATLAB simula-
tion tool that supports the propagation behaviour utiliz-
ing Neural Networks (NN) toolbox. The toolbox supports 
a range of training algorithms that are based on neural 
engines, but as Levenberg supports the forward move-
ment and the backward movement and hence it has been 
considered as the algorithm to be a part of the proposed 
work.

As shown in Fig.  8, the training model is supplied 
with three input values viz. the throughput, PDR and 
delay. The delay is one of the major reasons in WSN for 

Fig. 4  Deployed network with 
50 nodes and 1000/1000 area

Table 4  Discovered routes

Route ’Throughput’ ’PDR’ ’Power Con-
sumption’

[2, 3, 3, 4, 4, 4, 5, 
5, 9]

2440.3331 0.95545367 2.07457767

1 × 19 double 918.182245 0.91584899 4.23670207
1 × 26 double 643.437035 0.88402177 1.64416218
1 × 35 double 447.481595 0.84383968 3.85946479
1 × 40 double 340.068105 0.83198692 2.17562956
1 × 45 double 258.707342 0.8019026 1.62258756
1 × 50 double 203.461082 0.77954456 1.59450671
1 × 59 double 154.471017 0.73835408 4.50281664
1 × 64 double 123.641738 0.71779509 2.61584728
1 × 73 double 94.5198129 0.66945762 3.29621479
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reduced lifetime. Lifetime refers to the total amount of 
time which a sensor node spends in a network to trans-
fer, receive and aggregate the data packets from one end 
to another end. More delay will consume more power 
from the sensor nodes as the nodes will be consuming 
idle time energy. The trained Neural Network will be 
used to categories the node based on its classified rank. 
Once the network is trained, the classification score of 
the route will act as an activator of the dataset. The trust 
generation process is attained using the Dragon fly algo-
rithm. The algorithm iteratively evaluates the fitness of 
different dragonflies based on their alignment and cohe-
sion with other dragonflies in the same group, as well as 
their distance to a global food value. The algorithm also 
includes a random population generation and simulates 
Levy flights to explore the search space. The algorithm 
initializes several variables, including the number of 
dragonflies, a list of selected dragonflies, and a counter 
for the number of selected dragonflies. It then loops over 
each dragonfly in the dataset and performs the dragon-
fly optimization process. During each iteration, the cur-
rent dragonfly is selected, and its group order and global 
food value are determined. The algorithm generates a 
random population of dragonflies and simulates Levy 
flights. The alignment and cohesion of each dragonfly 
in the population are calculated, and a fitness value is 

computed based on the dragonfly’s alignment, cohesion, 
and distance to the global food value. The fitness values 
are used to determine which dragonflies are selected for 
the next iteration. If the average reward of the dragon-
flies in the current iteration is greater than 60, the cur-
rent dragonfly is added to the list of selected dragonflies. 
The code also prints a message indicating whether the 
dragonfly was accepted or rejected. Overall, this code 
appears to be a working implementation of the drag-
onfly algorithm for optimization, although its effective-
ness will depend on the specifics of the problem being 
solved and the parameter values used. The proposed SI 
algorithm helps to choose most appropriate CH based 
on the ranking of the node defined as per the cohesion 
and alignment of the dragonfly algorithm.

3  Results

In justify the research work, the section presents the 
evaluation of the proposed model and its performance 
analysis to claim its effectiveness. The simulation param-
eters used in the analysis are network throughput, 
packet delivery ratio and the observed network delay. 
The parameters used in the simulation analysis are listed 
in Table 5.

Fig. 5  Data distribution in 
three clusters based on three 
parameters
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A comparative analysis-based evaluation is pre-
sented in the following section evaluating the pro-
posed work for three performance measures namely, 
throughput, PDR and delay. To further, present a 

comparative analysis, the proposed “ Trustnet” scenario 
compared with reference to variation in the simula-
tion rounds ranging to 100 against four existing stud-
ies such as “Improved CH selection using Q-Learning” 

Fig. 6  Fuzzy rule engine

Fig. 7  Surface viewer
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based technique(RRM) proposed by Kaur et al. 2022, 
“Improved Bkd-Tree-Inspired Energy-Efficient Clus-
tering-based Routing Protocol” (IBkd-Tree-IEFCRP) 
proposed by Janakiraman 2020, Fuzzy based “Ant 
colony optimization”(ACO) technique using hybrid 
protocol(FUCARH)” proposed by Arjunan and Sujatha 
2018, “A multihop and data aggregation based modified 
media access control mechanism called co-operative 
MAC enhanced lifetime (C-MACEL)” proposed by Jothip-
rakasam and Muthial 2018 in order to obtain the sig-
nificant outcomes in terms of performance parameters.

Throughput Analysis
In this analysis, the throughput has been computed 

for 150 nodes over different rounds of simulations such 
as 100. The proposed technique has been compared 
with other techniques such as RRM, IBkd-Tree-IEFCRP, 

FUCARH and C-MACEL, in order to find the optimal aver-
age throughput value.

It is observed from Table 6 that the average value of 
Throughput over 100 simulations for 150 nodes have 
been computed for techniques such as RRM, IBkd-Tree-
IEFCRP, FUCARH, C-MACEL and Trustnet are 8451.6306 
Mbps, 8250.0886 Mbps, 8213.467733 Mbps, 7991.8692 
Mbps and 8564.634467 Mbps respectively. The obtained 
results showed that the proposed technique has the high-
est Throughput average value i.e., 8564.634467 Mbps over 
other techniques due to the integrated machine learning 
and SI strategy which enhance the performance of the QoS 
parameters.

In Fig. 9, the throughput improvement analysis is eval-
uated in order to find the best average value using 150 
nodes against 100 rounds of simulations by comparing 
the proposed with other techniques.

Figure  9 represents the Throughput improvement 
analysis over 100 rounds of simulation. The proposed 
technique has shown a significant improvement in the 
throughput value as compared to other techniques such 
as RRM, IBkd-Tree-IEFCRP, FUCARH and C-MACEL. It is 
observed from the obtained results that the proposed 
technique has shown enhanced throughput with an 
increment in the simulation count. When 150 nodes are 
included for analysis, the proposed technique shown 
the average throughput improvement percentage value, 

Fig. 8  The Levenberg training 
model

Table 5  Simulation Architecture

Parameters Description

Network Size 1000 m by 1000 m
Number of nodes 150
Number of Simulation Rounds 1000
Improved trust model Fuzzy logic and error metrics
Ranking Architecture Artificial Neural Network
Evaluation Parameters Throughput, PDR, Delay
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1.35% over RRM, 3.80% over IBkd-Tree-IEFCRP, 4.26% over 
FUCARH and 7.15% over C-MACEL. The obtained results 
showed that the proposed technique outperformed the 
other techniques due to the involvement of fuzzy logics 
which enhance the trust level of nodes.

PDR Analysis
In this analysis, the PDR has been computed for 150 

nodes over different rounds of simulations such as 100. 
The proposed technique has been compared with other 
techniques in order to find the optimal average PDR value.

It is observed from Table 7 that the average value of PDR 
over 100 simulations for 150 nodes have been computed 
for techniques such as RRM, IBkd-Tree-IEFCRP, FUCARH, 
C-MACEL and Trustnet are 0.903066667, 0.874133333, 
0.8366, 0.823866667 and 0.911 respectively. The obtained 

results showed that the proposed technique has the high-
est PDR average value i.e., 0.911 over other techniques 
due to the involvement of neural network with regression 
mechanism which improves the classification score of the 
routes.

In Fig. 10, the PDR improvement analysis is evaluated to 
find the best average value using 150 nodes against 100 
rounds of simulations by comparing the proposed with 
other techniques.

Figure 10 represents the PDR improvement analysis of 
over 100 rounds of simulation. The proposed technique 
Trustnet has shown a significant improvement in the PDR 
value as compared to other techniques implemented RRM, 
IBkd-Tree-IEFCRP, FUCARH, C-MACEL. It is observed from 
the obtained results that the proposed technique has 
shown enhanced PDR with an increment in the simula-
tion count. When 150 nodes are included for analysis, the 
proposed technique shown the average PDR improvement 
percentage value, 0.88% over RRM, 4.23% over IBkd-Tree-
IEFCRP, 8.89% over FUCARH and 10.56% over C-MACEL. 
The obtained results showed that the proposed technique 
outperformed the other techniques due to the involve-
ment of SI which improves the trust nodes during rank 
generation and increases the network lifetime.

Delay Analysis
In this analysis, the delay in seconds has been com-

puted for 150 nodes over different rounds of simulations 
such as 100. The proposed technique has been compared 
with other techniques in order to find the minimum aver-
age delay value.

It is observed from Table 8 that the average value of 
delay over 100 simulations for 150 nodes have been 
computed for techniques implemented by Kaur et al. 
2022, Janakiraman 2020, Arjunan and Sujatha 2018, 
Jothiprakasam and Muthial 2018 and proposed are 
3.626933333  s, 3.725  s, 3.736533333  s, 3.8742  s and 

Table 6  Throughput analysis at 100 simulations

Number 
of Nodes

Trustnet RRM IBkd-Tree-
IEFCRP

FUCARH C-MACEL

10 8171.66 7996.28 7931.13 7839.39 7685.86
20 8211.07 8085.44 7958.01 7926.65 7691.86
30 8286.28 8132.57 7976.92 8005.56 7782.66
40 8340.35 8193.58 8052.63 8073.62 7867.53
50 8396.63 8259.64 8131.07 8148.74 7941.36
60 8481.22 8354.96 8206.82 8165.6 7970.43
70 8544.67 8405.57 8262.65 8217.86 7975.66
80 8575.66 8450.39 8286.14 8225.22 8033.24
90 8586.93 8542.35 8383.88 8226.77 8060.4
100 8664.56 8582.13 8394.61 8270.96 8078.21
110 8720.48 8585.45 8401.36 8330.64 8094.96
120 8781.85 8671.95 8405.32 8333.74 8132.7
130 8844.94 8757.14 8417.82 8431.12 8154.79
140 8896.19 8850.3 8443.62 8500.31 8188
150 8967.02 8906.72 8499.36 8505.84 8220.4

Fig. 9  Throughput improve-
ment analysis at 100 simula-
tions
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3.238933333 s respectively. The obtained results showed 
that the proposed technique has the minimum delay 
average value i.e., 3.238933333 s over other techniques 
due to the involvement of fuzzy logics which enhance 
the trust level of nodes.

In Fig. 11, the delay improvement analysis is evalu-
ated in order to find the least average value using 150 
nodes against 100 rounds of simulations by comparing 
the proposed with other techniques.

Figure 11 represents the delay improvement analy-
sis (in seconds) over 100 rounds of simulation. The pro-
posed technique has shown a significant improvement 
in the delay value as compared to other techniques 
implemented by Kaur et al. 2022, Janakiraman 2020, 
Arjunan and Sujatha 2018, Jothiprakasam and Muthial 
2018. When 150 nodes are included for analysis, the 

proposed technique shown the average delay improve-
ment percentage value, 10.52% over Kaur et al. 2022, 
12.56% over Janakiraman 2020, 12.69% over Arjunan 
and Sujatha 2018 and 15.96% over Jothiprakasam and 
Muthial 2018. The obtained results showed that the pro-
posed technique outperformed the other techniques 
due to the involvement of ANN with fuzzy logics which 
enhanced the trust node ranking generation.

This section presented the results  obtained while 
designing the efficient strategy for data delivery through 
optimal route. The proposed model employed machine 
learning and swarm intelligence-based neural network 
approach which has been evaluated and compared with 
other techniques as RRM, IBkd-Tree-IEFCRP, FUCARH, 
C-MACEL to find the higher level of trust node during 
the ranking generation process to increase the overall 
lifetime of the network. The results are obtained using 
the MATLAB simulation tool in terms of different QoS 
parameters such as Throughput, PDR, and Delay for dif-
ferent rounds of simulation (100).

4  Discussion and future scope

An enhanced version of the dragonfly optimization 
method can be applied in this study to achieve the 
best area coverage and energy consumption reduction. 
Throughput, PDR, and delay were the three measures this 
paper utilized to gauge its effectiveness. The outcomes of 
the proposed strategy were contrasted with those of some 
previously reported methods. Simulations demonstrated 
that, in terms of the given performance parameters, the 
suggested strategy outperformed the other evaluated 
methods. In this paper, SI can be implemented for finding 
reputation and trust management. The Levenberg Mar-
quardt algorithm is used for training the network.

Table 7  PDR analysis at 100 simulations

Number 
of Nodes

Trustnet RRM IBkd-Tree-IEFCRP FUCARH C-MACEL

10 0.859 0.831 0.805 0.791 0.859
20 0.868 0.836 0.806 0.801 0.868
30 0.873 0.839 0.81 0.811 0.873
40 0.877 0.849 0.813 0.813 0.877
50 0.883 0.852 0.818 0.815 0.883
60 0.889 0.862 0.827 0.817 0.889
70 0.899 0.867 0.83 0.821 0.899
80 0.906 0.877 0.833 0.824 0.906
90 0.913 0.887 0.839 0.829 0.913
100 0.919 0.889 0.846 0.831 0.919
110 0.926 0.892 0.854 0.835 0.926
120 0.928 0.894 0.862 0.839 0.928
130 0.93 0.905 0.866 0.841 0.93
140 0.935 0.912 0.869 0.843 0.935
150 0.941 0.92 0.871 0.847 0.941

Fig. 10  PDR improvement 
analysis at 100 simulations
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The performance analysis of Trustnet shows number of 
future prospects to address the trust and security in data 
transmission in WSN. Some of the notable future expan-
sion involves fusion of deep learning, animal-based meta-
heuristics, and fuzzy logic heralds a promising in resolving 
complex network challenges. Novel algorithms with deep 
learning’s prowess with meta-heuristics’ efficiency will be 
tailored to specific networking contexts, optimizing net-
work parameters while balancing exploration and exploi-
tation. Real-time anomaly detection using deep learning 
models will support security by identifying threats within 
traffic patterns, complemented by fuzzy logic-driven adap-
tive security measures.

• An enhanced node evaluation via deep learning’s his-
torical data processing, paired with fuzzy logic trust 
assignments, promises more reliable node ranking.

• Optimized route discovery, aided by meta-heuristics, 
and congestion prediction through deep learning fos-
ter efficient networking. These hybrid methods also 
extend network lifespan by predicting energy usage 
patterns and preempting failures.

• With applications transcending networking, ethical 
considerations for increasingly autonomous algorithms 
will be addressed, ensuring responsible and privacy-
centric operations in domains like IoT, smart cities, 
healthcare, and industrial automation.

5  Conclusion

The sensor nodes transfer data based on the require-
ment and to prevent the unwanted waste of resources 
within the network proper cluster arrangement of sensor 
nodes with higher trust level in the network is highly rec-
ommended. Various strategies have been used in order 
to provide solution but the problems still not encounter 
optimally. Hence in order to address the real time bot-
tleneck issues related to network lifetime, we proposed 
an optimal solution which improves the ranking of the 
nodes with higher trust level. The Trustnet technique 
employed the statistical machine learning and swarm 
intelligence strategy with dragon fly algorithm in order 
to address the issues related effective rank generation 
of nodes and improving the network lifetime. The differ-
ent QoS based parameters such as throughput, PDR and 
delay has been used in order to evaluate the efficacy of 
the proposed model. This presented the results obtained 
while designing the efficient strategy for data delivery 
through optimal route. The proposed model employed 

Table 8  Delay analysis at 100 simulations (in Seconds)

Number 
of Nodes

Trustnet RRM IBkd-Tree-IEFCRP FUCARH C-MACEL

10 2.542 2.636 2.738 2.764 2.858
20 2.673 2.778 2.803 2.78 2.963
30 2.686 2.986 2.988 2.891 3.044
40 2.702 3.218 3.148 3.134 3.11
50 2.818 3.403 3.344 3.25 3.325
60 2.881 3.488 3.351 3.31 3.596
70 3.061 3.497 3.388 3.578 3.63
80 3.262 3.526 3.537 3.594 3.836
90 3.269 3.608 3.823 3.733 4.154
100 3.473 3.806 4.045 4.006 4.205
110 3.64 3.886 4.176 4.159 4.358
120 3.709 4.21 4.446 4.449 4.586
130 3.764 4.396 4.498 4.647 4.719
140 4.002 4.399 4.621 4.842 4.828
150 4.102 4.567 4.969 4.911 4.901

Fig. 11  Delay improvement 
analysis at 100 simulations
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machine learning and swarm intelligence-based neural 
network approach which has been evaluated and com-
pared with other techniques such as RRM, IBkd-Tree-
IEFCRP, FUCARH, C-MACEL in order to find the higher 
level of trust node during the ranking generation pro-
cess to increase the overall lifetime of the network. The 
results are obtained using the MATLAB simulation tool in 
terms of different QoS parameters such as Throughput, 
PDR, and Delay for different rounds of simulation (100, 
200, 500 and 1000). (1) For 100 simulations, the average 
Throughput (Mbps) values for techniques such as RRM, 
IBkd-Tree-IEFCRP, FUCARH, C-MACEL and Trustnet are 
8451.6306 Mbps, 8250.0886 Mbps, 8213.467733 Mbps, 
7991.8692 Mbps and 8564.634467 Mbps respectively. (2) 
For 100 simulations, the average PDR values for tech-
niques such as RRM, IBkd-Tree-IEFCRP, FUCARH, C-MACEL 
and Trustnet are 0.903066667, 0.874133333, 0.8366, 
0.823866667 and 0.911 respectively. (3) For 100 simula-
tions, the average Delay(sec) values for techniques such 
as RRM, IBkd-Tree-IEFCRP, FUCARH, C-MACEL and Trust-
net are 3.626933333 s, 3.725 s, 3.736533333 s, 3.8742 s 
and 3.238933333 s respectively. With the involvement of 
deep learning and fuzzy logic techniques that enhances 
the security of complex networks from threats, along 
with the proposed technique can open new areas for 
research for exploring more in life time of network.
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