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Abstract
This paper mainly updates the image segmentation and multi-target recognition algorithm through the support vector 
machine algorithm in ML, and verifies the reliability of the new proposed algorithm through simulation experiments, 
and determines that the ML-based image segmentation and multi-target recognition algorithm can have stronger pro-
cessing capability in image recognition and processing. Finally, the performance of traditional image segmentation and 
multi class object recognition algorithms and the image segmentation and multi class object recognition algorithms 
proposed in this paper were compared through experiments. The results showed that the performance of the ML based 
image segmentation and multi class object recognition algorithms proposed in this paper has increased by 29.1% on 
average in all aspects.

Article Highlight
This paper studies the different modes of machine learning algorithm models, and combines machine learning algorithm 
models with image segmentation and multi-target recognition modes, so that image segmentation and multi-target 
recognition algorithms can be used in image data analysis, data processing, and intelligent processing. Three aspects 
have better performance. In image data analysis and data processing, the advantages of machine learning models for 
data processing are mainly used. Through training on large amounts of data, a dedicated machine learning model for 
image data analysis and processing is established. The intelligent processing is reflected in the continuous improvement 
of this model and the further improvement of the degree of automation.

Keywords  Artificial intelligence · Image processing · Image segmentation · Machine learning · Multi-target recognition

1  Introduction

Image segmentation and multi-target recognition are 
always important parts of computer vision interaction. 
They can help computer to analyze and process static 
images and dynamic images. This technology has a wide 
range of applications in many fields at present, such as 
medical image analysis, automatic analysis and shooting 
of security monitoring, etc. Therefore, many experts in the 

modern information field have begun to conduct in-depth 
research on image segmentation and multi-target recog-
nition algorithms, hoping to further improve their perfor-
mance in all directions. In this paper, a variety of algorithm 
models in machine learning algorithms are combined with 
existing image segmentation and multi-target recognition 
algorithms to further improve the automation and data 
processing efficiency of image segmentation and multi-
target recognition processing technology.
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Some researchers first carried out in-depth research on 
image segmentation, and explored its operation process 
and optimization part. Liu explored the latest research pro-
gress in image segmentation. Through the development 
and application of image segmentation in recent years, 
he divided the semantic image segmentation technology 
in text into two categories, described the semantic image 
segmentation methods of each category, and determined 
the development path of image segmentation [1]. Hesa-
mian studied the application and development of image 
segmentation in the medical field. Through the explora-
tion of the detailed application of DL based image seg-
mentation technology in the medical field, he evaluated 
the current image segmentation scheme in the medical 
image [2]. Dhanachandra explored an image segmen-
tation scheme constructed by fuzzy mean and related 
dynamic optimization algorithm. First, he analyzed the 
fuzzy mean and dynamic optimization algorithm to judge 
the feasibility of their application in image segmentation, 
and then investigated the image segmentation scheme to 
determine the reliability of this new image segmentation 
scheme [3]. Naidu explored the evolutionary threshold of 
the image in image segmentation through the method of 
fuzzy entropy, determined the general method and impor-
tance of image segmentation in image analysis, and then 
determined the significance of the optimal threshold for 
image segmentation scheme through the exploration and 
research of the multi-level threshold method. Naidu also 
determined that the new image segmentation scheme 
proposed by him has better performance [4]. Jiang 
explored the application of image segmentation technol-
ogy in the medical field. First, he elaborated the applica-
tion ways of image segmentation in the medical field in 
detail. At the same time, he proposed a new image seg-
mentation scheme, which is based on a distributed cluster-
ing algorithm, can effectively segment brain images, and 
can better function in the medical field [5]. Geng explored 
the application of NN in semantic image segmentation. 
First, he described the development status of NN, verified 
its feasibility in image segmentation through its functions, 
and determined a semantic image segmentation scheme 
based on NN [6]. Ma explored the application of a fuzzy 
mean algorithm in image segmentation, and determined 
the feasibility of combining image segmentation and the 
fuzzy mean algorithm [7]. However, despite more research, 
the current requirements for the use of image segmenta-
tion technology are still high, and cannot really be applied 
to all walks of life.

Other researchers have studied the multi-target rec-
ognition algorithm in depth, and analyzed the shortcom-
ings of the algorithm. Li Jun first explored the multi-target 
detection and recognition algorithm. Through the process 
and performance analysis of the current face detection 

algorithm, he identified some shortcomings of the cur-
rent face detection algorithm. At the same time, he pro-
posed a multi face detection algorithm that can quickly 
identify and detect people’s faces, and determined the 
reliability of the recognition algorithm [8]. Guo explored 
the operation of radar multi-target recognition, optimized 
this multi-target recognition algorithm to a certain extent 
through a clustering algorithm with stronger performance, 
and verified the reliability of this new multi-target recog-
nition algorithm [9]. Ding explored the role of orienta-
tion sensitivity in image target recognition. Through the 
analysis of orientation sensitivity in image recognition, he 
determined that this method can work well in image tar-
get recognition, and proposed a new image target recog-
nition scheme [10]. Lin has conducted in-depth research 
on the application and optimization of target recognition 
in machine vision. Through a monocular vision technol-
ogy, he timely identified and tracked the targets in the 
image, so that target recognition can play a greater role 
in more fields, and determined the reliability of this tar-
get recognition scheme [11]. Through in-depth analysis 
and exploration of an improved NN, Gao proposed a new 
algorithm for image target recognition based on the NN, 
analyzed the feasibility of this new target recognition 
algorithm, and determined a series of advantages of this 
new target recognition algorithm [12]. Kim explored the 
multi-target recognition of motion in the UAV monitoring 
system, described each operation module of target rec-
ognition one by one, and proposed a new target recogni-
tion scheme, which greatly improved the stability of target 
recognition. Finally, the reliability of the target recognition 
scheme was verified [13]. Zhang has analyzed the recog-
nition scheme of multiple moving targets in the image. 
By introducing a decision tree algorithm model, he not 
only overcame the problem of insufficient accuracy in the 
original target recognition scheme, but also improved the 
efficiency of target recognition [14]. Multi-target recogni-
tion algorithm is a new technology which has been used 
in the field of computer vision earlier, but its recognition 
accuracy has been criticized.

In this paper, the performance of the existing image 
segmentation and multi-target recognition algorithms is 
optimized based on some ML algorithm models, which 
can significantly improve the ability to analyze the target 
in the image. On the other hand, the image segmentation 
and multi-target recognition algorithm combined with 
ML algorithm models has also streamlined some compli-
cated data processing processes, which makes the new 
optimized algorithm have better working efficiency. At the 
same time, the algorithm can also complete some tasks 
that traditional image processing algorithms cannot do. 
The second section of this paper mainly introduces the 
current image segmentation and multi-target recognition 
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algorithms, and evaluates their advantages and disadvan-
tages. In the third section, it mainly analyzes a machine 
learning technique for constructing a new image segmen-
tation and multi-target recognition algorithm, thus deter-
mining the role of this machine learning technique in the 
optimization process. Next, the fourth and fifth sections 
introduce the working modes of some algorithm models 
used in this paper and conduct experimental analysis on 
the performance of new image segmentation and multi-
target recognition algorithms.

2 � Image segmentation and multi class 
target evaluation and recognition 
evaluation

Image segmentation usually refers to a technology that 
can cut an image into several regions with similar charac-
teristics. It is also a key technology in the transition from 
image processing to image analysis. Nowadays, the main 
image segmentation technologies are mainly composed 
of using threshold to cut, dividing regions, cutting through 
edges, and cutting through specific theories. From the per-
spective of mathematics, image segmentation can also be 
described as a process of dividing an image into several 
regions with disjoint features, in which the same pixels in 
each region would be given the same number. The central 
idea of using threshold to cut is to calculate the threshold 
values of multiple gray levels through the known charac-
teristic values of the gray levels of the image, and then 
compare the gray values of each pixel in the image to be 
cut with its threshold values, so that each pixel can be 
divided into appropriate groups according to the results of 
this comparison. The most important thing of this cutting 
method is to solve the optimal gray level and threshold of 
the image according to the most appropriate rule func-
tion. The threshold cutting method is especially suitable 
for the segmentation of images whose gray level range 

of the target and the background of the image is incon-
sistent. At the same time, the higher the threshold value 
of the target image is, the better the cutting effect of its 
bright side is, and vice versa. Then there is the sub region 
cutting scheme, which directly finds the regions of differ-
ent feature objects in the target image for segmentation, 
starting from a single pixel in the region or from the global 
perspective. If image cutting starts from a single pixel in 
the region, appropriate starting pixels and cutting rules 
are selected as needed, which also seriously affects the 
quality of cutting. If cutting from the global perspective, 
people need to analyze the objects with different features 
in the image first. This is a scheme for image cutting using 
the relevant theory in topology. Then it is a scheme to cut 
by edges, that is, by analyzing the edges of different areas 
in the target image. The main reason is that the gray level 
change of the area between different objects is obvious, 
and this scheme also uses this basis to detect the edges 
of different objects in the image using edge detection 
technology. The image cutting scheme proposed in this 
paper is the last one to cut through a specific theory. In 
the current society, image segmentation algorithms are 
generally customized according to different application 
scenarios, and after the introduction of a variety of exist-
ing image segmentation models, the most suitable one 
can be selected by using different scenarios. Usually the 
application scenarios of image segmentation in the cur-
rent society include three categories, respectively, human 
face detection, medical-related image detection, indus-
trial machine vision, etc., and in these three more com-
mon areas can generally choose the above-mentioned 
image segmentation algorithms to better complete the 
main work. The image segmentation operation is shown 
in Fig. 1.

The object recognition in images is a technology 
to recognize the objects that conform to the rules in 
images by given rules after analyzing a large number of 
images. Higher precision target recognition is not only 

Fig. 1   Schematic diagram of 
image segmentation workRETRACTED A

RTIC
LE



Vol:.(1234567890)

Research Article	 SN Applied Sciences           (2023) 5:147  | https://doi.org/10.1007/s42452-023-05365-0

the basis for the realization of computer vision technol-
ogy, but also provides an important service guarantee 
for subsequent image processing. Among the multiple 
target recognition of images, the more important ones 
are the extraction of target features and the establish-
ment of target classification models. Target recognition 
algorithms need to identify a large number of target 
features to establish an effective target classification 
model, so as to accurately divide multiple targets. Cur-
rent target recognition generally requires two kinds of 
work to be accomplished, which are the initial recogni-
tion of the target object in the image so as to determine 
its authenticity. The other is to analyze the position of 
the target object in the image to get the position of the 
target object. These two types of work also make multi-
target recognition have application in many fields in the 
current society, first of all, it can complete the identifica-
tion and positioning of athletes in various events, and 
secondly, it can automatically complete the capture of 
abnormal situations in the municipal monitoring model. 
The target recognition and image inversion and denois-
ing are shown in Figs. 2 and 3.

3 � ML evaluation

In modern society, AI technology has become a technical 
field with many cross disciplines that can be applied in 
practice. People in the information society hope to cre-
ate machines with some human capabilities through AI 
technology to further reduce the amount of tasks in peo-
ple’s daily life and better improve people’s living stand-
ards. The early AI technology mostly solved some prob-
lems that were difficult for human beings to get results 
with their own computing power in a short time through 
computers, often by converting these problems into cor-
responding mathematical operations and other forms, 
and then solving them through the powerful computing 
power of computers. Therefore, one of the most impor-
tant problems in the development of AI technology is 
that it is difficult to deal with those problems that can-
not be converted into mathematical operations, such as 
images, videos, etc. At this time, the image processing 
technology was put forward, and the emerging technol-
ogies in AI such as ML and DL also got better develop-
ment. At this time, the types of computing and problems 
that can be processed are also greatly expanded. The ML 
mainly used in this paper is a technology to help com-
puters have humanoid learning ability. Generally, it can 
automatically improve their learning ability through the 
analysis of data in the physical world [15]. Like AI, ML 
is a kind of technology with many cross disciplines. In 
other words, it is not too much to say that ML is the core 
of AI technology. The industry generally believes that 
the development of ML has gone through four stages. 
The first stage is the first stage, which mainly promotes 
the further development of ML through the research on 
the execution ability of computer systems. The first stage 
is mainly to identify the data fed back by the system 
according to the environment of the computer system 
and the constant changes of its corresponding perfor-
mance and parameters, and constantly adjust the system 
environment through the data fed back to seek the best 
environment. The ML technology in this stage is far from 
meeting people’s expectations. Then the ML in the sec-
ond stage integrates the knowledge in various fields into 
the computer system, and can systematically describe it 
through the knowledge of logical structure and other 
aspects. Although the ML at this time has made a lot 
of progress compared with the first stage, it still fails to 
meet people’s expectations. It is the third stage. ML in 
the third stage not only expands its learning concept 
to multiple angles, but also explores more learning 
strategies. At this stage, researchers begin to combine 
machines with certain learning functions with various 
applications, and have made great achievements. At the 

Fig. 2   Schematic diagram of image target recognition and image 
denoising

Fig. 3   Schematic diagram of image target recognition, extraction 
and inversion
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same time, ML technology at this stage has also been 
widely used. More and more researchers begin to realize 
that ML is the basis for the further development of learn-
ing systems and AI technology in the future. Finally, the 
fourth stage is now. In the fourth stage, ML has become 
independent and has become a new discipline. At this 
time, various basic theories and technologies in ML and 
AI technologies are further integrated. Some ML theo-
ries have gradually become products that can be used 
to play a role in enterprises or families. At this time, ML 
still has not reached its original goal, so it still needs a 
longer time and more researchers to carry out research 
and development. The application field of ML in real life 
is shown in Fig. 4.

In the practical application of ML, there are generally 
seven work processes, including data collection, data pre-
processing, model selection, model training, model evalu-
ation, model parameter adjustment and prediction, which 
together constitute the operation of this ML. In the data 
collection part, the computer needs to selectively collect 
the data of related things according to the final goal. The 
data collected in this process need not be closely related 
to the final goal, but only related to it. However, the overall 
quality of the collected data needs to be guaranteed. In the 
process of data collection, the quantity and quality of the 
overall data are directly related to the performance of the 
final training model. The next step is data preprocessing. This 
step is to clean the collected data for the first time. It is to 
eliminate some useless data, then analyze the correlation 
between the data and classify the data accordingly. This step 
generally divides the data into three parts. The larger part is 

used for model training, and two parts with the same num-
ber are used to verify and test the training model, so as to 
ensure the accuracy of the training model. Next is the selec-
tion of training models, which needs to be selected accord-
ing to the different final goals or the characteristics of the 
research object. Then there is model training. Model training 
is the process of filtering a large number of sample data in 
the database through the machine’s learning of the given 
or unlabeled data to obtain a model that is more consistent 
with the operation requirements. The training process of the 
model generally does not require manual operation, and 
the whole process is just mathematical operation. Then, the 
trained model is evaluated. After the model is trained with 
a large amount of sample data, the model can be operated 
again with a part of the data reserved in the second step 
to verify the reliability of the model. Then it is to adjust the 
model parameters. After the evaluation process of the model 
is completed, if researchers want to further optimize some 
operation parameters in the model, they can manually opti-
mize the model in this step, which can generally make the 
model have better performance. The final step is the formal 
use, that is, the prediction step, which generally indicates 
that the model can be initially put into real life and applied. 
This automated process of ML can not only further optimize 
the image segmentation and multi-class target recognition 
algorithms, but also improve the efficiency of target rec-
ognition and target segmentation in images through the 
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Fig. 4   Schematic diagram of the application field of ML in real life
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automated training of models. The main workflow of ML is 
shown in Fig. 5.

According to the different learning strategies, ML is 
generally divided into two categories: ML that imitates 
biology and ML that uses mathematical methods. These 
two methods have their own characteristics and advan-
tages at this stage. In the long run, it is clear that the first 
ML technology is more advantageous and more in line 
with the ultimate goal of ML. The first is to simulate the 
ML of biology, in which there are two main technologies 
used. One is symbol learning, mainly the statistics of psy-
chological knowledge. This kind of learning method can 
predict its development process or final state by analyz-
ing the input symbolic data. The other is NN, which usu-
ally imitates the structure of biological brain, builds NN 
based on some theoretical basis of biology and neurol-
ogy, and trains and learns through an iterative process. 
Next is ML, which directly uses mathematical methods. The 
main technology is ML based on statistics. Generally, it is 
based on the understanding of a large number of data, 
and then selects an appropriate mathematical model to 
operate on the sample data to obtain the final result. It 
is also a widely used ML technology today. This scheme 
generally has three focuses, namely, model, strategy and 
algorithm, which are the basis for obtaining a model with 
high accuracy.

4 � ML algorithm evaluation

This paper mainly uses some algorithms in ML to establish 
a new image segmentation and multi-target recognition 
algorithm, and optimizes and upgrades the recognition 
accuracy and efficiency of the original image segmenta-
tion and multi-target recognition algorithm to a certain 
extent. Firstly, the color features in the image are extracted 
by using the color histogram in the image feature process-
ing. Then the objects in the image are classified by using 
the support vector machine, and the contours of different 
feature objects in the image are quickly outlined, so as to 
segment different objects in the image. The multi-target 
recognition algorithm also uses support vector machine to 
lock and recognize multiple targets in the image.

First, the pixel distribution probability is calculated by 
color histogram, which can describe the proportion of dif-
ferent colors in the image. It can also be better applied 
to the description of some images that are difficult to 
be automatically segmented. The calculation process is 
shown in Formula (1).

Among them, p mainly represents the probability 
of gray distribution in the image; l represents the total 

(1)p =
nl

N

number of gray levels in the image; N represents the 
color brightness of the image. Then, the mapping opera-
tion after histogram equalization is performed, as shown 
in Formula (2).

Then, support vector machine is used to classify the 
elements of different features in the image. Support vec-
tor machine is a supervised learning algorithm for data 
analysis in classification and regression analysis. The first 
step is to construct the hyperplane F, as shown in For-
mula (3).

Among them, w determines the orientation of the 
plane; b determines the distance between the plane and 
the origin; x refers to the analysis target. According to 
Formula (3), the calculation formula of the distance from 
any point in the space where the plane is located to the 
plane is shown in Formula (4).

Then people can get a classification decision function 
according to Formulas (3) and (4), as shown in Formula 
(5).

Then, the sample points in the plane are calculated, 
as shown in Formula (6).

Finally, the distance between the sample points and 
the center of the plane is calculated by using the Lagran-
gian multiplier method. The algorithm model can effi-
ciently solve the optimal value under certain constraints. 
The calculation process is shown in Formula (7).

The above are a series of algorithm models in the ML 
used in this paper. Through the optimization of the orig-
inal image segmentation and multi-target recognition 
algorithms by these algorithm models, the new image 
segmentation and multi-target recognition algorithms 
proposed in this paper can complete the recognition and 
segmentation of multi-target in images with faster and 
more accurate operations.

(2)pl =

i∑

l=1

ni

n

(3)F = wtx + b

(4)r =
||||
wtx + b

w

||||

(5)f (x) = sign(wtx + b)

(6)y = y(
w

‖w‖
∙ x +

b

‖w‖
)

(7)L =
w2
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5 � Experimental evaluation of ML based 
on image processing algorithm

In recent years, with the massive increase of image data 
in the Internet, people are increasingly demanding for 
a technology that can process image data. However, 
image segmentation and multi-target recognition algo-
rithms have not been able to perfectly meet people’s 
expectations since they were proposed. In this paper, 
some algorithm models in ML are used to optimize and 
upgrade the original image segmentation and multi-
target recognition algorithms. At the same time, a new 
image segmentation and multi-target recognition algo-
rithm is constructed based on this optimization, which 
greatly improves its operational performance in all 
aspects. This paper first introduced the original image 
segmentation and multi-target recognition algorithm, 
which is the subject of research, and then described the 
optimization technology of ML, and proved the feasi-
bility of the application of ML in image segmentation 
and multi-target recognition algorithm. This paper also 
described the upgrading of the new image segmenta-
tion and multi-target recognition algorithm proposed 
in this paper in many aspects, such as introducing the 
optimization of image feature extraction of the recog-
nition module through the algorithm model of support 
vector machine.

The first is to analyze the development trend of image 
processing demand and image processing capability of 
a region in recent years, as well as the development of 
image market scale in recent years. The first two units are 
10,000 images, and the unit of market scale is 100 million 
yuan, as shown in Fig. 6.

First of all, by analyzing the development trend of 
the image processing market scale in the past 4 years in 
Fig. 6, it can be judged that there was still considerable 
development space for image processing in the future, 
but the growth trend of the total scale of the image pro-
cessing market should shrink slightly. On the other hand, 
through the analysis of image processing demand and 
image processing capability in the past 4 years, it was 
not difficult to see that the supply of image processing 
was higher than the demand for image processing in the 
first year, which can better meet the demand for image 
processing. Since then, with the advance of time, the 
supply of image processing has become increasingly 
unable to meet the demand for image processing in 
this year. If there was no new image processing technol-
ogy with higher efficiency in the future, the gap would 
become larger and larger. Therefore, more researchers 
were still required to invest in the research and develop-
ment of image processing technology to help image pro-
cessing get more fully developed. Finally, through the 
analysis of the overall data in Fig. 6, it can be seen that 
both the demand for image processing and the image 
processing capacity were lower than the overall market 
scale of image processing in the past 4 years, which indi-
cated that image processing still had great development 
potential and space.

Then, the development of image segmentation and 
multi-target recognition algorithms in image processing 
technology in recent years was analyzed. In addition, the 
growth rate of image data in recent years was also ana-
lyzed in depth, as shown in Fig. 7.

Figure 7 shows the development trend of image seg-
mentation and multi-target recognition in the field of 
image processing in the past 4 years and the growth rate 
of image data. It was clear that the amount of image 

Fig. 6   The development of 
image processing require-
ments, image processing capa-
bility and image market scale 
in a region in recent years
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data on the Internet was growing rapidly in recent years. 
The rapid growth of such image data also provided a 
good development environment for image processing 
related technologies, and also made the future develop-
ment potential and space of image processing related 
technologies grow significantly. The market share of 
image segmentation and multi-target recognition in 
image processing technology has been growing con-
tinuously in the past 4 years. Image segmentation has 
been widely used in many fields, so its development 
speed is relatively fast, and its market scale has been 
higher than multi-target recognition in the past 4 years. 
Finally, based on the comprehensive picture data, image 
data would still have a relatively broad growth space in 
the future for a long time, which also indicated that the 

demand for image segmentation and multi-target recog-
nition algorithms may be greater in the future.

Finally, the performance of traditional image process-
ing and image segmentation and multi-target recognition 
algorithms proposed in this paper was compared and ana-
lyzed, as shown in Fig. 8.

Finally, the performance of the traditional image seg-
mentation and multi-target recognition algorithm in Fig. 8 
in all aspects of the given image data was analyzed com-
pared with the performance difference of the new image 
segmentation and multi-target recognition algorithm 
proposed in this paper. First, the amount of 10 units of 
image data was given. Then, the performance of tradi-
tional image segmentation and multi-target recognition 
algorithms in image processing under certain constraints 
was recorded. At the same time, the performance of the 

Fig. 7   Schematic diagram of 
the development of image 
segmentation, multi-target 
recognition algorithm and the 
growth rate of image-based 
data in recent years
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new image segmentation and multi-target recognition 
algorithm proposed in this paper for image processing 
under the same constraints was recorded and compared 
with the performance of traditional image processing. It 
can be seen that the performance of the new image seg-
mentation and multi-target recognition algorithm in the 
four aspects of image analysis efficiency, image processing 
efficiency, recognition accuracy and recognition integrity 
has been improved by about 29.1% on average, which also 
showed the feasibility and reliability of the new image 
segmentation and multi-target recognition algorithm 
proposed in this paper.

6 � Conclusions

In recent years, in the image and video processing technol-
ogy industry, image segmentation and multi-target recog-
nition have been the focus of the industry. Image segmen-
tation is not only an outstanding problem in the process 
of realizing computer vision, but also an important part of 
improving computer understanding of images, which can 
be said to be one of the more difficult problems in image 
processing. This paper mainly discusses the feasibility of 
combining a machine learning algorithm model with the 
existing image segmentation and multi-target recognition 
mode. The performance in many ways is discussed. Image 
processing technology with the advancement of artificial 
intelligence technology, its intelligent processing mode 
has gradually become possible. Researchers in related 
fields have begun to explore how to further improve the 
intelligence of image processing technology.
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