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Abstract 
This paper aims to propose an approach to automatically identify historic villages from remote sensing images based 
on deep learning algorithm and accurately calculate the villages’ geographical coordinates. Experimental datasets of 
Conghua, a typical region in fast development that retains many historic villages, are designated for training and testing. 
Comparison experiments of two recognition models, image classification and object detection, are designed to obtain 
the most suitable identification algorithm. GIS platform is adopted to visualize the distribution of the historic villages. The 
results show that first, the recognition accuracy of the image classification algorithm is 90.79%. However, visualization 
of test results shows the identified area is not a village but a surrounding. Second, the recognition accuracy of an object 
detection algorithm can reach 95.61%, which indicates that the algorithm is accurate and efficient. Third, by using the 
Historical-Modern tag as a filter, a village with a certain proportion of historic features according to specific requirements 
may be discriminated. Finally, 1531 historic villages in Conghua area were identified by the preferred algorithm, and their 
spatial locations were marked. This research will extend the detection of remote sensing image targets of deep learning 
algorithms from single buildings to group patterns and complex ground objects, so as to promote the integration of 
heritage conservation and artificial intelligence research. This time-efficiency approach can provide strong support for 
the discovery and field investigation of historic villages facing fast development and provide a scientific basis for the 
formulation of conservation policies.
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Article Highlights 

• Deep learning is applied to the protection of the cul-
tural heritage of historic villages.

• Comparative experiments of different algorithms are 
designed to analyse their applicability in historic vil-
lage recognition. A recognition rate of up to 95.61% is 
achieved.

• The visualization of recognition results is important 
for understanding the relationship between historic 
villages and nature, and historic village conservation.
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1 Introduction

Historic villages, as a type of cultural heritage, have 
important historical, artistic and scientific values, and 
their protection is a universal concern around the world 
[1–3]. China maintains a large number of historic villages. 
Due to the influence of fast urbanization, these villages 
are disappearing rapidly. Thus far, China has announced 
5 batches of 6799 historic villages. Meanwhile, the actual 
number of villages with certain historical and cultural 
value is estimated to be approximately 300,000, which 
means that only 2.3% of the villages are on the conserva-
tion list. Usually, the identification of historic villages relies 
on field work, which results in the lack of clues, low cover-
age, heavy field investigation workloads, and low time-
effectiveness. Therefore, how to identify and locate these 
historic villages in time and correspondingly to prevent 
them from being destroyed in the process of rapid devel-
opment is a task of great practical significance.

In addition, with the development of artificial intelli-
gence technology, deep learning algorithms have made 
great progress and are becoming a trendy topic in the 
fields of image recognition, speech recognition, natural 
language processing, etc. [4–6]. In the area of intelligent 
image processing, the convolutional neural network (CNN) 
model in deep learning algorithms has achieved remark-
able results in image classification, object detection, pose 
estimation, image segmentation and face recognition 
tasks. However, in the identification of built-up environ-
ments, especially in the extraction of historic villages and 
buildings, its applications are still in the preliminary stage.

This research attempts to combine automatic image 
recognition with historic village morphology research. Tak-
ing Conghua area in Zhujiang delta as an example where 
a large number of historic villages are preserved, a deep 
learning algorithm is adopted to automatically identify his-
toric villages in high-resolution remote sensing imagery 
based on their morphological structures. In addition, 
accurate coordinates of the historic villages are extracted 
to obtain their geographical locations and spatial distri-
bution. This time-efficiency approach can provide strong 
support for the discovery and field investigation of historic 
villages facing fast urbanization and provide a scientific 
basis for the formulation of relevant protection policies.

The paper is organized as follows. In the next section, 
we review papers related to general building recognition 
methods and raise the issue of using deep learning meth-
ods for the identification of historic villages as cultural 
heritage. In Sect. 3, we present the materials and deep 
learning algorithms used in this study. Section 4 shows 
the results of the different algorithms. In Sect. 5, discussion 
on the results and finally conclusion are given.

2  Literature review

The differences in the physical morphologies between 
historic villages and modern settlements are the basis for 
their image identification. As time has passed, the needs, 
technologies, materials and other aspects of the con-
struction of villages and buildings have undergone tre-
mendous changes, which have led to differences between 
the “new” and “old” in form of the villages [7, 8]. Different 
spatial forms will be reflected in different imaging features 
in remote sensing pictures. By capturing these features, 
a deep learning algorithm can automatically identify the 
target objects in a large number of samples.

The study of the target interpretation of settlements 
and buildings in remote sensing images is flourishing 
[9–12]. According to objects’ appearances as planar fea-
tures with certain areas, lengths and widths, the conven-
tional approaches use region growing algorithms, such as 
the least square B-spline curve based method, the edge 
tracking-based method and edge detection [13–15]. These 
methods are mainly based on pixels, and the accuracies 
do not meet the requirements of the applications. There 
are also object-oriented detection methods, which mainly 
use the spectrum, texture, shape and background informa-
tion of image objects [16, 17]. Meanwhile, object detection 
studies that build classifiers using machine learning are 
also reported [18]. However, due to the influence of natu-
ral conditions and human factors, the feature expressions 
that are used for the object detection methods are often 
designed by hand, and it is difficult to fully express the true 
features of the object [19].

In recent years, deep learning algorithms have provided 
an effective framework for automatic feature extraction 
and have made great progress in image and graphics rec-
ognition [20, 21]. Building recognition, as an application 
of deep learning in the field of Architecture [22, 23], is also 
gradually emerging. From the current research, higher suc-
cess rates have been achieved for single building detec-
tion [24–26], and there are also acceptable discrimination 
rates of the geometric measurements of elements of build-
ing surfaces [27, 28].

However, different from single buildings, historic vil-
lages are formed by groups of ancient structures, and 
there are also various elements in the village, such as 
streets, squares, vegetation, water, etc. The complicated 
and diverse spatial forms of villages result in uncertainty in 
the identifications. Therefore, based on the physical mor-
phology of historic villages, this research will extend the 
detection objects from single buildings to group patterns. 
By capturing the overall structure features of the settle-
ment, further exploration will be made on the application 
of deep learning algorithm in the recognition of complex 
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ground objects, so as to promote the integration of herit-
age conservation and artificial intelligence research.

3  Material and method

3.1  Material

Conghua, well known for its large amount of preserved 
historic villages in Zhujiang delta in south China, is desig-
nated as a research area to carry out image recognition of 
historic villages. A field survey shows that there are ancient 
buildings that are preserved in most of the villages in Con-
ghua area (Fig. 1), and high heritage values are demon-
strated by their beautifully decorated ancestral halls and 
dwellings.

In this research, 0.2-m resolution orthophoto remote 
sensing images covering the whole territory of Conghua 
area, which geographically spans from 113° 17′ to 114° 
04′ east longitude to 23° 22′–23° 56′ north latitude over 
2374.4  km2, were used (Fig. 2). The images were taken at an 
aerial altitude of 4000 m during clear daytime. The original 
images consist of 2968 standard images, each of which 
has an actual east–west length of 1000 m, a north–south 
length of 800 m, an area of 80 hectares, a width of 5001 
pixels and a height of 4001 pixels (Fig. 3a) C.

Considering the appropriate scale of the target object 
on a single image and the efficiency of computer process-
ing, the standard single images were split. Every standard 
image was cut into 3 * 3 sections, resulting in a total of 
26,712 images, each of which was reduced to 333.3 m by 

266.7 m (Fig. 3b). In addition, the images were compressed 
to 280 × 224 pixels, which greatly increase the proportion 
of historic villages in a single image and meet the require-
ments of computer hardware device performance and 
recognition algorithms.

3.2  Method

In the field of deep learning, the convolutional neural 
network (CNN) is the structural basis of image recog-
nition. The VGGNet of the CNN structure has achieved 
good performance in large-scale image recognition tasks 
[29]. Therefore, a convolutional neural network model is 
applied for the identification of historic villages.

The aim of this work is to identify whether a given 
remote sensing image contains historic villages, which 
essentially is a binary classification task. To provide a suit-
able method for historic village identification, we designed 
a comparative test of two types of algorithms. One method 
uses an image classification network to divide the input 
image into two categories with historic villages (histori-
cal) and without historic villages (non-historical), and the 
pictures containing historic villages are what need to be 
identified. Another method uses the object detection 
network to calculate the historic villages’ confidence and 
locations in the image. If the confidence level is higher 
than the threshold, it is recognized as the historical class, 
and the coordinates of the historic village are obtained. 
Otherwise, the images would be recognized as belonging 
to the non-historical class.

Fig.1  Traditional villages and 
ancient buildings in Conghua 
area
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3.2.1  Image classification algorithm

(1) Classification task dataset

A total of 1111 samples were randomly selected from 
all samples, including 529 samples that included histori-
cal villages as positive samples and 582 samples that did 
not include historical villages as negative samples. The 
images were divided into the training set and the test set 
at a ratio of 4:1, resulting in 417 positive training sam-
ples, 466 negative training samples, 112 positive testing 
samples and 116 negative testing samples (Fig. 4).

(2) Image classification algorithm training

The image classification algorithm is trained using the 
sample training data set with the binary data annotation 
to form the target recognition function of the historic 
village, and it then calculates the classification accuracy 
rate using the test data set. To improve effectiveness and 
stability of the algorithm’s training, we conduct compara-
tive experiments in two ways using the same network 
structure.

Direct learning Direct learning is a common training 
method relative to transfer learning below, which refers 
to its training data is from the same data set as the test 

Fig. 2  Study area image and its 
framing

Fig. 3  Example of splitting single image
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data. We use VGG16, a common VGGNet of CNN struc-
ture, for direct learning. A typical CNN classifier consists 
of two parts (Fig. 5). The convolution structure is used as 
the skeleton to extract the features of the input picture. 
The classifier acts as the decision-making layer, performs 
the weighted averaging and normalization of the output, 
and finally outputs the probabilities of different categories. 
The first part of the direct learning network structure is 

consistent with the structure of VGG16. The second part 
replaces the traditional full connection layer of VGG16 for 
1000 categories into the global average pooling (GAP) 
layer, which can avoid this layer to overfit and be more 
robust to spatial translations of the input [30].

Due to the large number of convolutional neural net-
work parameters and few classes and images, it is easy to 
cause network overfitting and poor robustness. The data 

Fig. 4  Examples of a classifica-
tion task dataset
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augmentation methods of flipping images up, down, left 
and right and randomly setting the hue, saturation and 
brightness of the image in the HSV space are used to 
expand the number of samples (Fig. 6).

For the VGGNet, both direct training and transfer 
learning use same learning schedule. We trained the 
VGGNet using stochastic gradient descent (SGD) with a 
batch size of 64, a momentum of 0.9, a weight decay 
of 0.0005, and a learning rate of 0.01. In addition, we 
trained each of them for roughly 118 epochs with the 
whole training set. All of these experiments were run 
on a personal computer (PC) with a single Intel core 

i7 central processing unit, an NVIDIA 1080 Ti graphics 
processing unit with 11-GB memory. The training accu-
racy and validation accuracy as the number of iterations 
increases are shown in Fig. 7.

Transfer learning In the hierarchical structure of the CNN, 
the features that are learned in each layer have different 
meanings. In general, the lower-level network learns the 
lower-level features, and the higher-level network learns 
more advanced semantic information. Due to the small 
size of the training set, direct training may result in the 
network not being able to fully learn the characteristics of 
each level. Therefore, using the transfer learning method, 
the native VGG16 network is first trained on the ImageNet 
dataset consisting of 1.28 million images and 1000 cat-
egories. In this way, the network can fully learn the visual 
characteristics of each level. When the network is used to 
train a new category, the previously learned knowledge 
can be migrated to the new task (Fig. 8). As such, we only 
need to save the weight of the first 5 convolution modules 
of VGG16 and retrain the parameters of the entire network.

The experimental process of transfer learning is shown 
in Fig. 9. It can be seen that the experimental process con-
verges quickly, and the accuracy is much higher than that 
of direct training. The transfer learning method can use 
additional dataset training to make up for the shortcom-
ings related to insufficient training data and greatly save 
training time.

Fig. 5  Schematic diagram of image classification pipeline and the 
GAP structure. Note a The input picture size is 280 × 224. b After the 
first five convolution modules, the feature map with 512 channels is 

extracted. c After the global average pooling and Sigmoid layer, we 
get the final results

Fig. 6  Example of data aug-
mentation

Fig. 7  Direct training process
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3.2.2  Object detection algorithm

(1) Object detection task dataset:

In fact, most of the historic villages have suffered 
various degrees of damage, and only a few villages are 
preserved intactly. Many modern buildings have been 
built with new technologies and materials. Since the 
spatial forms of the modern buildings are significantly 
different from those of traditional buildings, the new 
and old interlaced village textures exist in remote sens-
ing images. According to this situation, on the basis of 
the classification task dataset, the villages’ morphologi-
cal features in the target detection positive samples are 
marked differently (Fig. 10).

• The area where the traditional features of the village 
are relatively intact will be marked with a Historical 
tag.

• The area where the historic features of the village are 
intertwined with modern features will be marked with 
a Historical-Modern tag.

(2) Object detection algorithm training

The object detection method uses the classic two-stage 
object detection network Retinanet [31], which improves 
the recognition accuracy by training the object detection 
network using structured data annotations. The Retinanet 
network introduces a focus loss function that resolves the 
sample imbalance problems that are caused by too few 
positive samples in the target object training set or too 
few target instances in the positive sample. According to 
the pipeline, first, the training set images are input into 
Retinanet. Next, the network extracts the features through 
the convolution skeleton, and it then connects the two 
sub-networks of the regression and classification. Finally, 
it outputs the coordinates of the target (the coordinates of 
the upper left corner and the lower right corner) and the 
probability that the target belongs to a certain category 
(Fig. 11).

Since the project essentially classifies images, post-
processing of the object detection results of the previ-
ous step is needed. As shown in Fig. 12, according to the 
Non-maximum suppression method [33], the 80 bounding 
boxes that are most likely to contain targets are extracted 
from an input image and the probabilities of these 80 
boxes are listed. If there is a box with a probability of being 
Historical or Historical-Modern greater than the empirical 
threshold of 0.2, then the image is considered to contain 
historic villages. Otherwise, if the 80 boxes do not contain 
a village, the detection result of this picture is considered 
non-Historical.

For the Retinanet Object detection algorithm, both 
experiments use the same settings. Following original 
Retinanet, we trained them using SGD with a batch size 
of 2, a momentum of 0.9, a weight decay of 0.0001, and 
a learning rate of 0.01. In addition, we trained each Reti-
nanet for roughly 118 epochs with the whole training set. 
The training process of the object detection algorithm 
network is shown in Fig. 13. Figure 13a shows the train-
ing process of combining the Historical and the Histori-
cal-Modern villages into one class. Figure 13b shows the 
training process divided into two categories. Both meth-
ods converge faster, and in the first epoch the accuracy 
of the validation set is more than 80%. Since the Adam 
optimization method automatically decreases the learning 
rate, the gradient and accuracy at the end of the training 
hardly change.

Fig. 8  Schematic diagram of the transfer learning process

Fig. 9  Transfer learning experiment process
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Fig. 10  Example images for the 
object detection task

Fig. 11  Schematic diagram of Retinanet structure. Note The Reti-
naNet network uses a Feature Pyramid Network (FPN) as backbone 
(a) to generate a multi-scale convolutional feature pyramid (b). 

Two sub-networks are attached to this backbone, one classifies 
the objects in the box (c), and one regressing to the more accurate 
position of the object from the box (d) [32]
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4  Results

4.1  Image classification algorithm recognition 
results

The image classification algorithm network with the best 
results (shown in Figs. 7, 8) is saved, and the input test set 
is tested to obtain Table 1. This experiment encodes the 

traditional category as 1 and the non-traditional category 
as 0.

From Table 1, it can be calculated that the accuracy of 
the direct training method is 89.47%, and the accuracy of 
the transfer learning method is 90.79%. Although there 
is not much improvement, from their training curves in 
Figs. 7 and 8, it suggests that the starting point of direct 
training is relatively low, the oscillation is more severe, 
and the training process is not stable. In addition, the 
direct training method converges slowly until the 28th 
epoch, and the accuracy rate is more than 80%. For the 
transfer learning in the 2nd epoch, the accuracy rate is 
more than 80%. It can be concluded that the transfer 
learning method has greater advantages than the direct 
learning method with fast convergence, stable training, 
and high accuracy.

To analyse the identification algorithm’s recognition 
of the specific structures in an image, the recognition 
results are visualized [34].to determine whether the 
function identifies a historic village as the target object. 
As shown in Fig. 14, the first two columns are the pic-
tures with accurate recognition results, the last two 
columns are pictures with incorrect recognition results, 
the first line is the pictures from the test set, and the 
second line is the corresponding visual result pictures. 
Among them, red indicates that the activation response 
is strong, and, ideally, it should overlap with the position 

Fig. 12  Process after object detection

Fig. 13  Object detection network experiment process

Table 1  Test results of 
image classification network 
algorithms

(a) Test results of direct training methods (b) Test results of transfer learning method

Actual: 0 Actual: 1 Total Actual: 0 Actual: 1 Total

Predicted: 0 99 7 116 Predicted: 0 105 10 115
Predicted: 1 17 105 122 Predicted: 1 11 102 113
Total 116 112 Total 116 112
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of a historic village. We can see that, actually, the neural 
network does not truly grasp the characteristic repre-
sentation of the historic village, and it only learns the 
correlation between the traditional village and the sur-
rounding vegetation, although the recognition result of 
the whole test set is in an acceptable range. Therefore, 
this recognition result lacks credibility.

4.2  Object detection algorithm recognition results

4.2.1  Combining the Historical and Historical‑Modern tags

In the first case, the Historical tag and the Historical-
Modern tag are combined into the Historical-A1 tag 
for the historic village for identification. After assessing 
the test data set, the results indicate that the recogni-
tion accuracy of the historic villages reached 95.61% 
(Table 2a).

4.2.2  Distinguishing between Historical 
and Historical‑Modern tags

In the second case, the Historical tag and the Historical-
Modern tag are distinguished and identified as two dif-
ferent types of historic villages. In this case, both the His-
torical tag and Historical-Modern tag can be considered as 
recognition targets, and the average recognition accuracy 
is 95.17% (Table 2b).

Through the results of visual analysis (Fig. 15, com-
parison of the visual results of object detection network 
algorithms), it can be found that the Historical recognition 

area is indeed a well-preserved village, and the Historical-
Modern recognition area is located above the old and new 
village. The results prove that the recognition function is 
effective, and the algorithm can more accurately identify 
different types of historic villages. In addition, the recog-
nition accuracy of the two tags is slightly lower because 
of the more extensive classification, which increases the 
learning burden of the network.

4.3  Overall identification results of Conghua area

Because of the high accuracy rate and the effectiveness, 
the object detection algorithm is used to identify the 
remote sensing images of Conghua area. Then, the coordi-
nates of the identified traditional villages are recorded and 
converted into the world coordinate system; therefore, the 
actual locations of the villages can be displayed and visu-
alized through a GIS system. According to the identifica-
tion results, there are a large number of villages (1531) 
with certain historic characteristics scattered in Conghua 
area (Fig. 16). Their spatial distribution is extensive, cover-
ing the entire region, and the number of historic villages 
in the western river valley is much larger than that in the 
eastern mountainous areas. The government of Conghua 
has announced 31 historic villages. Their spatial distribu-
tion is shown in Fig. 16, but this only accounts for 2% of 
the identified villages. This suggests, to some extent, that 
the government needs to strengthen their investigation 
of historic villages and more villages with valuable herit-
ages should be included in the protection list. The villages 
that are identified in this study can be used as the basis 

Fig. 14  Examples of the image 
classification algorithm’s recog-
nition results visualization

Table 2  Test results of the 
object detection algorithms

(a) Combining the Historical tag and the Historical-
Modern tag recognition results

(b) Distinguishing between the Historical tag and 
Historical-Modern tag recognition results

Actual: 0 Actual: 1 Total Actual: 0 Actual: 1 Total

Predicted: 0 112 6 118 Predicted: 0 109 4 113
Predicted: 1 4 106 111 Predicted: 1 7 108 115
Total 116 112 Total 116 112
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for a field investigation, which will make the work more 
targeted.

5  Discussion and conclusion

In this paper, we trained a convolutional neural network 
model to identify historic villages. It is applied in the iden-
tification task of Conghua area. A total of 1531 villages are 
automatically recognized, and their distribution map is 
drawn. In the course of the experiment, a variety of rec-
ognition models and methods were tested, and the most 
suitable identification algorithm for historic villages was 
obtained through comparative experiments. The recog-
nition rate is as high as 95.61%, and the selected sample 
only accounts for less than 5% of the whole sample, which 
indicates that the algorithm is accurate and efficient. This 
provides a new possibility for the application of deep 
learning technology in the field of architectural heritage 
conservation.

In terms of the testing data sets, since the standard 
frames of remote sensing images generally cover larger 
areas and the proportion of villages in the images is too 
small, the identification accuracy might be affected. There-
fore, the pictures need to be cropped to an appropriate 
size so that the villages can occupy larger proportions in 
the images. Furthermore, compared to the general village 
building identification task where a large sample of images 
can be obtained from Google Earth [26], the sample of 
historical villages as a special kind of architectural herit-
age is limited in reality; thus, it is necessary to ensure that 

the proportion of training samples with respect to the 
whole is not too high. Otherwise, the recognition results 
will be meaningless. The transfer learning that is used in 
this experiment, as well as the data augmentation meth-
ods such as transformation of direction and colouration 
of the original image, can effectively expand the data set, 
and thus may improve the identification of small samples 
such as historic villages.

With respect to selecting the recognition algorithm, 
transfer learning has high accuracy, and the training pro-
cess rapidly converges, which has certain advantages 
compared with direct training. However, according to the 
visual analysis, the recognition objects of the image clas-
sification algorithm are not historic villages, but rather are 
the mountains and green environments around the vil-
lage; therefore, its identification results lack credibility for 
historic villages. Coincidentally, however, the recognition 
results that are obtained from the mountains and green 
environments do include historic villages, and the accu-
racy rate is as high as 90.79%. This outcome has forced us 
to re-examine the relationship between the historic vil-
lages and the surrounding landscape environment. In fact, 
the location of ancient Chinese villages is influenced by 
the local natural and human environment and will reflect 
a relatively fixed spatial pattern. Therefore, compared to 
previous studies that identified ancient villages by a sin-
gle dimension of architecture, such as the identification 
of architectural textures [27] and edges [15], the results 
inspire us to recognize historic villages in terms of the rela-
tionship between architecture and nature.

Fig. 15  Comparison of the 
visual results of object detec-
tion network algorithms

(a)

(b)
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When using the object detection algorithm, identifica-
tion errors occur mainly because the villages with weak 
historic features are not identified when distinguishing 
between Historical and Historical-Modern tags. Since 
the villages in the Conghua area are mainly dominated 
by new and old ones, but the ratio between the new and 
the old is different, therefore, it is worth considering what 
kind of village should be regarded as a historic village. 
The option of the Historical-Modern tag can bring adap-
tive, resilient answers to this issue. By using the Historical-
Modern tag as a filter, it is possible to select a village with 
a certain proportion of historic features according to spe-
cific requirements, thus providing a scientific basis for the 
determination of protection objects and the formulation 
of protection policies.
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