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Abstract
The use of metaphor in cybersecurity discourse has become a topic of interest because of its ability to aid communication 
about abstract security concepts. In this paper, we borrow from existing metaphor identification algorithms and general 
theories to create a lightweight metaphor identification algorithm, which uses only one external source of knowledge. 
The algorithm also introduces a real time corpus builder for extracting collocates; this is, identifying words that appear 
together more frequently than chance. We implement several variations of the introduced algorithm and empirically 
evaluate the output using the TroFi dataset, a de facto evaluation dataset in metaphor research. We find first, contrary 
to our expectation, that adding word sense disambiguation to our metaphor identification algorithm decreases its per-
formance. Second, we find, that our lightweight algorithms perform comparably to their existing, more complex, coun-
terparts. Finally, we present the results of several case studies to observe the utility of the algorithm for future research 
in linguistic metaphor identification in text related to cybersecurity texts and threats.

Article Highlights

• It is possible to perform metaphor identification in a lightweight linguistic approach.
• The results show promising results in comparison with more complex approaches.
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1 Introduction

Metaphor has been a subject of study in cognitive psychol-
ogy, linguistics, and Natural Language Processing (NLP) 
for years. It is a topic that is truly interdisciplinary. The 
widely known Conceptual Metaphor Theory (CMT), laid 
out by Lakoff and Johnson [1], suggests that “the essence 
of metaphor is understanding and experiencing one kind of 
thing in terms of the other“ [1]. People naturally use terms 

from a concrete or well understood source of knowledge 
(i.e., “source” domains) and apply them to abstract, or less 
understood areas of knowledge (i.e., “target” domains) to 
transfer knowledge [1, 2]. Although the mapping of knowl-
edge from source to target domains, known as the concep-
tual metaphor, is complex, linguistic metaphors are com-
mon. Research shows that metaphorical language occurs, 
on average, in one in three sentences [3].
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In recent years, metaphor in cybersecurity has gained 
attention [4–6]. Topics of interest include: (1) how meta-
phors influence our understanding of abstract security 
concepts?, (2) whether metaphors place limitations on 
our understanding?, and (3) if effective, how metaphors 
can inspire new approaches to communicate cybersecu-
rity risks and problems? [6]. Work has gone into identifying 
metaphorical language in cybersecurity [4, 6], and how it 
shapes our understanding of unfamiliar concepts [6]. One 
study demonstrates that using metaphor in user interface 
design increases understanding of abstract concepts and 
influences online behavior of novice users [5]. Cybersecu-
rity threats are not always well understood or recognized 
by end users who depend on their computer hardware 
and software for everyday tasks. The risk to users for 
missed or misunderstood threats can be life altering; thus, 
it is important to study the effect of metaphor in cyber-
security to find ways to reduce this risk through effective 
communications.

Despite the large amount of research in automatic lin-
guistic metaphor identification, the field still faces major 
challenges. Research has not converged on standards or 
conventions for some common components of identifi-
cation computation, the field does not agree on a single 
definition of metaphor for computational analysis, and 
standards for reporting are lacking [7]. These issues make 
it difficult to compare approaches and thus rely on out-
comes and results.

1.1  Motivation: communicating the impacts 
of cybersecurity threats with users

While existing research explores mental models [4] and 
metaphors in cybersecurity [6], to our best knowledge, 
no research has been done to automatically extract met-
aphors used to communicate about individual cyberse-
curity threats. The underlying motivation for the present 
research is to discover metaphors that may be useful for 
creating effective communications about abstract cyber-
security concepts, in hopes that increasing understanding 
will encourage end users’ decisions that help protect them 
from cyber attacks.

Although the present focus lies in cybersecurity, the 
applicability of the present research to NLP is also consid-
ered. The facets of the metaphor identification task that 
this research addresses are outlined below:

• A lack of reporting standards, common definitions, and 
shared resources in metaphor identification research, 
and the observable impact of input on the outcome, 
makes it difficult to compare performance and draw 
conclusions about the effectiveness of existing meta-
phor identification systems.

• Words are often polysemous, i.e., they have multiple 
meanings, which presents a challenge for metaphor 
identification systems that base their decisions on fre-
quency data or characteristics of words.

• Metaphorical language in cybersecurity is evident, but 
it is not yet known what is the best data source for com-
putationally searching for metaphor (academic papers, 
social media, science fiction, etc.), or if there are novel 
yet unidentified metaphors, which could be leveraged 
in future risk communication work.

The present approach is twofold: The first aim is to auto-
matically identify metaphor in text related to specific 
cybersecurity threats. It is hypothesized that one can 
identify metaphors for a cybersecurity threat by execut-
ing existing metaphor identification algorithms and 
substituting large static corpora with a smaller targeted 
corpus generated in real time from the Web. The second 
aim is to contribute to computational linguistics and NLP 
by demonstrating that lightweight implementations of 
metaphor identification systems perform comparably to 
accepted algorithms making the capability for linguistic 
metaphor identification more accessible.

1.2  Research contributions

The present research created a linguistic metaphor iden-
tification system integrating widely accepted and avail-
able computational approaches for identifying metaphors 
using the Internet as a real time knowledge source. New 
approaches for metaphor identification were not created. 
Instead, existing algorithms that are well documented and 
broadly accepted were adopted. These algorithms were 
used, alone or integrated, to achieve more accurate and 
reliable outcomes. The present research developed a cor-
pus in real time that is used for computational analysis to 
determine how effectively metaphors are identified with 
knowledge sources extracted from the Web. The system 
developed for the present research was tested using con-
trolled inputs and the output of the present system was 
compared to that of existing systems on the same con-
trolled data. The key contributions of this research paper 
are as follows: 

1. Design, implement, and integrate a metaphor identi-
fication system integrated with four metaphor iden-
tification algorithms, based on existing identification 
algorithms, and compare the performance of each 
algorithm, using the same input data; to address the 
skepticism of existing systems’ performance, created 
by a lack of reporting standards, common definitions, 
and shared resources in metaphor identification 
research.



Vol.:(0123456789)

SN Applied Sciences            (2022) 4:60  | https://doi.org/10.1007/s42452-022-04939-8 Research Article

2. Develop a real time corpus builder to utilize as a 
knowledge source to programmatically create current 
corpora, necessary for collocate extraction, from the 
Web; address the needs for modern language, includ-
ing cybersecurity related text, which may not exist in 
hand-coded corpora.

3. Empirically evaluate the impact of word sense dis-
ambiguation on automatic metaphor identification; 
address the problem of polysemy in metaphor identi-
fication.

4. Analyze system output on input data specific to indi-
vidual cybersecurity threats scraped from the Web 
pages in real time; get a sense of the type and amount 
of metaphors available in the text from top results 
from a broad search of the Web.

This paper is organized as follows: Section 2 reviews the 
related work in the area of metaphor detection. Section 3 
presents the algorithm for metaphor identification that 
was developed as part of this research. The variations of 
the proposed algorithm is presented in Section 4. The per-
formance of the introduced algorithm in the context for 
general texts is presented in Section 5. Section 6 presents 
three case studies in the context of cybersecurity texts 
with the objective of assessing the performance of the 
proposed model in metaphor detection in cybersecurity 
texts. Section 7 concludes the paper and highlights the 
future research directions.

2  Related work

Metaphors shape the way we understand the world. Many 
existing metaphor identification approaches use large 
static corpora, which may not contain any text related 
to specific domain such as cybersecurity. In this section, 
we discuss work related to metaphor identification, word 
sense disambiguation, and metaphor in cybersecurity, in 
preparation for a discussion of the algorithm developed 
during the present research in Sect. 3.

2.1  Metaphor and linguistic metaphor: definitions 
and different types

One of the struggles that metaphor identification research 
faces is a lack of a common definition of metaphor [7]. In 
metaphor identification literature the word “metaphor” is 
used inconsistently to describe cross domain mappings 
[8], a figure of speech [9], or a mechanism for reasoning 
[7, 10]. Metaphor, as a function of speech, is used to map 
properties from one concept to another. The conceptual 
mapping is known as a conceptual metaphor.

An example of conceptual metaphor is “Life is a Jour-
ney.” Here, different aspects of a journey can be cognitively 
mapped to the abstract concept of life. For example, obsta-
cles in life are sometimes referred to as “a bump in the 
road” and overcoming obstacles as “everything is going 
smoothly” [11]. The ability to map aspects of a journey to 
different parts of life is what makes “Life is a Journey” a 
conceptual metaphor.

A linguistic metaphor is an actualized version of a con-
ceptual metaphor in the form of a sentence, phrase, or 
extended piece of text [7] and can be categorized by gram-
matical patterns [9]. Krishnakumaran and Zhu identified 
three grammatical patterns typical of metaphor, which 
they label them as: Type I, Type II or Type III [9]. Examples 
of linguistic metaphor types along with an illustration of 
each grammatical structure are provided in Figs.  1, 2, and 
3. The images of the sentence structures were generated 
by Google’s Natural Language API demo1.

Fig. 1  Type I metaphor

Fig. 2  Type II metaphor

Fig. 3  Type III metaphor

1 Created at https:// cloud. google. com/ natur al- langu age/.

https://cloud.google.com/natural-language/
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Each image represents an example sentence by labeling 
each word with its part of speech and dependency rela-
tions. Parts of speech are listed below each word. Gram-
mar relations are depicted by an arrow from one word to 
another. The arrows represent the grammar relations and 
the name of each relation is provided at the end of the 
arrow above the word.

• Type I: Type I metaphors consist of a subject and an 
object noun with an identifying clause. This structure 
will always have “IS-A” relationship (e.g. “My lawyer is a 
shark” [12]).

• Type II: Type II metaphors contain an action verb 
together with its direct object noun (e.g. “He entered 
politics” [12]).

• Type III: Type III metaphors contain an adjective and 
the noun it describes (e.g. “Insatiable curiosity” [12]).

While these three syntactic patterns do not encapsulate all 
metaphors, they are useful to limit the corpus to sentences 
where metaphors are likely to appear.

2.2  Linguistic metaphor identification: state 
of the art

Researchers have introduced many different approaches, 
and some in combination, to automatically identify 

linguistic metaphor in text. This section briefly reviews the 
state-of-the-art of this line of research.

2.2.1  Selectional preference violation

Selectional preference describes the tendency for words to 
co-occur with other words in a specific semantic domain, 
or category, of related words [13]. It follows that selec-
tional preference violation describes the case where a pair 
of words that are not frequently paired appear together. 
Selectional preference violation, as an indicator of meta-
phorical language, has been widely embraced [12].

Neuman et al. classifies Type I metaphors by determin-
ing whether the modified noun belongs to one of the 
concrete categories associated with the literal use of the 
adjective [13]. Krishnakumaran and Zhu use selectional 
preference violation based on knowledge learned from 
bigram frequencies on the web [9]. Haagsma and Bjerva 
attempt to generalize across existing selectional prefer-
ence information to detect novel metaphors [14]. Mason 
[15] applies Resnik’s selectional preference algorithm to 
identify preferences by domain to identify conceptual 
metaphors [15]. Resnik’s selectional preference algorithm 
is represented in Algorithm 1: 

Despite its wide applications, there are well known 
issues with selectional preference violation in metaphor 
identification. Haagsma and Bjerva point out that it is a 
fundamental shortcoming that selectional preferences 
are based on frequency. Selectional preference data are 
obtained by counting how often words occur together in 

a certain relation [14]. Therefore, results are highly influ-
enced by the corpus. Second, selectional preference vio-
lation is common to all types of non-literal language, not 
just metaphor, so the approach tends to classify all non-lit-
eral text as metaphorical. Additionally, common verbs are 
almost always classified as metaphorical [14, 17]. Finally, 
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selectional preference is not helpful with pronouns, as a 
result pronouns increase the number of false negatives 
when using selectional preference violation as a metaphor 
identification technique [9, 14].

2.2.2  Word abstractness

The Contemporary Theory of Metaphor posits that “meta-
phor allows us to understand unstructured subject matter in 
terms of a more concrete or at least a more highly structured 
subject matter” [8]. This motivates the study of the relation 
between abstractness of words and metaphorical text. Tur-
ney et al. [10] hypothesized that metaphorical language 
is related to the abstractness of a word’s context. In the 
Concrete-Abstract approach, Turney et al. [10] creates two 
algorithms, one to assign abstractness ratings to words to 
create a knowledge base which is used in future experi-
ments. The algorithm used for metaphor identification uti-
lizes feature vectors and logistic regression to determine 
whether a word is being used metaphorically [10]. The 
algorithm used to create a knowledge base of abstract-
ness values assigns words an abstractness score between 
0 and 1 by computing the sum of a word’s similarity with 
twenty abstract words and subtracting the sum of a word’s 
similarity with twenty concrete words. Similarity values are 
determined by Latent Semantic Analysis (LSA). To assign 
classification values of “metaphor” or “literal”, Turney et al. 

uses a logistic regression model with feature vectors. The 
feature vector consists of five features: 

(1) The average abstractness ratings of all nouns, exclud-
ing proper nouns;

(2) The average abstractness ratings of all proper nouns;
(3) The average abstractness ratings of all verbs, exclud-

ing the target verb;
(4) The average abstractness rating of all adjectives;
(5) The average abstractness ratings of all adverbs [10].

The logistic regression model is trained on a test dataset 
“to classify a word usage as literal or metaphorical” [10].

2.2.3  Combined approaches

Neuman et al. [13] created an algorithm for Type II meta-
phor identification, named CCO*. The pseudocode for the 
CCO* algorithm is included in Algorithm 2. It combines 
the notion of abstractness and selectional preference 
violation [13]. CCO* defines selectional preferences by 
category inclusion and classifies metaphors based on cat-
egory overlap. Categories are identified for the top 100 
most concrete collocated nouns with the source verb. If 
there are no categories that overlap with the categories 
of the source word, the metaphor candidate is considered 
metaphorical. 
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2.3  Word sense disambiguation

Polysemy describes a word’s ability to have multiple 
senses. In NLP, there is a task known as word sense disam-
biguation, which aims to identify which sense of a word 
is utilized in context. A set of senses for a word can be 
defined by the word’s dictionary definitions, a collection 
of synonyms from a thesaurus, or other knowledge bases, 
such as WordNet [18]. Word sense disambiguation is useful 
for machine translation, speech synthesis, and question 
and answer applications. Common techniques for word 
sense disambiguation include; dictionary-based, super-
vised machine learning, and semi-supervised machine 
learning. One of the first dictionary-based approaches 
to automatic word sense disambiguation was pioneered 
by Lesk [19]. Lesk proposed that the sense of a word 
can be determined by comparing the overlap of words 
between a target word’s context and each of the target 
word’s dictionary definition [19]. The definition with the 
highest number of overlapping words is the sense of the 
word in that instance [19]. The benefit of the dictionary 
approaches over machine learning techniques is that they 
do not require large sense-tagged corpora.

Banerjee and Pedersen created an adapted version 
of the Lesk Algorithm for word sense disambiguation in 
WordNet [20]. The Adapted Lesk Algorithm [20] utilizes the 
hierarchical structure of WordNet to improve on the origi-
nal Lesk Algorithm [19]. Rather than just using the defini-
tion, or gloss as it is referred to in WordNet, the Adapted 
Lesk Algorithm also considers the glosses of related words.

Words are considered related by the Adapted Lesk Algo-
rithm if they belong to a synset (i.e. synonym set) in the 
hierarchical hypernym trail. A hypernym trail is defined 
as the sequence of “IS-A” relations that go from specific 
words at the bottom to generic terms at the top [18]. The 
word hypernym describes the “IS-A” relationship. A hypo-
nym describes the same relationship, but in the opposite 
direction; it can be thought of as a “CAN-BE-A” relationship. 

Figure  4 illustrates the hypernym hierarchy and the rela-
tionship between hypernym and hyponym.

2.4  Performance measurement in metaphor 
identification

The field of metaphor identification struggles to make 
progress because of a lack of shared resources, a lack of 
a shared understanding of the task and no clear expecta-
tions on reporting [7]. The majority of the field reports the 
performance of their approaches based on metrics such 
as precision and recall [7]. Other, less frequently reported, 
measures include F-score and accuracy. Dunn makes an 
important contribution to the field by re-implementing 
several algorithms to compare the impact of different fea-
tures on the identification of metaphor in the same data 
[21]. Dunn reports, not only of F-score, but also on binary 
classifications; true positives, false positives, true nega-
tives, and false negatives [21]. This is valuable because 
it gives insight as to why each system performs the way 
it does. A system may yield a high accuracy if it tends to 
overly classify text as metaphorical and the dataset con-
sists of mostly metaphorical text [7], reporting on binary 
classifications reveals the bias [21]. Dunn also compares 
the systems across different genres of text [21]. What Dunn 
finds is that each system performs similarly, but for differ-
ent reasons. The systems do not all fail and succeed on 
the same sentences [21]. The implication of that finding, is 
that the accuracy of a system is influenced by the dataset.

Gao et al. [22] present a neural model for detecting 
metaphorical use of words in texts. They use a bidirec-
tional Long Short-Term Memory (LSTM) model to encode a 
given sentence and then a classifier based on feed-forward 
neural network. The LSTM part of the model predicts the 
metaphoricity of each word in a given sentence; whereas, 
the classifier predicts the binary label of each word.

Gong et  al. [23] present a combined approach for 
detecting metaphor. The contextual representations are 
combined with the RoBERTa [24] model along with some 
other linguistic information such as WordNet. RoBERTa 
enables the generation of contextualized word representa-
tions to capture the context-sensitive semantics of words. 
The authors report F1 scores between 70.3% to 77.1% on 
various benchmark datasets.

Mao et al. [25] present two end-to-end metaphor iden-
tification models based on 1) Metaphor Identification Pro-
cedure (MIP) [26] and 2) Selectional Preference Violation 
(SPV) [27]. According to MIP, a metaphor is identified if the 
literal meaning of a word is different than the intended 
meaning; whereas, according to SPV, a metaphor is identi-
fied through a semantic difference between a target word 
and its context. They reported that both models outper-
form the state-of-the-art baselines.

Fig. 4  Hypernym hierarchy
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Stowe et al. [28] states that even though deep learn-
ing-based models outperform the state-of-the-art of 
metaphor identification, these techniques suffer from 
complicated procedures and need large training sets. To 
overcome this problem, the authors propose to use syn-
tactic features and lexical resources for providing addi-
tional high-quality training data for metaphor detection. 
They report that using the proposed approach improves 
training data and thus the classification tasks.

Stowe and Palmer [29] explore the relationship between 
syntactic constructions and metaphoric language. They 
report that integrating syntax and semantics is very essen-
tial to detect and interpret metaphor. They also report that 
because of diversity of contexts, it would be beneficial to 
use separate methods for representing metaphoric seman-
tics with respect to the syntactic constructions involved.

Su et al. [30] present a reading comprehension para-
digm for metaphor detection. The basic idea is to encode 
the global text context (i.e., whole sentence), local text 
context (i.e., sentence fragment), and questions (i.e., query 
word) information along with incorporating information 
captured through Part of Speech (PoS) features. They 
report competitive results obtained by their paradigm.

2.5  Metaphor generation

There exist some research work that concentrate on auto-
matic generation of metaphor. As an example and to sup-
port linguistic analysis and metaphor detection, Klebanov 
et al. [31] introduce a corpus of essays written by non-
native English speakers annotated for metaphor. The cor-
pus is annotated by 240 argumentative essays that have 
been used as a predictor of measuring the essay quality. 
The corpus is the first of its own through which metaphor 
is used to assess the essays and their qualities.

Chakrabarty et al. [32] present Mermaid, a method to 
generate a metaphoric sentence by replacing relevant 
verbs in a literal expression. The basic idea is to transform 
metaphorical sentences to their literal counterpart using 
masked language modeling and commonsense interfer-
ence. To generate high quality metaphor, a discriminator is 
utilized to direct and fine tune the decoding of a sequence 
to another one.

Gero and Chilton [33] introduce an interactive tool for 
generative metaphor called Metaphoria. The tool accepts 
concepts and then selects common poetic symbols that 
can be paired for the concept entered to create seed meta-
phor. The goal of Metaphoria is to provide unexpected but 
relevant ideas to assist in creative writings.

Stowe et al. [34] presents a metaphor paraphrase gen-
eration based on sequence-to-sequence mapping, called 

metaphor masking. In the introduced framework, the 
metaphoric words in the given input are replaced with 
metaphor masks (i.e., metaphor tokens). The framework 
then creates training data where the input is the masked 
text and the output is the original text. The evaluation 
based on crowdsourcing shows that the proposed meta-
phor is more effective in generating metaphor than lexical 
replacement alone.

2.6  Metaphor in cybersecurity

Metaphors are common in the cybersecurity domain and 
range from individual words to complex mental models. 
Common mental models of computer security are: 1) phys-
ical security; 2) medical; 3) criminal; 4) warfare; and the 5) 
market [4]. Each model contributes to the understanding 
of security related concepts that may otherwise be difficult 
to understand. Raja et al. [5] suggests that including the 
physical security model in security warning may facilitate 
the understanding of warning information, better commu-
nicate the risk and its impacts, and increase the likelihood 
of safe and defensive behavior [5].

2.7  The present approach

The present research aims to identify Type II metaphors 
related to cybersecurity threats. However, it is a challeng-
ing problem where to find text about cybersecurity threats 
that contains Type II metaphor. Rather than using a lot of 
computational resources to search for metaphors, several 
existing approaches were adapted to create a metaphor 
identification algorithm that is lightweight. The present 
aim is to create a methodology with comparable accu-
racy on a much smaller scale. In order to accomplish this, 
a novel approach to identifying linguistic characteristics 
of certain words was undertaken. Rather than using large 
pre-parsed corpora, a small targeted corpus was built and 
utilized in real time within the algorithm developed as part 
of the present research.

3  A computational linguistic algorithm 
for metaphor identification

The methodology developed as part of this research is 
designed to identify Type II metaphors, which are defined 
by a direct object grammatical relation. A hybrid approach 
was implemented, using existing metaphor identification 
algorithms. Furthermore, a real time corpus builder crawls 
online resources to computationally identify metaphors in 
text about a given context such as cybersecurity threats.
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3.1  Design considerations

The underlying motivation behind the development of 
the present metaphor identification algorithm is to build 
a better user interface by automatically selecting the best 
metaphor for a user interface to help communicate the risk 
of a cybersecurity threat. This influences design decisions 
in the ways described below.

Level of Metaphor. The primary interest is metaphor 
in language rather than conceptual mappings. Therefore, 
the present system was designed to identify linguistic 
metaphors whose words can be further processed by a 
computer without human interpretation.

Unit of Analysis. A unit of analysis in metaphor identi-
fication is a word, relation, or sentence. A present goal was 
to identify text that can be transformed into a some form 
of representation. Therefore, the present research focused 
on identifying grammatical relations that contain action 
verbs, with the assumption that action-oriented language 
is more easily represented to the end users.

Syntactic Constructions. The choice of grammar rela-
tion as a unit of analysis prompted consideration of spe-
cific syntactic constructions. Krishnakumaran and Zhu [9] 
define specific grammatical relations typical of metaphor. 
The present research embraced their definition of a verbal 
metaphor and designed a methodology that focuses on 
identifying Type II metaphors.

Applicability to NLP. Shutova argues that metaphor 
processing systems should be designed for real-world use 
[7]. This means metaphor processing systems should be 
easy to integrate with other NLP applications, accept raw 
and naturally occurring text as input, work across all top-
ics and genres, rely very little on hand-coded knowledge 
sources, and handle all syntactic constructions [7]. The pre-
sent algorithm was designed with the goal of reducing the 
number of hand-coded knowledge sources and accepting 
raw text as input. Although the present research is cen-
tered around cybersecurity, the algorithm is not designed 
around the topic, making it usable across all genres.

3.2  The methodology and the algorithms

The present algorithm closely follows the CCO* approach 
proposed by Neuman et al. [13]. CCO* relies on four differ-
ent external knowledge sources. 

(1) Corpus of Contemporary American English (COCA) 
N-Grams corpus [35], a corpus of word sequences 
with their frequencies: to identify collocates;

(2) WordStat Dictionary of Semantic Categories [36], 
a dictionary constructed from WordNet that cat-
egorizes words included in WordNet into 44 logical 
groupings: to identify the categories to which a word 
belongs;

(3) Turney’s Abstractness Ratings, the result set from Tur-
ney et al’s Concrete-Abstract algorithm [10]: to rank 
collocations by concreteness scores;

(4) ConceptNet [37], a semantic network that represents 
commonsense knowledge represented by words and 
phrases: to identify the main sense of a word.

In the original paper, the evaluation of CCO* was limited to 
the study of five nouns because the frequency of data nec-
essary for their algorithm was not available in the COCA 
n-grams corpus [13]. The present methodology only uses 
WordNet as a hand-coded knowledge base.

3.2.1  The methodology

Unlike existing metaphor identification systems, the pre-
sent system uses the Internet to create a real time cor-
pus to identify collocated nouns with the source verb. To 
overcome the limitations imposed by large corpora, the 
present system creates a much smaller, but targeted, cor-
pus for each sentence that is processed (i.e., a lightweight 
corpus). The present system utilizes the Internet as our 
source of data, and the Bing API2 to search the Internet. In 
summary, the present system: 

(1) utilizes modifications to CCO* to define the present 
algorithm;

(2) reduces the number of knowledge sources from four 
to one,

(3) adds word sense disambiguation, and
(4) integrates a novel real time corpus builder to over-

come computing resource and performance chal-
lenges imposed by corpus size.

The pseudocode for the present methodology, called 
CIA+, is presented in Algorithm 3. 

2 https:// docs. micro soft. com/ en- us/ azure/ cogni tive- servi ces/ bing- 
web- search/.

https://docs.microsoft.com/en-us/azure/cognitive-services/bing-web-search/
https://docs.microsoft.com/en-us/azure/cognitive-services/bing-web-search/
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3.2.2  The corpus builder

The first step in the present methodology is building a 
real time and targeted corpus. Building a real time corpus 
from the Internet is beneficial for several reasons. First, it 
improves overall efficiency. Large pre-parsed corpora are 
difficult and time consuming to create. By using the Inter-
net, the present system can query and parse data in real 
time. This means that only relevant portions of text need 
to be parsed. Second, the wide variety of content on the 
Internet allows for the creation of a custom corpus, specific 

to the present needs. Third, by using the Internet, modern 
usage of the words can be easily obtained.

Next, the present system finds the nouns that frequently 
co-occur with the metaphor candidate’s verb. The corpus 
builder creates a small corpus that only contains sentences 
that have at least one direct object relation where the rela-
tion’s verb matches the metaphor candidate’s verb. The 
present system extracts nouns from the direct object rela-
tions in each sentence and considers those nouns to be 
collocated with the source verb. The pseudocode for the 
corpus builder is presented in Algorithm 4. 

The next step is to pre-process the sentence to identify 
sentences which contain the direct object grammatical 
relation of Type II metaphors. The present system identi-
fies this relation by parsing the input sentence with the 

Stanford Dependency Parser [38] and extracting direct 
object relations. The Stanford Dependency Parser [38] is a 
program that uses the arc-standard algorithm to analyze 
a sentence and creates a parse tree that represents the 
grammatical structure of the input sentence. The parser 
outputs a list of Universal Dependencies [38], which 
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represent grammatical relations in a sentence. Each rela-
tionship is a triple that relates pairs of words with a phrase 
label.

Consider the following example sentence:

“In a distributed denial-of-service attack (DDoS attack), 
the incoming traffic flooding the victim originates from 
many different sources3”.

Given this sentence, the Stanford Dependency Parser [38] 
returns the Universal Dependencies and their relationship 
listed below where victim and flooding are having direct 
object relationship:

case(attack-5, In-1)
det(attack-5, a-2)
amod(attack-5, distributed-3)
amod(attack-5, denial-of-service-4)
nmod:in(originates-17, attack-5)
compound(attack-8, DDoS-7)
appos(attack-5, attack-8)
det(traffic-13, the-11)
amod(traffic-13, incoming-12)
nsubj(originates-17, traffic-13)
acl(traffic-13, flooding-14)
det(victim-16, the-15)
dobj(flooding-14, victim-16)
root(ROOT-0, originates-17)
case(sources-21, from-18)
amod(sources-21, many-19)
amod(sources-21, different-20)
nmod:from(originates-17, sources-21
...

A list of Universal Dependencies with phrase labels 
and definitions are found in the original Stanford typed 
dependencies manual. The present systems’ metaphor 
identification algorithm focuses on Type II metaphors 
defined by verb noun relations, otherwise known as direct 
object relations. The direct object relation is one of the 
Universal Dependency relations defined by the Stanford 
Dependency Parser [38] and is represented by the phrase 
label: dobj.

3.2.3  Creating wordNet synsets

The procedure used for building an ad-hoc semantic class 
is shown in Algorithm 5. After a set of collocated nouns is 
identified, an ad-hoc semantic class that consists of Word-
Net synsets is created. The semantic class includes syno-
nyms and hyponyms. The latter are included in response 
to the idea of metaphors as “class inclusion statements” as 
proposed by Glucksberg and Keysar [39]. 

Table 1  Algorithm comparison

CCO* CIA+ CIA* CIAC CON

Based on CCO* x x x x
Type II metaphor x x x x x
Real time Web Corpora x x x
Adapted Lesk Algorithm x
Concreteness Scores x x x
Utilizes WordNet x x x

3 Retrieved from https:// en. wikip edia/ org/ wiki/ denial- of- servi ce_ 
attack.

https://en.wikipedia/org/wiki/denial-of-service_attack
https://en.wikipedia/org/wiki/denial-of-service_attack
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3.2.4  Filtering synsets using adapted lesk algorithm

Next, the present system uses word sense disambiguation 
to narrow the target noun’s meaning to one synset. It uses 
the Adapted Lesk Algorithm [20] for word sense disam-
biguation. The input to the Adapted Lesk algorithm is the 
sentence being evaluated and the target noun. The output 
is a single WordNet synset that represents the sense of the 

word based on its use in the sentence. The pseudocode for 
the Adapted Lesk Algorithm is presented in Algorithm 6. 
The algorithm’s decision is based on the ad-hoc semantic 
class and the target noun’s disambiguated synset. If the 
target noun’s synset is in the list of synsets that make up 
the class, the metaphor candidate is considered “literal”. 
Otherwise, the phrase is considered “metaphorical”. 

4  Algorithm variations and models

This section outlines a system designed around a meta-
phor identification algorithm implemented in a software 
application. The present research’s main methodology 
along with the developed algorithms are detailed in the 
previous section. In this paper, this algorithm is referred 
to as the Class Inclusion Algorithm (CIA*) with Word Sense 
Disambiguation (CIA+). In this section, two variations of 
CIA+ (CIA and CIAC) are presented and a model that only 
considers the concreteness values of the target noun 
(CON) are presented.

The first variation, referred to here as CIA, follows the 
same procedure as CIA+, but excludes word sense dis-
ambiguation. The purpose of CIA+ was to evaluate the 
impact of word sense disambiguation on metaphor iden-
tification. The second variation utilizes concreteness scores 
in conjunction with CIA*, and is referred to here as CIAC. 

Finally, an approach that only considers the concreteness 
values of target nouns, which is referred to here as CON, is 
presented. Table 1 outlines the differences between each 
approach.

4.1  Class inclusion algorithm (CIA*)

The CIA+ algorithm introduced in the previous sec-
tion was developed with word sense disambiguation to 
address polysemy. In an effort to evaluate the impact 
of word sense disambiguation on the performance of 
the algorithm, a class inclusion algorithm without word 
sense disambiguation (CIA*) was created. This algorithm 
is identical to CIA+, except that it excludes the Adapted 
Lesk Algorithm. Instead of finding a “single” synset for the 
target noun and basing the decision about literalness 
based on whether the synset exists in the list of synset 
that belong to the collocated nouns, CIA considers “all” of 
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the senses of a word. CIA* labels a phrase as metaphorical 
if any of a target word’s synsets exist in the list of synsets 

that belong to the collocated nouns. The pseudocode for 
our CIA* algorithm is presented in Algorithm 7. 

Table 2  Binary classifications 
and results: full data set

True False True False No Results

Pos. Pos. Neg. Neg. Decision Acc. Pre. Rec. F-score

CIA+ 36 41 16 8 6 0.48 0.46 0.81 0.58
CIA* 34 33 24 10 6 0.57 0.51 0.77 0.61
CIAC 29 23 31 15 9 0.61 0.56 0.67 0.61
CON 41 46 15 3 2 0.53 0.47 0.93 0.62

4.2  Combined approach (CIAC)

This variation of the CIA* algorithm considers concrete-
ness ratings of the target noun as a pre-processing step. 
The algorithm first looks at the concreteness rating of 
the target noun and the metaphor candidate is classi-
fied as metaphorical if its concreteness value is below the 
threshold otherwise, the metaphor candidate is further 
processed by the CIA* algorithm.

A threshold value was set to 4.0. To identify an appro-
priate threshold value, the abstractness ratings of tar-
get nouns in the test dataset were collected from the 
pre-annotated TroFi Example Base and considered the 
median concreteness ratings of the nonliteral and literal 
annotations.

Brysbaert, Warriner, and Kuperman’s list of “Concrete-
ness ratings for 40 thousand generally known English 
word lemmas” was used [40] as the source of concreteness 
ratings. The list was developed for researchers who require 
the concreteness ratings of words [40]. Data was collected 

via crowdsourcing from more than four thousand partici-
pants. Participants rated words on a scale from 1 (abstract) 
to 5 (concrete) [40]. The result is a dataset of 37,058 English 
words and 2,896 two-word expressions with concreteness 
values between 1 and 5 [40].

4.3  Concreteness model (CON)

This approach is essentially the first half of CIAC; it bases its 
decision about whether a phrase is metaphorical solely on 
the concreteness score of the target noun. This approach 
was icluded in the present evaluation to compare this sim-
ple implementation of the Concrete-Abstract theory with 
other existing variations and to measure the number of 
false negatives in comparison with CIAC.

Again, the list of concreteness ratings [40] was used 
as the source of concreteness scores. If the concreteness 
score of the target noun is less than some threshold t, the 
algorithm classifies the candidate as metaphorical, else 
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the metaphor candidate is classified as literal. If the tar-
get word does not exist in the list of concreteness ratings 
[40], the algorithm cannot decide whether the candidate 

is metaphorical. The pseudocode for the CON model is 
provided in Algorithm 8. 

Table 3  Binary classifications 
and results: simple data set

True False True False No Results

Pos. Pos. Neg. Neg. Decision Acc. Pre. Rec. F-score

CIA+ 19 13 2 3 2 0.54 0.59 0.86 0.69
CIA* 17 10 7 5 0 0.61 0.62 0.77 0.61
CIAC 16 6 11 6 0 0.69 0.72 0.66 0.68
CON 20 14 3 2 0 0.58 0.58 0.90 0.75

Table 4  Comparison with 
other metaphor identification 
systems

Dataset Accuracy Precision Recall F-score

Turney et al. [10] TroFi [42] 0.688 NR NR 0.681
Birke and Sarkar [42, 44] TroFi NR NR NR 0.649
Dunn [21] VU Amsterdam [45] NR NR NR 0.792
CCO* (Neuman et al. [13]) Reuters RCV1 [46] NR 0.761 0.82 NR
CIA+ TroFi 0.54 0.59 0.86 0.69
CIA* TroFi 0.61 0.62 0.77 0.61
CIAC TroFi 0.69 0.72 0.66 0.68
CON TroFi 0.58 0.58 0.90 0.75

5  Experimental study for performance 
comparison with the state-of-the-art

This section reports the results of an experiment through 
which the performance of the CIA+, CIA*, and CIAC are 
compared. The experiment is conducted based on the 
TroFi dataset. The experiment evaluates the present algo-
rithm with test data and reports the binary classifications 

as well as the accuracy, precision, recall, and F-score of 
each variation.

5.1  Experimental procedure and setup

The CIA*, CIA+, and CIAC models all require WordNet 
as an external knowledge source. The WordNet corpus 
included in the NLTK library [41] was used. Both CON and 
CIAC require concreteness scores for nouns. The values 



Vol:.(1234567890)

Research Article SN Applied Sciences            (2022) 4:60  | https://doi.org/10.1007/s42452-022-04939-8

from Brysbaert, Warriner, and Kuperman’s list of concrete-
ness ratings [40] were utilized. The dataset consists of 
37,058 English words that have concreteness values from 
1 (abstract) to 5 (concrete).

5.2  TroFi data set

Metaphor identification research struggles to make pro-
gress because of a lack of shared resources and reporting 
methods [7]. The present research evaluated the present 
algorithm with Birke and Sarkar’s TroFi dataset as input 
because it is well known in the field and thus provides a 
standard for comparison.

The publicly available, highly accessible, TroFi Exam-
ple Base provided by Birke and Sarkar [42] was used as 
input for the evaluation of our algorithms. To maintain a 
dataset with a balanced number of nonliteral and literal 
sentences, a group of literal sentences and a group of non-
literal sentences was utilized. Then, a random sample of 
50 sentences from each group was selected. Of the 100 
sentences selected for evaluation, only 71 had at least 
one direct object relation, leaving 34 nonliteral sentences 
and 37 literal sentences for the evaluation of the present 
algorithm.

5.3  Assessment metrics

For a comprehensive understanding of the algorithm’s 
performance, the following are reported: the binary classi-
fications, as well as accuracy, precision, recall, and F-score. 
The binary classifications are defined as follows:

• True Positive is the correct classification of metaphor as 
metaphor.

• True Negative is the correct classification of non-meta-
phor as non-metaphor.

• False Positive is the incorrect classification of a non-
metaphor as a metaphor.

• False Negative is the incorrect classification of a meta-
phor as a non-metaphor.

Furthermore, 1) Accuracy measures the correct classifica-
tion rate, 2) Recall is the ability to find all the metaphors 
in the dataset, 3) Precision expresses the proportion of 

data that is classified as metaphorical versus the data that 
is metaphorical, and, 4) F-score describes accuracy as a 
weighted mean of precision and recall. The formulas for 
calculating these metrics are given below:

5.4  Implementation details

To evaluate the present algorithms, a software application 
that implements all four algorithms was built. The applica-
tion is written in C# and python. Integrating two program-
ming languages was necessary to utilize existing NLP tools 
that are written in python.

The WordNet::Similarity package [43] was used to find 
the synsets and hyponyms of all of the collocated nouns. 
The WordNet::Similarity package [43] is part of a popular 
NLP toolkit, NLTK, that contains functions to explore Word-
Net as a corpus. An existing python implementation of the 
Adapted Lesk Algorithm [20] provided by pywsd was used 
in the present implementation.

In addition to the binary classifications, the software 
program also returned the WordNet senses of the noun 
from the WordNet::Similarity package [43] and the single 
synset returned from the pywsd implementation of the 
Adapted Lesk Algorithm [41]. Each input sentence was run 
individually through the software application that outputs 
the results of each approach and then copy and pasted 
the results into a spreadsheet, which contained the sen-
tence and its original annotation from the TroFi data [42]. 
The spreadsheet contained the raw data necessary for the 
empirical evaluation.

Accuracy =
TruePositive + TrueNegative

(FalsePositive + FalseNegative

Recall =
TruePositives

TruePositives + FalseNegative

Precision =
TruePostitives

TruePositives + FalsePositives

F − score =
2 ∗ (Precision ∗ Recall)

Precision + Recall

Table 5  Binary classifications 
and results: phishing data set

True False True False No Results

Pos. Pos. Neg. Neg. Decision Acc. Pre. Rec. F-score

CIA+ 0 1 44 35 0 0.44 0.00 0.00 0.00
CIA* 0 1 38 41 0 0.51 0.00 0.00 0.00
CIAC 0 0 53 26 0 0.33 0.00 0.00 0.00
CON 0 1 35 44 0 0.55 0.00 0.00 0.00
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5.5  Observed results

5.5.1  Full data set

Table 2 shows the results for the four different approaches. 
In CIA* and CIAC, the positive predictions outnumber the 
negative predictions. While the number of false negatives 
in the word sense disambiguation variation is lower than 
those in the class inclusion and concreteness models, it 
is higher than the number of false positives predicted by 
CIAC. Despite a decrease in overall accuracy, adding word 
sense disambiguation results in higher recall, suggesting 
that the metaphors it does identify are more relevant.

In some instances, the sentence contained more than 
one direct object relation. The software application han-
dles such cases and returns results for every direct object 
relation in the sentence. In the spreadsheet, each direct 
object relation was treated as a separate sentence; a new 
data point was created and considered the human annota-
tion of the original sentence to be the annotation for each 
new data point. The application returned 107 results for 
the 71 distinct input sentences.

5.5.2  Simple data set

To examine the impact of multiple direct object relations 
in a sentence on the output of the algorithms, only the 
sentences that contain a single direct object relation were 
evaluated. This smaller input set is referred to here as the 
“Simple” dataset. The Simple dataset consisted of 39 dis-
tinct sentences; 22 nonliteral and 17 literal. Table 3 shows 
the results of the experiment using the Simple dataset.

In both the Full and Simple datasets, the concreteness 
model has the lowest recall. The accuracy of all variations 
increases with the Simple dataset; however, each variation 
performs the same in relation to the other regardless of 
the input.

5.6  Data analysis

The results presented in Table 3 suggest that CIA+ per-
formed worse than CIA* alone. This suggests that adding 
word sense disambiguation did not reduce the rate of 
false negatives as expected. However, adding word sense 
disambiguation did increase recall. The accuracy of meta-
phor identification was higher on the Simple dataset. This 
implies that not every part of a sentence must be nonlit-
eral for a sentence to be considered nonliteral.

5.7  Comparison with the state‑of‑the‑art

Table 4 compares the performance of the present meth-
odology with other algorithms from the literature that use 
the same or similar datasets as input. More specifically, the 
table presents data from research published by 1) Turney 
et al. [10], Birke and Sarkar [44], Dunn [21], and Neuman 
et al. [13].

According to Table  4, CON outperforms the Concrete-
Abstract algorithm (Turney et al. [10]) in terms of F-score, 
but falls short of meeting the accuracy level achieved 
by this algorithm. More specifically, the CON approach 
achieves 0.58 and 0.75 for accuracy and F-score; whereas, 
Turney et al. report the accuracy of 0.688 and F-score 
0.681. This observation provides more information about 
using context to identify metaphor. Turney et al. meas-
ures the abstractness of the sentence by calculating the 
abstractness of every word in the sentence [10]. The CON 
model bases its decision about whether a phrase is meta-
phorical based on the concreteness value of the target 
noun alone. The accuracy of their system suggests that 
computing values for every word in the entire sentence 
may not be necessary.

Similarly, the CON methodology outperforms Birke 
and Sarkar’s [42, 44] work, but is slightly short of meet-
ing the F-score of 0.792 set by Dunn [21]. Unfortunately, 
these research studies do not report the entire assessment 
and performance metrics and their values. Therefore, only 
F-scores are used for a meaningful comparison between 
the CON methodology and the existing work.

6  Applications of metaphor detection 
in cyber security documents

In this section, three case studies are presented. Each case 
study focuses on a different cybersecurity threat: 1) phish-
ing, 2) denial-of-service and 3) information leakage. The 
case studies presented here demonstrate the algorithms’ 
performance on texts about cybersecurity threats.

6.1  Research objectives

The high-level research question is: How does the present 
algorithm perform on text about cybersecurity threats? 
From the case studies, the following will be accomplished: 

Table 6  Phishing: verbs that were identified as metaphorical

Induced, targets, reaching, trusting, block, uses, used, access, contains, used, avoid, embedding, altered, roll, redirect, sent, used, sent, 
exchanged
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1. describe the input text extracted from a broad search 
of the sources on the Internet;

2. evaluate the effectiveness of the present metaphor 
identification system on texts specific to the cyberse-
curity threats;

3. observe the intermediate data to aid in the under-
standing of the system output.

To do so, three different types of cyber attacks are exam-
ined: 1) phishing, 2) denial-of-service, and 3) information 
leakage. These types of attacks were chosen based on the 
assumption that phishing is very prevalent problem but 
hard to use metaphor in this context and it is ambiguous; 
whereas, a denial-of-service attack is very intuitive and a 
simple metaphor can describe it. On the other hand, infor-
mation leakage might be a concept in the middle borrow-
ing metaphor from law, business, and technology.

6.2  Methodology

To collect the input data for evaluation, a Web scraper 
built specifically for this project was used. The Web scraper 
takes the name of the cybersecurity threat as input and 
outputs a list of sentences from the Web that contain the 
name of the cybersecurity threat. The output of the Web 
scraper is the input data for the present algorithm.

To empirically evaluate the output of the present sys-
tem, the input data was annotated so that we could com-
pare the output of the algorithms with human judgment. 
Annotations were done by two graduate students. The 
annotators labeled the input sentences as literal or non-
literal. If the sentence was labeled nonliteral, the annotator 
was asked to identify which words in the sentence they 
considered nonliteral and then to select the type of non-
literal language from a list of nonliteral language types 
provided to them in the task instructions.

To establish credibility, inter rater agreement, a measure 
of reproducibility of human judgment [47], had to be suf-
ficiently high. Guilford’s G [48] was employed, instead of 
Cohen’s k [49], as the measure for inter-rater agreement 
because Cohen’s k is sensitive to distributional skew [50] 
and the present dataset contained significantly more lit-
eral than nonliteral sentences.

G > 0.7 was set as a threshold to accept the annota-
tions. After the first round of annotations, the inter-rater 
reliabilities for phishing, denial-of-service, and information 
leakage were 0.76, 0.80, and 0.60 respectively. The inter-
rater reliability was high enough for phishing and denial-
of-service but not for information leakage. After the first 
round, the annotators revisited their decisions until they 
reached agreement on each of the sentences. Because the 
present focus is on metaphor identification, annotations 
marked as nonliteral but not metaphorical, were consid-
ered to be false.

In the following sections, each case study and the 
results are explained.

6.3  Case study I: phishing (very ambiguous 
nonliteral)

The first case study concerns the cybersecurity threat 
“phishing”.

6.3.1  Input data

The word “phishing” was used as inputted into the Web 
scraper. The Web scraper outputs 50 sentences that con-
tain the word “phishing”. By observing the annotators’ rat-
ings and comments, it was observed that out of the 50 
sentences, only 4 were annotated as nonliteral, and of 
those, only 2 were annotated as metaphorical.

6.3.2  Empirical analysis

From the 50 input sentences, the algorithms identified 80 
direct object relations. Results of the empirical analysis 
are shown in Table 5. All four variations of the algorithm 
perform poorly on this unbalanced dataset. The precision, 
recall, and F-score are all 0.00 because there is only 1 Type 

Table 7  Binary classifications 
and results: denial-of-service 
data set

True False True False No Results

Pos. Pos. Neg. Neg. Decision Acc. Pre. Rec. F-score

CIA+ 3 60 16 2 0 0.23 0.05 0.60 0.09
CIA* 2 46 32 3 0 0.41 0.04 0.40 0.08
CIAC 3 69 15 2 0 0.20 0.04 0.60 0.08
CON 3 53 25 1 0 0.34 0.05 0.75 0.10

Table 8  Direct object relations Verb Direct object

Overwhelm It
Prevent Users
Accessing Website
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II metaphor in the dataset and the algorithm classifies it 
incorrectly.

6.3.3  Observations

In the following, some of the intermediate data are exam-
ined to identify trends in the output and explain some of 
the misclassifications. Table 6 shows a list of verbs from 
the sentences identified as metaphorical by all four of the 
algorithms. These are the verbs in the direct object rela-
tions that are incorrectly classified as metaphorical by the 
algorithms.

One of the major problems with selectional prefer-
ence violation is that it tends to classify common verbs 
as metaphorical. As such, it is not surprising that the verb 
“use”, a common verb, shows up several times in the list of 
verbs that are incorrectly classified as metaphorical. How-
ever, the verb “induced” is not as common as “use” and it 
still shows up in our list of verbs. To understand why, the 
sentence that contains the verb “induced” was identified, 
and it was ran through the software application in debug 
mode to catch some of the intermediate data. Observa-
tions from the application are outlined below.

Analyzing the Intermediate Data. To observe interme-
diate data, the following sentence was used:

“A phishing email to Google and Facebook users suc-
cessfully induced employees into wiring money to the 
extent of US 100 million to overseas bank accounts 
under the control of a hacker”

as input into our application.
(I) The first step of the present algorithm is to identify 

direct object relations by parsing the input sentence using 
the Stanford Dependency Parser [38]. The results of the 
parse suggest that the direct object relation the present 
algorithm is evaluating contains “induced” as the verb and 
“employees” as the direct object noun.

(II) Next, the verb “induced” gets fed into the real time 
corpus builder that creates a narrow corpus for identify-
ing semantic relations by extracting text from the top Web 
sites that the Bing API returns from the query “example 
usages of induced”. The corpus builder returns a list of 
sentences which contain the word “induced” from the list 
of Web sites returned from the Bing API. The list contains 

several dictionary Web sites (https:// www. yourd ictio nary. 
com, https:// www. merri am- webst er. com, https:// www. 
dicti onary. com, https:// www. thesa urus. com) that are 
assumed to have examples of the different senses of the 
word “induced”. There are also several Web sites assumed 
to include technical language (https:// www. stemc ells. nih. 
gov, https:// www. ncbi. nlm. nih. gov, https:// www. resea 
rchga te. net).

(III) Next, nouns collocated with the verb “induced” are 
extracted from the Web sites. This is done by scraping the 
contents of each Web site and extracting every sentence 
that contains the word “induced”. Each sentence is then 
parsed by the Stanford Dependency Parser [38]. Nouns are 
considered collocated if they appear in a direct object rela-
tion with the verb “induced”. The collocated nouns for the 
term “induced” the system returns are: self, anxiety, inter-
action, diipoles, dipole-dipole, him, Statistics, us, labor, 
compromise, Scrabble, wind, magnetsim, magnetism, it, 
therapy, demand, current, emission, cells, trip, many, girl, 
man, me, article, Ossipon, Mr., voltage, Verb, Examples, C., 
indubitables, disorders, disorder, lysate, sample.

(IV) The word “Scrabble” shows up in the list of collo-
cated nouns, this happens because the game of “Scrabble” 
is mentioned frequently in the HTML markup from https:// 
www. merri am- webst er. com/ dicti onary/ induce. This sug-
gests that the process of cleaning the HTML markup could 
be improved. V) Summary: The following sentence was 
chosen:

“A phishing email to Google and Facebook users suc-
cessfully induced employees into wiring money to the 
extent of US 100 million to overseas bank accounts 
under the control of a hacker’

through the software application in debug mode to 
extract intermediate data because it was unexpected that 

Table 9  Binary classifications 
and results: information 
leakage data set

True False True False No Results

Pos. Pos. Neg. Neg. Decision Acc. Pre. Rec. F-score

CIA+ 1 0 47 14 0 0.24 0.02 1.00 0.04
CIA* 0 1 43 18 0 0.29 0.00 0.00 0.00
CIAC 1 0 52 10 0 0.17 0.02 1.00 0.04
CON 1 0 40 21 0 0.35 0.02 1.00 0.05

Table 10  Results: information leakage data set

Accuracy Precision Recall F-score

CIA+ 0.24 0.02 1.00 0.04
CIA 0.29 0.00 0.00 0.00
CIAC 0.17 0.02 1.00 0.04
CON 0.35 0.02 1.00 0.05

https://www.yourdictionary.com
https://www.yourdictionary.com
https://www.merriam-webster.com
https://www.dictionary.com
https://www.dictionary.com
https://www.thesaurus.com
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https://www.ncbi.nlm.nih.gov
https://www.researchgate.net
https://www.researchgate.net
https://www.merriam-webster.com/dictionary/induce
https://www.merriam-webster.com/dictionary/induce
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a less frequently used verb, such as “induced” was marked 
as metaphorical by all four algorithms.

(VI) From the false positive output, it was observed that 
frequent verbs, such as “use”, are misclassified. To reduce 
the number of false positives, it might be worth identifying 
the frequency of verb usage in the English language and 
setting a threshold to automatically classify direct object 
relations that contain verbs that are used frequently as 
false.

6.4  Case study II: denial‑of‑service (clear 
non‑literanl)

The second case study concerns the cybersecurity threat, 
“denial-of service”.

6.4.1  Input data

The words “denial-of-service”, “denial-of-service” and “DoS” 
were used as input into the web scraper, which resulted 
in 52 sentences for evaluation. Eight of the 52 sentences 
were annotated as metaphorical by our annotators. All 
eight sentences labeled as metaphorical by our annota-
tors contain the word “flood”. In seven sentences, the word 
“flood” was used as a verb, and in the other, “flood” was 
used as a noun.

6.4.2  Empirical analysis

From the 52 sentences, the algorithms identified 91 direct 
object relations. The results from the empirical analysis are 
shown in Table 7.

6.4.3  Observations

Next, the results are examined as a set to identify trends 
in the output. The annotators identified seven sentences 
with the verb “flood”, the algorithms only identified five 
sentences that contain the verb “flood”. To understand 
why, one of the two sentences not identified by the algo-
rithms was identified and ran through the software appli-
cation in debug mode to catch some of the intermediate 
data. The following sentence was entered into the soft-
ware application for observation:

“A DoS, or denial-of-service attack, floods a system, 
often a web server, with data in order to overwhelm it 
and prevent users from accessing a website”.

During the pre-processing step, the dependency parser 
returned the three direct object relations seen in Table 8. 
The direct object relation that the annotators marked as 
nonliteral was the verb-noun pair (flood, system). In this 

case, the algorithm fails because the parser fails to return 
the direct object relation of interest.

Additionally, the parser returns the direct object rela-
tion (overwhelm, it). The word “it” is actually a pronoun, 
not a noun. The parser is not incorrect because the word 
“it” refers to the noun “web server”. When processing the 
input sentence, the word “it” is input into WordNet to 
find the sense of the word. WordNet interprets the pro-
noun “it” as the acronym “IT” and returns “information_
technology.n.01”. This is a prime example of the issue of 
pronouns in selectional preference violation. Because 
collocates are identified by their part of speech, a noun, 
any direct object relation that includes the pronoun “it”, is 
going to be classified as metaphorical.

6.4.4  Summary

In this case study, the following sentence was chosen:

“A DoS, or denial-of-service attack, floods a system, 
often a web server, with data in order to overwhelm it 
and prevent users from accessing a website.”

through the software application in debug mode to watch 
the intermediate data. This sentence was chosen because 
it was one of two sentences that the algorithms should 
identify as metaphorical because it contains the verb 
“flood”. It was discovered that the direct object relation 
that contains the verb was not identified by the parser. 
As a result, the relation was not even considered by the 
algorithms. This demonstrated the impact of the parser 
on the overall accuracy of the algorithms. Additionally, the 
issue of pronouns in selectional preference violation was 
observed.

6.5  Case study III: information leakage (confusing 
nonliteral)

The final case study concerns the cybersecurity threat, 
“information leakage”.

6.5.1  Input data

Originally, the phrase “information disclosure” was used as 
input into the web scraper to find sentences for this cyber-
security threat. However, most of the sentences returned 
from the web scraper discussed the legal ramifications 
of information disclosure, not a cybersecurity threat, i.e., 
the content was in the wrong domain. Accordingly, the 
input phrase was changed to “information leakage” and 
the sentences that were returned belonged largely to the 
cybersecurity domain. Even then, many of the top sen-
tences were related to vendors or vendor services rather 
than “information leakage” as a threat. Most sentences 
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relating to vendors were removed from the input dataset 
because the present aim concerned text about cybersecu-
rity threats, not products.

Of the 51 sentences identified as input data for “infor-
mation leakage”, the annotators only labeled 1 sentence as 
metaphorical. Another five sentences were labeled nonlit-
eral but typed as personification Table 9.

6.5.2  Data analysis

The results from the empirical analysis are captured in 
Table 10.

6.5.3  Observations

Out of the 51 sentences, 5 did not contain any direct 
object relations. Out of the remaining 46 sentences, the 
algorithms identified 63 direct object relations.

Unlike the other case studies, several sentences in the 
“information leakage” dataset caused an exception (the 
filename or extension is too long) in the software applica-
tion. In one of those cases, the sentence was short. Intui-
tively, it seems that an overflow would be due to a longer 
sentence. The following short sentence, which resulted in 
an exception, was run through the system in debug mode 
to understand what happened: “ Designers of secure sys-
tems often forget to take information leakage into account.”

First, the parser returned the direct object relation (take, 
leakage). Next, the collocate extraction returned 1,228 
nouns. Then the system found synsets and hyponyms of 
each noun. It is at this step that the exception, “filename 
too long” occurs because one of the sentences extracted 
from the Internet contained more than 40,000 characters.

WordNet::Similarity, an open source NLP software tool 
written in python [43], is used to find the synsets of a noun. 
Because the present program is written in C#, it is limited 
to passing information to the python program via a hid-
den command prompt using a json string. The max char-
acter limit of the command prompt is 8,191 characters, so 
the 40,000-character sentence causes an exception. Dur-
ing development, the 8,191-character limitation seemed 
inconsequential because single sentences are not that 
long.

As a temporary solution, the sentence length was trun-
cated at 6,000 characters to prevent an overflow and it was 
ran again for observation. The 40,000-character string of 
text comes from the dictionary entries of the word “take” 
from https:// www. yourd ictio nary. com/ take. This happens 
because there are many definitions of the word “take” and 
not all are written in complete sentences. The web page 
contains more than 60 definitions of the word “take”. This 
experience revealed that one cannot assume that text on 
web pages is written in complete sentences.

6.5.4  Summary

The behavior of the algorithms on “information leakage” 
data was different from the “phishing” and “denial-of-ser-
vice” case studies. The output of the software application 
reveals that approximately 10% of the input sentences did 
not contain any direct object relation. Around 20% of the 
direct object relations contained the threat name itself; 
the target noun being “leakage”. This suggests that the lan-
guage used to speak about information leakage is differ-
ent from the language about phishing or denial-of-service.

6.5.5  Concluding remarks

In these case studies the input text was described, per-
formance of the algorithm on text about cybersecurity 
threats was evaluated, and intermediate data of the soft-
ware application was observed. The numerical results sug-
gest that, for some reasons, the algorithm does not per-
form well on the present unbalanced datasets that contain 
mostly literal language. These case studies demonstrate 
the impact of unbalanced datasets on the reported accu-
racy of the metaphor identification algorithm.

The observations of the annotators’ ratings and com-
ments suggest that there are few metaphors in the dataset 
scraped from the Web. To find metaphors, it will be neces-
sary to search beyond the top results returned from the 
Bing API. Perhaps updating the web scraper’s query from 
a single word to return Web sites from specific topics (aca-
demic, news, images) or pulling data from other sources 
such as social media, would increase the number of meta-
phors in the input data.

To explain the output and help identify areas of 
improvement for future work, intermediate data were 
observed as the software application ran in debug mode. 
By doing this, it was demonstrated that the algorithm 
suffers in the same ways that other algorithms based on 
selectional preference violation struggle; with pronoun 
resolution, common language bias and polysemy.

These case studies show that empirical analysis alone 
is not indicative of an algorithm’s ability to identify meta-
phors related to text about cybersecurity threats. The 
major takeaway is that the desired metaphorical lan-
guage is not found in the text from top search results. 
The next step then, is searching for text that may contain 
metaphors.

7  Conclusions and future work

Metaphor is a method used to communicate about 
abstract concepts. It is a topic of study in many different 
fields including cognitive psychology, linguistics, natural 

https://www.yourdictionary.com/take
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language processing and cybersecurity. The wide variety 
of metaphor identification approaches, many depend-
ent upon external knowledge sources, report varying 
results suggesting that the metaphor identification task 
is not simple. Moreover, it is difficult to compare existing 
approaches because of the lack of a standard reporting 
mechanism and different evaluation datasets.

Metaphor has been gaining attention in the field of 
cybersecurity [5, 6]. Studies show that including meta-
phor in user interfaces increases a user’s understanding 
of a security concept and influence their online behavior 
[5]. Automatically identifying metaphor in cybersecurity 
lays the groundwork for the development of software that 
effectively communicates the risk of cybersecurity threats 
to end-users.

7.1  Contributions

To contribute to natural language processing, specifically 
metaphor identification, four metaphor identification 
algorithms were designed and implemented, and their 
performance was compared to one another and to that of 
existing algorithms that use the same or very similar test 
data. The simplified versions perform comparably. More 
specifically, a methodology, CIA+, and several variations, 
were compared to evaluate the impact of word sense dis-
ambiguation on metaphor identification. The CIA+ algo-
rithm was compared with existing approaches that are 
designed to identify Type II metaphors and that use the 
same, or similar, data to observe any differences.

To address the problem of polysemy in metaphor 
identification, a methodology that integrates word sense 
disambiguation was created. Results revealed that con-
sidering the context of a sentence, rather than just the 
word or phrase alone does not increase the accuracy of 
a system. Additionally, the same accuracy was achieved 
by simply evaluating the concreteness score of the target 
noun similar to the well-known Concrete-Abstract algo-
rithm by Turney et al. [10]. The difference between the 
two approaches is that the Concrete-Abstract approach 
considers the abstractness of all the words in a sentence 
and the present approach only considers the target noun.

A real time corpus builder was developed and inte-
grated to eliminate the need for large knowledge sources 
sometimes necessary in existing metaphor identification 
systems. There are several benefits of creating a corpus 
from the Web. First, the knowledge source for identifying 
normal language usage will always be current and contain 
cybersecurity words that may not exist in large corpora. 
Second, using the Web makes the metaphor identification 
system usable on a personal computer. Rather than hav-
ing to store and search a large dataset, the Web is used to 
find collocates. Finally, the real time corpus from the Web 

provides unique opportunities for future work, which are 
discussed in the next section.

To get a sense of the type and amount of metaphors 
available in the text related to specific cybersecurity 
threats, case studies were performed on the following 
threats: denial-of-service, phishing, and information leak-
age. Input data specific to individual cybersecurity threats 
was gathered by scraping text from the top Web sites 
returned from the Bing API. The case studies reveal that 
very few metaphors appear in text in the top Web search 
results, and that the present algorithm reports many false 
positives.

7.2  Future work

The real time corpus eliminates the need for large pre-
parsed corpora to find collocates. This helps overcome 
limitations imposed by the size of corpora [13]. Currently, 
the present real time corpus only returns the top 50 Web 
pages, but it could be modified to continue searching until 
the number of desired collocates is found.

The Stanford Dependency Parser [38] was used to iden-
tify the grammatical structure of a sentence. Although this 
parser is well known and widely used, it produces errors, 
which impacts the accuracy of our algorithm. Evaluating 
the impact of different parsers on the accuracy of the algo-
rithm is an area for future study.

7.2.1  Cybersecurity

The present research revealed from the annotations done 
on the input data for the case studies around certain 
cybersecurity threats that there are only a few metaphori-
cal sentences that contain the cybersecurity threat. It was 
also observed that the present algorithm classifies many 
sentences as metaphorical when they are not. Future areas 
of research from these observations include searching for 
text that may contain metaphor and enriching knowledge 
sources to include text about cybersecurity.

Searching different data sources for more abundant use 
of metaphor: This can be done by modifying the query in 
the Bing API to return different results, perhaps targeted 
at news articles, academic journals or even image descrip-
tions. Different input data could also be scraped from 
social media sites such as Facebook or Twitter.

To reduce the number of false positives, one could build 
a new, or enrich an existing, knowledge source. In the pre-
sent research, WordNet was used as a knowledge base to 
create ad-hoc semantic classes. WordNet did not always 
contain the object noun in the direct object relation. This 
is a cause for misclassification because if a noun does not 
exist in WordNet, the metaphor candidate is automati-
cally classified as metaphorical. Expanding WordNet to 
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include cybersecurity text would help reduce the number 
of false positives that are caused by a lack of hand-coded 
knowledge.

7.2.2  Application

The software application developed for the present 
research was designed to test the feasibility of a small-
scale metaphor identification algorithm. It was written in 
C#. However, numerous NLP tools are written in python 
and some of the required workarounds introduced limita-
tions. Because of that, it might be more efficient to rewrite 
the application in python for compatibility. The software 
application was written so that different grammar rela-
tion rules can be applied easily. Finally, it might be use-
ful for the sake of data exploration to expose some of the 
intermediate data to observe the nouns that are identified 
as collocates. Searching different domains (medical, art, 
cancer, etc.) or different types of media (journal articles, 
dictionaries, social media, etc.) could potentially return a 
different set of collocated nouns and might give insight to 
the where data is located.

7.2.3  Extension of larger project

This work was part of a greater research effort to commu-
nicate the risk of cybersecurity threats to visually impaired 
end users. One of the challenges in that research is iden-
tifying auditory cues for effective communication. Right 
now, choosing sounds to convey meaning involves human 
judgment. This work is a step towards automating the pro-
cess. Toward that end, the present research developed a 
tool to identify metaphors, which could be useful for user 
interface design. Assuming this tool is sufficient for identi-
fying metaphor candidates, these are the next steps: 

1. mapping the verbs from the identified Type II meta-
phors to auditory cues;

2. and, evaluating the effectiveness of communicating 
cybersecurity threats through metaphor.

From this work emerges a tool usable for future research 
and insight into both, metaphor identification systems and 
cybersecurity data. The present findings inspire many new 
directions for future research in both metaphor identifica-
tion and cybersecurity. The evaluations and observations 
from this research demonstrate that while a lot of research 
has been done on metaphor identification, there is still a 
long way to go.
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