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Abstract 
This paper proposes a smooth second-order sliding mode controller for a class of multi-input multi-output mechanical 
systems with uncertain parameters and external disturbances. Since the control law is smooth, the chattering effect that 
can occur with non-smooth controllers is reduced. Lyapunov-based theorems are used to prove global and finite-time 
convergence of the sliding mode controller. Numerical simulations are presented to illustrate the performance of the 
proposed controller by applying it first to a variable-length pendulum and then to a two-link robotic manipulator. For 
the robotic manipulator, a detailed comparison is given of the finite-time convergence and chattering properties of the 
proposed controller, a super-twisting controller and a super-twisting like controller.
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Article Highlights 

• A new smooth second-order sliding mode controller is proposed for multivariablesystems with uncertain parameters 
and external disturbances.

• Global finite-time convergence of the controller is proved using Lyapunov theory.
• Numerical simulations are used to show the performance of the controller on thevariable-length pendulum and 

two-link robotic manipulator.
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1 Introduction

Modern mechanical systems (e.g., manipulators, flexible 
structures, autonomous aerial vehicles, spacecraft, etc.) 
require high performance control schemes. These sys-
tems usually contain uncertain parameters and are always 

subject to external disturbances. Thus, control schemes 
that make systems insensitive to uncertain parameters 
and external disturbances are highly desirable. Among 
the existing control methods, sliding mode control (SMC), 
originally proposed by Utkin [1], has been considered as 
one of the best methods because of its simplicity and high 
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robustness. SMC has been successfully applied to many 
types of dynamical systems including discrete-time sys-
tems [2, 3], multi-input multi-output (MIMO) systems [4, 
5], time-delay systems [6], large-scale and infinite-dimen-
sional systems [7, 8], and stochastic systems [9–11].

Using the SMC, a suitable sliding surface is first defined 
and then a controller based on the signum function is 
designed to drive the system state to the defined sliding 
surface (see, e.g., [12, 13]). However, the SMC can produce 
high-frequency amplitude oscillations (chattering) due 
to the discontinuous control signal. For mechanical sys-
tems, this chattering can cause vibration-induced fatigue. 
It also decreases the control performance and may cause 
instability of the control system. Thus, chattering should 
be avoided or reduced to a low level.

Higher-order sliding mode control (HOSMC) was intro-
duced in [14, 15] in an attempt to reduce the chattering 
problem while still maintaining the advantages of the 
conventional SMC. Twisting and super-twisting algorithms 
are two of the best-known HOSMC methods [16, 17]. In 
HOSMC, the signum function acts on higher-order time-
derivatives of sliding variables, instead of only on the first 
time-derivative as in conventional SMC controllers. The 
HOSMC has also been claimed to provide better accuracy 
with respect to discrete sampling times. Recent detailed 
discussions and comparisons of HOSMC and conventional 
SMC have been given by Shtessel et al. [18] and Utkin and 
colleagues [19–21].

A number of different algorithms based on HOSMC 
have been developed to achieve finite-time stability in 
a variety of systems. An HOSMC approach for stabilizing 
nonholonomic perturbed systems has been presented in 
[22]. The results showed that the trajectory of the system 
converged in finite time. In [23], an optimal-control based 
HOSMC approach with finite-time convergence was pro-
posed, and the approach was successfully applied to con-
trol electropneumatic actuators. In [24], a HOSMC scheme 
for uncertain nonlinear systems was proposed. By utiliz-
ing an integral sliding surface, robustness of the control 
scheme was ensured. However, this method has the main 
disadvantage that it depends on the initial condition of 
the system which usually cannot be known precisely. A 
geometric homogeneity based HOSMC was proposed 
in [25] for a chain of integrator systems. The controller 
yielded finite-time stability for the control system. A novel 
geometric homogeneity-based HOSMC was developed in 
[26] and successfully applied to a MIMO nonlinear system. 
A chattering-free terminal sliding mode control of an nth-
order system was developed in [27]. This controller drives 
the system state to zero in finite time.

A smooth modified super twisting (MST) sliding 
mode scheme has been developed from a smooth sec-
ond-order sliding mode control [28] by [29] by adding 

linear correction terms to improve the performance of the 
closed-loop system. The smooth MST was proved to have 
finite-time convergence by using strong Lyapunov design.

There have been a number of papers discussing appli-
cations of HOSMC to mechanical systems. For example, 
Chutiphon et al. [30] designed an HOSM controller for atti-
tude tracking control of a spacecraft. Mondal and Mahanta 
[31] developed an adaptive second-order sliding mode 
controller for robotic manipulators. Guendouzi et al. [32] 
applied an HOSMC to a small-size autonomous helicop-
ter. Finite-time controllers that guarantee finite-time con-
vergence of the system states to a desired state have also 
been discussed recently in [33–36].

There have also been applications of smooth sec-
ond-order sliding mode control (SOSMC) to a variety 
of mechanical systems. For example, Shtessel et al. [28] 
proposed a smooth SOSMC for a target performing eva-
sive maneuvers to escape an interceptor missile and they 
proved the finite-time convergence of the method using 
a homogeneity based technique. Wang [37] proposed an 
adaptive smooth SOSMC and showed its application to 
missile guidance. Wang proved finite-time convergence 
of the adaptive smooth SOSMC by using a quadratic Lya-
punov function. Yang et al. [38] proposed a fast smooth 
SOSMC for a class of stochastic systems with colored noise 
and proved finite-time convergence of the controller for 
a second-order nonlinear stochastic system by using sto-
chastic Lyapunov techniques.

In this paper, we propose a new smooth SOSMC control-
ler with the finite-time convergence property for multi-
variable mechanical systems in the presence of uncertain 
parameters and external disturbances. The controller is a 
smooth continuous controller with reduced chattering. 
The control law generalizes a sliding surface developed 
in [25], which is based on geometric homogeneity. The 
novelties of our work are as follows: 

1. Standard SOSMC methods can include discontinu-
ous first-order time derivatives of the sliding variables 
which can induce chattering in the controller. Our pro-
posed smooth SOSMC includes continuous first-order 
time derivatives of the sliding variables and hence 
chattering is reduced.

2. The proposed multivariable smooth SOSMC algo-
rithms are analyzed by using the Lyapunov-based 
ideas from Moreno and Osorio [39]. However, our anal-
ysis differs from that of Moreno and Osorio because 
we use a Lyapunov function containing state variables 
with an unknown fractional power to prove the finite-
time stability of the controller.

The paper is organized as follows. In Sect. 2, basic lemmas 
and theorems are presented and the details of the class 



Vol.:(0123456789)

SN Applied Sciences           (2021) 3:816  | https://doi.org/10.1007/s42452-021-04800-4 Research Article

of multivariable mechanical systems that we study in this 
paper are discussed. In Sect. 3, the second-order sliding 
surface used in this paper is described and the proper-
ties of the proposed finite-time smooth SOSMC law are 
analyzed. A Lypunov-based analysis is given to prove the 
global stability of the controller and finite-time stability 
of the system. In Sect. 4, results of numerical simulations 
are presented showing the finite-time convergence of 
the proposed controller for a variable-length pendulum 
[40] and for a two-link robotic manipulator [41]. For the 
manipulator, a detailed comparison is given of the behav-
ior of the finite-time convergence and chattering proper-
ties of the proposed smooth SOSMC and the behavior of a 
super-twisting (STW) algorithm [16] and a super-twisting 
like (STL) algorithm [17]. Finally, Sects. 5 and 6 contain dis-
cussion and conclusions.

2  Preliminaries

2.1  Lemmas and theorems

Theorem 1 (Lyapunov Theorem) (see, e.g., [42–44]). Con-
sider the autonomous system

where f ∶ D ⊂ ℜn
→ ℜn is continuous and f (0) = 0 . The 

equilibrium point 0 of system (1) is globally stable for all ini-
tial points x(0) ∈ D if there exists a continuously differenti-
able function V ∶ D → ℜn , called a Lyapunov function, such 
that 

(a)   V(x) is positive definite in D,
(b)   V(x) has a unique minimum at the equilibrium point 0,
(c)   V̇ (x) = dV (x(t))

dt
 is negative semi-definite in D.

If, in addition, V̇ (x) is negative definite in D , then the equi-
librium point 0 is globally asymptotically stable for all ini-
tial points x(0) ∈ D.
Lemma 1 ([45]) Consider a positive-definite function V(t), 
which satisfies the following differential inequality

where � and � are two positive coefficients, and � is a positive 
number with 0 < 𝜂 < 1 . Then, the function V(t) converges to 
zero in the finite time

Theorem 2 [25] Consider the system

(1)ẋ = f (x),

(2)V̇ (t) ≤ −𝛿V (t) − 𝛽V (t)𝜂 ∀t ≥ t0, V (t0) ≥ 0,

(3)T = t0 +
1

�(1 − �)
ln
(�V (t0)1−� + �

�

)
.

where u is the input of the system given by

and where sgn (⋅) is the signum function, the polynomial 
�(�) = �n + an�

n−1 +…+ a2� + a1 is Hurwitz, and �1,… , �n 
satisfy �i−1 =

�i�i+1

2�i+1−�i
 , i = 2,… , n with �n+1 = 1 and �n = �.

Then, for system (4), there exists a value � ∈ (0, 1) such that 
for every �i ∈ (1 − �, 1) , the origin of system (4) is a globally 
stable equilibrium in finite time under the input u in (5).

Lemma 2 ([46]) For any xi ∈ ℜn, i = 1, 2,… , n and 0 < 𝜂 ≤ 1 , 
the following inequalities hold

2.2  Mechanical system description

We consider a class of multivariable mechanical systems 
given by ([47])

where � ∈ ℜn is a generalized coordinates vector, 
M(�) ∈ ℜn×n is an inertia matrix, C(�, �̇) ∈ ℜn×n is the 
centrifugal-Coriolis matrix, g(�) ∈ ℜn is the gravity force, 
D(t,�, �̇) ∈ ℜn is a disturbance, and � ∈ ℜn is a control 
torque. Here, D(t,�, �̇) can consist of all kinds of distur-
bance factors, such as parameter uncertainty, unmodeled 
dynamics, external disturbance, etc. Denoting � = �̇ ∈ ℜn , 
the system (7) can be written as

where � = M−1� ∈ ℜn ,  � = −M−1D(t,�, �) ∈ ℜn and 
f = −M−1(C(�, �)� + g(�)) ∈ ℜn can be seen respectively 
as the control input, the disturbance and the nonlinearity 
of system (8).

Assumption 1 ([34]) The disturbance vector � in (8) is a 
bounded continuous function and its first derivative �̇ = � 
is bounded. Thus, there exist positive constants �̄ and � 
such that ‖�‖ ≤ �̄ and ‖�‖ ≤ �.

Let the desired position �d ∈ ℜn and velocity �d ∈ ℜn 
satisfy the following system

(4)

ẋ1 = x2,

ẋ2 = x3,

⋮

ẋn = u,

(5)
u = −a1 sgn (x1) |x1|�1 − a2 sgn (x2) |x2|�2 −⋯ − an sgn (xn) |xn|�n ,

(6)

(
n∑
i=1

|xi|
)�

≤
n∑
i=1

|xi|� ≤ n1−�

(
n∑
i=1

|xi|
)�

.

(7)M(�)�̈ + C(�, �̇)�̇ + g(�) + D(t,�, �̇) = � ,

(8)�̇ = �, �̇ = � + � + �,
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where �d ∈ ℜn is a continuous function. We will define 
� = � − �d ∈ ℜn and � = � − �d ∈ ℜn as tracking errors. 
From (8) and (9), the error dynamics can be written as

where �e = � − �d ∈ ℜn , � is the control and � is a 
disturbance.

We introduce the following notation for use in the next 
section. For a vector � = [x1 x2 … xn]

T ∈ ℜn and � ∈ ℜ , 
we define

where sgn is the signum function.

3  Main results

Our objective is to design a smooth SOSMC featuring 
finite-time convergence to deal with the class of multi-
variable mechanical systems given by (8). Specifically, a 
sliding surface and a control law will first be designed so 
that if the system is on the sliding surface, then the con-
trol law will keep the system on the sliding surface and 
drive the errors e and � in (10) to a neighborhood of zero 
in finite time. Secondly, a control law is designed to drive 
the system into a neighborhood of the sliding surface in 
finite time.

For second-order sliding motion for an n-dimensional 
multi-input multi-output system, it is necessary to specify 
an equation for the time derivative of the sliding variable 
�̇(t) = �n , where �n = [0 0 … 0]T ∈ ℜn (see, e.g., [28]). The 
equation for the sliding variable is then obtained as the 
integral of the �̇(t) = �n equation. We propose the follow-
ing sliding mode equations for a smooth SOSMC that will 
give finite-time control.

w h e r e  sig(�)�  i s  d e f i n e d  i n  E q .  ( 1 1 ) , 
A = diag (ai > 0) ∈ ℜn×n, B = diag (bi > 0) ∈ ℜn×n  , 
�2 + bi� + ai is Hurwitz, 0 < 𝜌2 < 1 and �1 =

�2

2−�2
.

We now define a control vector �0 that will drive the 
system along the sliding surface to the zero state in finite 
time. From Eqs. (10) and (12) and setting the disturbance 
� = � , the equations of motion for the mechanical system 
errors on the sliding surface are given by

(9)�̇d = �d , �̇d = �d ,

(10)�̇ = �, �̇ = � + �e + �,

(11)
sig(�)� =

[|x1|�sgn(x1) |x2|�sgn(x2) … |xn|�sgn(xn)
]T

,

(12)

�(t) =� + �
t

0

(
A sig(�(𝜏))𝜌1 + B sig(�(𝜏))𝜌2

)
d𝜏 = �n,

�̇(t) =�̇ + A sig(�(t))𝜌1 + B sig(�(t))𝜌2 = �n, for t ≥ 0,

and the definition of �0 is

From Theorem 2, the finite-time convergence of (13) is 
guaranteed. Thus, if the system is on the sliding surface 
(disturbance � = � ), then the errors � and � in (13) will 
converge to zero in finite time and the control vector �0 
required is given by (14).

Next, we define a control vector �s so that the combined 
control � = �0 + �s is a smooth SOSMC that will drive the 
mechanical system (10) subject to a disturbance � ≠ �n 
onto the sliding surface � = �n in finite time and then drive 
the errors on the sliding surface to a neighborhood of �n 
in finite time.

We will prove in Theorem 3 that the following choice for 
�s gives the required finite-time convergence.

where � ∈ (0, 1) and

Therefore, combining (14) and (15), we obtain the pro-
posed smooth SOSMC control law as

Note that the initial conditions �(0) and �̇(0) can be nonzero 
since we are assuming that the disturbances d and �̇� can 
initially be non-zero, i.e., the system is not initially on the 
sliding surface.

For the disturbed system (10) and control (17), the time 
dependence of � is given by

where

We now prove that the control law � = �0 + �s in (17) will 
drive the disturbed system (18) into a neigborhood of the 
sliding surface in finite time.

(13)
�̇ = �,

�̇ = − A sig(�)𝜌1 − B sig(�)𝜌2 ,

(14)�0 = −�e + �̇ = −�e − A sig(�)𝜌1 − B sig(�)𝜌2 .

(15)
�s = − H sig(�)

(𝛼+1)

2 − K� + �,

�̇ = − N sig(�)𝛼 − P�,

(16)

H = diag (hi > 0) ∈ ℜn×n, K = diag (ki > 0) ∈ ℜn×n,

N = diag (ni > 0) ∈ ℜn×n, P = diag (pi > 0) ∈ ℜn×n.

(17)

� = − �e − A sig(�)𝜌1 − B sig(�)𝜌2 − H sig(�)
(𝛼+1)

2 − K� + �,

�̇ = − N sig(�)𝛼 − P�.

(18)

�̇(t) = �̇ + A sig(�(t))𝜌1 + B sig(�(t))𝜌2 ,

=� + �e + � + A sig(�(t))𝜌1 + B sig(�(t))𝜌2 ,

= − H sig(�)
(𝛼+1)

2 − K� + � + �,

�̇ = −N sig(�)𝛼 − P�.
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Theorem 3 If the control law is defined as (17) and the posi-
tive gains hi , ki , ni and pi , (i = 1, 2,… , n) in (16) are chosen 
such that the conditions

are satisfied, then the trajectory �(t) in (18) converges to the 
neighborhood of zero in finite time.

Proof  In  (18) ,  let  � = [z1 z2 … zn]
T = � ∈ ℜn and 

� = [�1 �2 … �n]
T = � + � ∈ ℜn . Then, we have

where � = �̇.
Since the matrices H, K, N and P in (17) are assumed 

to be diagonal, the system of Eq. (20) can be considered 
independently for each component zi and �i . Then, from 
(20), and using (11) and (16), we have

where 𝜙i = ḋi.
We will first use a Lyapunov function to prove global 

convergence of the components zi , �i to the neighborhood 
of the origin, and then prove finite-time convergence by 
proving that the conditions of Lemma 1 are satisfied for 
the Lyapunov function.

Let a Lyapunov candidate function be defined as

where

and

It is clear that the functions Vi are positive definite and 
have unique minima at (zi , �i) = (0, 0) . However, to prove 
finite-time convergence using Lemma 1 it is necessary to 
transform the Vi into positive-definite matrix forms.

Equations (23) and (24) can be written in the following 
matrix form as

where

(19)

ni > h2
i

(𝛼 + 1)2

4
, nipi > h2

i
pi
(𝛼 + 1)2

4
+ h2

i
k2
i

(𝛼 + 3)2

4

(20)
�̇ = − H sig(�)

(𝛼+1)

2 − K� + �,

�̇ = − N sig(�)𝛼 − P� + �,

(21)

żi = − hi sig(zi)
(𝛼+1)

2 − Kzi + 𝜉i = −hi|zi|
(𝛼+1)

2 sgn(zi) − Kzi + 𝜉i ,

�̇�i = − ni sig(zi)
𝛼 − pizi + 𝜙i = −ni|zi|𝛼sgn(zi) − pizi + 𝜙i ,

(22)V =

n∑
i=1

Vi ,

(23)Vi =
2ni

� + 1
|zi|�+1 + pi|zi|2 + 1

2
|�i|2 + 1

2
|�i|2,

(24)�i = −�i + hi|zi|
�−1

2 zi + kizi .

(25)Vi = � T
i
�i�i ,

Further, the matrix �i is positive definite since its principal 
minors are positive as shown below:

Thus, the Vi can be written in positive-definite matrix forms 
with unique minima Vi(0) = 0 . Also, since �i is positive 
definite, all eigenvalues of �i are real and positive.

We now prove that the system (20) is globally asymp-
totically convergent by proving that the time derivatives 
of the Vi are negative definite.

Taking the derivative of (23), we obtain

Then, substituting (20) into (28), we have

(26)

�i =

⎡⎢⎢⎣

�zi�
�−1

2 zi
zi
�i

⎤
⎥⎥⎦

and �i =
1

2

⎡
⎢⎢⎢⎣

�
4ni

�+1
+ h2

i

�
hiki − hi

hiki
�
2pi + k2

i

�
− ki

−hi − ki 2

⎤
⎥⎥⎥⎦
.

(27)

𝛥11 =
2ni

𝛼 + 1
+

1

2
h2
i
> 0,𝛥12 =

2ni

𝛼 + 1

(
2pi + k2

i

)
+ h2

i
pi > 0,

𝛥13 =
4ni

𝛼 + 1
+

1

2
h2
i
> 0,𝛥23 =

1

2
k2
i
+ 2pi > 0,

𝛥33 =
2ni

𝛼 + 1
(4pi + k2

i
) + h2

i
pi > 0.

(28)

V̇i =

(
2ni

𝛼 + 1
+

1

2
h2
i

)
d

dt

(|zi|𝛼−1z2i
)
+
(
pi +

1

2
k2
i

)
d

dt

(
z2
i

)
+

d

dt

(
𝜉2
i

)

+ hiki
d

dt

(
|zi|

𝛼−1

2 z2
i

)
− hi

d

dt

(
|zi|

𝛼−1

2 zi𝜉i

)
− ki

d

dt
(zi𝜉i)

=

(
4ni

𝛼 + 1
+ h2

i

)
|zi|𝛼−1zi żi +

(
2ni

𝛼 + 1
+

1

2
h2
i

)
(𝛼 − 1)|zi|𝛼−3z3i żi

+
(
2pi + k2

i

)
zi żi + 2𝜉i �̇�i + 2hiki|zi|

𝛼−1

2 zi żi +
(𝛼 − 1)

2
hiki|zi|

𝛼−5

2 z3
i
żi

− hi
(𝛼 − 1)

2
|zi|

𝛼−5

2 z2
i
𝜉i żi − hi|zi|

𝛼−1

2 żi𝜉i − hi|zi|
𝛼−1

2 zi �̇�i

− kizi �̇�i − ki żi𝜉i .

(29)

V̇i =

(
4ni

𝛼 + 1
+ h2

i

)
|zi|𝛼−1zi

(
𝜉i − hi|zi|

𝛼+1

2 sgn
(
zi
)
− kizi

)

+

(
2ni

𝛼 + 1
+

1

2
h2
i

)
(𝛼 − 1)|zi|𝛼−3z3i

(
𝜉i − hi |zi|

𝛼+1

2 sgn
(
zi
)
− kizi

)

+
(
2pi + k2

i

)
zi

(
𝜉i − hi |zi|

𝛼+1

2 sgn
(
zi
)
− kizi

)

+ 2𝜉i
(
−ni |zi|𝛼sgn

(
zi
)
− pizi + 𝜙i

)

+ 2hiki|zi|
𝛼−1

2 zi

(
𝜉i − hi |zi|

𝛼+1

2 sgn
(
zi
)
− kizi

)

+
(𝛼 − 1)

2
hiki|zi|

𝛼−5

2 z3
i

(
𝜉i − hi |zi|

𝛼+1

2 sgn
(
zi
)
− kizi

)

− hi
(𝛼 − 1)

2
|zi|

𝛼−5

2 z2
i
𝜉i

(
𝜉i − hi |zi|

𝛼+1

2 sgn(zi) − kizi

)

− hi |zi|
𝛼−1

2

(
𝜉i − hi|zi|

𝛼+1

2 sgn(zi) − kizi

)
𝜉i

− hi |zi|
𝛼−1

2 zi
(
−ni|zi|𝛼sgn

(
zi
)
− pizi + 𝜙i

)

− kizi
(
−ni |zi|𝛼sgn(zi) − pizi + 𝜙i

)

− ki

(
𝜉i − hi|zi|

𝛼+1

2 sgn
(
zi
)
− kizi

)
𝜉i .
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We can expand Eq. (29) and obtain

Next, using sgn(zi) =
zi

|zi | and simplifying the equation, we 

obtain

(30)

V̇i =

(
4ni

𝛼 + 1
+ h2

i

)
|zi|𝛼−1zi𝜉i − hi

(
4ni

𝛼 + 1
+ h2

i

)
|zi|𝛼−1|zi|

𝛼+1

2 sgn
(
zi
)
zi

− ki

(
4ni

𝛼 + 1
+ h2

i

)
|zi|𝛼−1zizi + (𝛼 − 1)

(
2ni

𝛼 + 1
+

1

2
h2
i

)
|zi|𝛼−3z3i 𝜉i

− (𝛼 − 1)hi

(
2ni

𝛼 + 1
+

1

2
h2
i

)
|zi|𝛼−3|zi|

𝛼+1

2 sgn
(
zi
)
z3
i

− (𝛼 − 1)ki

(
2ni

𝛼 + 1
+

1

2
h2
i

)
|zi|𝛼−3z4i +

(
2pi + k2

i

)
zi𝜉i

−
(
2hipi + hik

2
i

)|zi|
𝛼+1

2 sgn
(
zi
)
zi −

(
2kipi + k3

i

)
z2
i
− 2ni|zi|𝛼sgn

(
zi
)
𝜉i

− 2pi𝜉izi + 2𝜉i𝜙i + 2hiki|zi|
𝛼−1

2 zi𝜉i − 2h2
i
ki|zi|

𝛼−1

2 |zi|
𝛼+1

2 sgn(zi)zi

− 2hik
2
i
|zi|

𝛼−1

2 zizi +
(𝛼 − 1)

2
hiki|zi|

𝛼−5

2 z3
i
𝜉i −

(𝛼 − 1)

2
h2
i
ki|zi|

𝛼−5

2 |zi|
𝛼+1

2 sgn(zi)z
3
i

−
(𝛼 − 1)

2
hik

2
i
|zi|

𝛼−5

2 z4
i
−

(𝛼 − 1)

2
hi|zi|

𝛼−5

2 z2
i
𝜉2
i
+

(𝛼 − 1)

2
h2
i
|zi|

𝛼−5

2 |zi|
𝛼+1

2 sgn(zi)z
2
i
𝜉i

+
(𝛼 − 1)

2
hiki|zi|

𝛼−5

2 z2
i
𝜉izi − hi|zi|

𝛼−1

2 𝜉2
i
+ h2

i
|zi|

𝛼−1

2 |zi|
𝛼+1

2 sgn(zi)𝜉i

+ hiki|zi|
𝛼−1

2 zi𝜉i + hini|zi|
𝛼−1

2 |zi|𝛼sgn(zi)zi + hipi|zi|
𝛼−1

2 z2
i
− hi|zi|

𝛼−1

2 zi𝜙i

+ kini|zi|𝛼sgn(zi)zi + kipizizi − kizi𝜙i

− ki𝜉i𝜉i + kihi|zi|
𝛼+1

2 sgn(zi)𝜉i + kikizi𝜉i .

(31)

V̇i =

(
2ni

𝛼 + 1
+ h2

i

)
|zi|𝛼−1zi𝜉i +

(
2ni

𝛼 + 1
+

1

2
h2
i

)
(𝛼 − 1)|zi|𝛼−1zi𝜉i

− 2ni|zi|𝛼−1zi𝜉i + h2
i
|zi|𝛼−1zi𝜉i + (𝛼 − 1)

2
h2
i
|zi|𝛼−1zi𝜉i

−

(
2kini

𝛼 + 1
+

1

2
h2
i
ki

)
(𝛼 − 1)|zi|𝛼−1zizi −

(
4kini

𝛼 + 1
+ h2

i
ki

)
|zi|𝛼−1zizi + kini|zi|𝛼−1z2i

−

(
4hini

𝛼 + 1
+ h3

i

)
|zi|

𝛼−1

2 |zi|𝛼−1zizi −
(
2hini

𝛼 + 1
+

1

2
h3
i

)
(𝛼 − 1)|zi|

𝛼−1

2 |zi|𝛼−1z2i
+ hini|zi|

𝛼−1

2 |zi|𝛼−1z2i +
(
2pi + k2

i

)
zi𝜉i + k2

i
zi𝜉i − 2pi𝜉izi

+ 2hiki|zi|
𝛼−1

2 zi𝜉i + hiki|zi|
𝛼−1

2 zi𝜉i +
(𝛼 − 1)

2
hiki|zi|

𝛼−1

2 zi𝜉i + hiki|zi|
𝛼−1

2 zi𝜉i

+
(𝛼 − 1)

2
hiki|zi|

𝛼−1

2 𝜉izi −
(
2kipi + k3

i

)
z2
i
+ kipizizi − 2h2

i
ki|zi|𝛼−1z2i

−
(𝛼 − 1)

2
h2
i
ki|zi|𝛼−1z2i −

(
2hipi + hik

2
i

)|zi|
𝛼−1

2 z2
i
− 2hik

2
i
|zi|

𝛼−1

2 zizi

−
(𝛼 − 1)

2
hik

2
i
|zi|

𝛼−1

2 z2
i
+ hipi|zi|

𝛼−1

2 z2
i
−

(𝛼 − 1)

2
hi|zi|

𝛼−1

2 𝜉2
i

− hi|zi|
𝛼−1

2 𝜉2
i
− ki𝜉i𝜉i − hi|zi|

𝛼−1

2 zi𝜙i − kizi𝜙i + 2𝜉i𝜙i .
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Finally, we have

Equation (32) can then be rewritten in the matrix form:

where �i is defined in (26), �i =
[
hi ki − 2

]T
 , and the matri-

ces Qi and Ri are given by

and

Next, we find conditions for the Qi and Ri to be positive-
definite matrices by checking their principal minors. The 
principal minors of Qi are

Thus, Qi is positive definite for all positive values of hi , ki , ni 
and pi . The principal minors of Ri are

(32)

V̇i = − |zi|
𝛼−1

2

{(
hini +

(𝛼 + 1)

2
h3
i

)
|zi|𝛼−1z2i +

(
hipi +

(𝛼 + 5)

2
hik

2

i

)
z2
i

−(𝛼 + 1)h2
i
|zi|

𝛼−1

2 zi𝜉i +
(𝛼 + 1)

2
hi𝜉

2

i

}

−
{(

kini + (𝛼 + 2)h2
i
ki
)|zi|𝛼−1zizi +

(
kipi + k3

i

)
z2
i

−(𝛼 + 3)hiki|zi|
𝛼−1

2 zi𝜉i − 2k2
i
zi𝜉i + ki𝜉i𝜉i

}

−
(
hi |zi|

𝛼−1

2 zi + kizi − 2𝜉i

)
𝜙i .

(33)V̇i = − |zi|
𝛼−1

2 𝛤 T
i
Qi𝛤i − 𝛤 T

i
Ri𝛤i − 𝛤 T

i
𝜍i𝜙i ,

(34)Qi =

⎡
⎢⎢⎢⎢⎣

hi

�
ni + h2

i

(�+1)

2

�
0 − h2

i

(�+1)

2

0 hi

�
pi + k2

i

(�+5)

2

�
0

−h2
i

(�+1)

2
0 hi

(�+1)

2

⎤
⎥⎥⎥⎥⎦
,

(35)Ri =

⎡⎢⎢⎢⎣

ki
�
ni + h2

i
(� + 2)

�
0 − hiki

(�+3)

2

0 ki
�
pi + k2

i

�
− k2

i

−hiki
(�+3)

2
− k2

i
ki

⎤⎥⎥⎥⎦
.

𝛥11 =hi

(
ni + h2

i

(𝛼 + 1)

2

)
> 0,

𝛥12 =h
2
i

(
ni + h2

i

(𝛼 + 1)

2

)(
pi + k2

i

(𝛼 + 5)

2

)
> 0,

𝛥13 =h
2
i
ni
(𝛼 + 1)

2
> 0,

𝛥23 =h
2
i

(𝛼 + 1)

2

(
pi + k2

i

(𝛼 + 5)

2

)
> 0,

𝛥33 =h
3
i
nipi

(𝛼 + 1)

2
+ h3

i
k2
i
ni
(𝛼 + 1)

4
(𝛼 + 5) > 0.

Therefore, by choosing the parameters hi , ki , ni and pi to 
satisfy the conditions in (19), the principal minors 𝛥13 > 0 
and 𝛥33 > 0 , and hence Ri is also positive definite.

From Eq. (26), we have

and therefore, since 𝛼 − 1 < 0 , we obtain ‖�i‖
�−1

2 ≤ �zi�
�−1

2 .
Thus, we can rewrite (33) as

Using the assumption |�i| ≤ �i , we obtain

Then, from Eq. (25), we have 
Vi

�max(�i)
≤ ‖�i‖2 , and 

therefore

where

For � ∈ (0, 1) , we can rewrite (39) as

Thus,

whenever

𝛥11 =ki
(
ni + h2

i
(𝛼 + 2)

)
> 0,

𝛥12 =k
2
i

(
ni + h2

i
(𝛼 + 2)

)(
pi + k2

i

)
> 0,

𝛥13 =k
2
i

(
ni − h2

i

(𝛼 + 1)2

4

)
,

𝛥23 =k
2
i
pi > 0,

𝛥33 =k
3
i

(
nipi − h2

i
pi
(𝛼 + 1)2

4
− h2

i
k2
i

(𝛼 + 3)2

4

)
.

(36)‖�i‖2 = � T
i
�i = �zi��−1zTi zi + zT

i
zi + �T

i
�i ≥ �zi�2,

(37)
V̇i ≤ − ‖𝛤i‖

𝛼−1

2 𝜆min(Qi)‖𝛤i‖2 − 𝜆min(Ri)‖𝛤i‖2 + �𝜙i�‖𝜍i‖‖𝛤i‖.

(38)V̇i ≤ − 𝜆min(Qi)‖𝛤i‖
𝛼+3

2 − 𝜆min(Ri)‖𝛤i‖2 + 𝜙i‖𝜍i‖𝛤i‖.

(39)

V̇i ≤ − 𝜆min(Qi)

�
Vi

𝜆max(𝛱i)

� 𝛼+3

4

− 𝜆min(Ri)
Vi

𝜆max(𝛱i)
+ 𝜙i‖𝜍i‖‖𝛤i‖

= −
𝜆min(Qi)

𝜆max(𝛱i)
𝛼+3

4

V
𝛼+3

4

i
−

𝜆min(Ri)

𝜆max(𝛱i)
Vi + 𝜙i‖𝜍i‖‖𝛤i‖,

= − 𝛽iV
𝜂

i
− 𝛿iVi + 𝜙i‖𝜍i‖‖𝛤i‖,

(40)𝛽i =
𝜆min(Qi)

𝜆max(𝛱i)
𝛼+3

4

, 𝛿i =
𝜆min(Ri)

𝜆max(𝛱i)
, 𝜂 =

𝛼 + 3

4
< 1.

(41)V̇i ≤ − 𝜃𝛽iV
𝜂

i
− (1 − 𝜃)𝛽iV

𝜂

i
− 𝛿iVi + 𝜙i‖𝜍i‖‖𝛤i‖.

(42)V̇i ≤ − 𝜃𝛽iV
𝜂

i
− 𝛿iVi .

(43)‖�i‖ ≥
�

�i‖�i‖
�i(1 − �)�min(�i)

�

� 2

(�+1)

.



Vol:.(1234567890)

Research Article SN Applied Sciences           (2021) 3:816  | https://doi.org/10.1007/s42452-021-04800-4

The differential inequality in (42) is a special case of the dif-
ferential inequality (2) in Lemma 1. Hence, if the matrices 
H, K, N and P are selected satisfying the conditions in (19), 
each component of the system (20) will converge into a 
region

in finite time.
From Eq. (3), each component should converge in the 

finite time

and therefore all components will converge in the finite 
time Tf = max (Ti).

Therefore, we have proved that the trajectory s(t) in (12) 
with the control law (17) will converge to the neighbor-
hood of the sliding surface s in (12) in finite time.   ◻

In this section, we have proved that the smooth SOSMC 
that we have proposed will drive a disturbed system given 
by Eqs. (9) and (10) into a neigborhood of the sliding sur-
face s in (12) in finite time and then drive the system along 
the sliding surface to a desired trajectory (�d , �d) in finite 
time.

4  Simulation study

In this section, we illustrate the effectiveness of the pro-
posed smooth SOSMC for finite-time control of mechanical 
systems. As a first simple example, we illusrate the effec-
tiveness of the smooth SOSMC on the one-dimensional 
system of the variable-length pendulum [40] and com-
pare its effectiveness with a super-twisting (STW) algo-
rithm [16]. We then test the finite-time convergence and 

(44)‖�i‖ ≤ � i =

�
�i‖�i‖

�i(1 − �)�min(�i)
�

� 2

(�+1)

(45)Ti = t0 +
1

�i(1 − �)
ln

(
�iVi(t0)

1−� + ��i

��i

)
,

chattering properties of the smooth SOSMC on a multi-
variable system, namely the two-link robot manipulator 
[41], and compare its behavior with an STW algorithm 
[16] and a super-twisting like (STL) algorithm [17]. Since 
both the STW and STL controls are discontinuous, we have 
used Euler’s method with step size 0.0001 to integrate the 
equations of motion for the smooth SOSMC, STW and STL 
methods. The step size of 0.0001 was selected to obtain 
reasonable accuracy in the numerical studies.

4.1  Numerical results for variable‑length pendulum

We have carried out simulations on the variable-length 
pendulum shown in Fig. 1.

The equation of motion for the variable-length pendu-
lum with disturbance R can be written as [40, 48]

where x is the oscillation angle (rad), g = 9.81m ⋅ s−2 is the 
acceleration due to gravity, m is the mass of the pendulum 
(kg), R is the distance (m) from the axis of rotation of the 
pendulum to the mass, and u is the control input ( N ⋅m).

Equation (46) can be rewritten as the first-order differ-
ential system:

where q = x (rad) and v = ẋ ( rad ⋅ s−1).
We then define the smooth second-order sliding sur-

face as

and then the control u in Eq. (46) is given by

The equivalent control for the smooth SOSMC is then

and the equivalent control for the supertwisting control 
STW is

(46)ẍ = − 2
Ṙ

R
ẋ − g

1

R
sin(x) +

1

mR2
u,

(47)

q̇ = v,

v̇ = − 2
Ṙ

R
v − g

1

R
sin(q) +

1

mR2
u,

(48)
s = 𝜀 + ∫ (a|e|𝜌1 sgn(e) + b|𝜀|𝜌2 sgn(𝜀))dt = 0,

ṡ = �̇� + a|e|𝜌1 sgn(e) + b|𝜀|𝜌2 sgn(𝜀)) = 0,

(49)

u =mR2
[
2
Ṙ

R
v + g

1

R
sin(q) − a|e|𝜌1 sgn(e) − b|𝜀|𝜌2 sgn(𝜀) + us

]
.

(50)
us = − h|s| 𝛼+1

2 sgn(s) − ks + 𝛾 ,

�̇� = − n|s|𝛼sgn(s) − ps,

(51)
us = − k1|s|

1

2 sgn(s) + 𝛾 ,

�̇� = − k2sgn(s).

u
O

R(t)

x

Fig. 1  The variable-length pendulum [48]
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It can be seen that the main differences between the two 
controllers are that the STW has a fixed fractional power of 
1/2, whereas the SOSMC has a variable fractional power � 
and it also includes linear terms ks and ps, i.e., the STW is a 
special case of the SOSMC and corresponds to a choice of 
� = 0 , k = 0 , p = 0 in the SOSMC.

In the numerical simulations, we chose the param-
eter values m = 1 kg ,  R = 1 − 0.1 sin(5t)m and the 
initial values for q(0) = 0.3 rad  ,  v(0) = 0.5 rad ⋅ s−1 , 
s(0) = 10 rad ⋅ s−1 and �(0) = 0 . We also defined the error 
state e and � as e = q − qd rad and � = v − vd rad ⋅ s−1 , 
where the desired trajectory is qd = 0.5 sin(0.5t) rad and 
vd = 0.25 cos(0.5t) rad ⋅ s−1 . We also assumed that the dis-
tance R(t) = 1 − 0.1 sin(5t(k)) and Ṙ(t) = −0.5 cos(5t(k)).

For both the SOSMC and STW control, the parameter 
values assumed for the control u in Eq. (49) were

(52)�1 = 0.4, �2 = 0.5714, a = 25, b = 8.66,

Table 1  Parameter values for the SOSMC and STW controllers

Method Parameter values

SOSMC h = 2 , k = 0.1 , � = 0.3, 0.8 Eq. (50)
STW k1 = 2 , k2 = 0.1 . Eq. (51)
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Fig. 2  Comparison of oscillation angle and velocity of oscillation angle for SOSMC and STW
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and the parameter values assumed for the control us in Eqs. 
(50) and (51) are shown in Table 1 for the SOSMC and STW.

The values for a, b, �1 and �2 were chosen to satisfy 
the conditions in Theorem 2 and the values for h, k, and 
� ∈ (0, 1) were selected to have reasonable values.

Finally, the values for n and p in Eq. (50) were defined as

to satisfy the conditions (19) in Theorem 3.
Comparisons of the results from the smooth SOSMC for 

the values of � = 0.3, 0.8 and for the STW are shown in 
Figs. 2 and 3. As noted above, the STW corresponds to a 
choice of � = 0 , k = 0 , p = 0 in the SOSMC. It can be seen 
that both the smooth SOSMC and the STW give fast finite-
time convergence to the desired states with the order of 
convergence being SOSMC with � = 0.8 , SOSMC with 
� = 0.3 and STW. In addition, the STW has a larger over-
shoot in oscillation angle than the SOSMC.

(53)n = 1.1h2
(� + 1)2

4
, p = 1.1

h2k2(� + 3)2

4n − h2(� + 1)2

4.2  Two‑link robotic manipulator

We have carried out numerical simulations for the multi-
variable system of the two-link robotic manipulator shown 
in Fig. 4.

From [41], the Lagrangian equations of motion for the 
manipulator can be written in the form of (7) as

where q = [q1 q2]
T  denotes the vector of joint positions 

(rad), q̇ = [q̇1 q̇2]
T is the vector of joint velocities ( rad ⋅ s−1 ), 

� = [�1 �2]
T is the vector of control torques ( N ⋅m ), M(q) is 

the inertia matrix ( kg ⋅m2 ), C(q, q̇) is the centrifugal-Corio-
lis matrix ( kg ⋅m2 ⋅ s−1 ), g(q) is the gravitational force vector 
( N ⋅m ) and D(t, q, q̇) is the disturbance vector ( N ⋅m).

The meanings of the physical parameters of the manip-
ulator and the values used in the simulations are summa-
rized in Table 2.

The inertia matrix for the manipulator in (54) is

where

The centrifugal-Coriolis matrix is

where

(54)M(q)q̈ + C(q, q̇)q̇ + g(q) + D(t, q, q̇) = 𝜏 ,

(55)M(q) =

[
m11 m12

m21 m22

]
,

m11 = m1l
2
g1
+m2l

2
g2
+m2L

2
1
+ 2m2L1lg2 cos(q2) + J1 + J2,

m12 = m21 = m2l
2
g2
+m2L1lg2 cos(q2) + J2,

m22 = m2l
2
g2
+ J2.

(56)C(q, q̇) =

[
c11 c12
c21 c22

]
,

L

L2

q

q

τ2

τ1

g

lg1

lg2

Fig. 4  The two-link robotic manipulator [41]

Table 2  Physical parameters 
for two-link robotic 
manipulator [41]

Parameter Definition Units Value

m1 Mass of 1st link kg 1
m2 Mass of 2nd link kg 1
lg1 Distance from 1st joint to center of mass of 1st link m 0.5
lg2 Distance from 2nd joint to center of mass of 2nd link m 1
L1 Length of 1st link m 1
L2 Length of 2nd link m 2
J1 Moment of inertia of 1st link about its centroid kg ⋅m2 0.0833

J2 Moment of inertia of 2nd link about its centroid kg ⋅m2 0.33

g Gravitational acceleration m ⋅ s−2 9.81
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The gravitational force vector is

where

The disturbance vector is defined as

where D1 and D2 are assumed to satisfy Assumption 1.
The system (54) can be written in the form of (8) as

where

From Eqs. (10), (12) and (17), we can explicitly write the 
control law as

where the errors, the sliding surfaces and the fe are defined 
respectively by

c11 = −m2L1lg2 sin(q2)q̇2,

c12 = −m2L1lg2 sin(q2)
(
q̇1 + q̇2

)
,

c21 =m2L1lg2 sin(q2)q̇1,

c22 =0.

(57)g(q) =

[
g1
g2

]
,

g1 =
(
m1lg1 +m2L1

)
g sin

(
q1
)
+m2lg2g sin

(
q1 + q2

)
,

g2 =m2lg2g sin
(
q1 + q2

)
.

(58)D(t, q, q̇)) =

[
D1

D2

]
,

(59)
q̇1 =v1, v̇1 = q̈1 = u1 + f1 + d1,

q̇2 =v2, v̇2 = q̈2 = u2 + f2 + d2,

(60)

u1 =
1

det(M)

(
m22�1 −m12�2

)
,

u2 =
1

det(M)

(
−m21�1 +m11�2

)
,

f1 =
1

det(M)

(
m22

(
−(c11v1 + c12v2) − g1

)
−m12

(
−c21v1 − g2

))
,

f2 =
1

det(M)

(
−m21

(
−(c11v1 + c12v2) − g1

)
+m11

(
−c21v1 − g2

))
,

d1 =
1

det(M)

(
−m22D1 +m12D2

)
,

d2 =
1

det(M)

(
m21D1 −m11D2

)
.

(61)

u1 =fe1 − a1|e1|𝜌1 sgn
(
e1
)
− b1|𝜀1|𝜌2 sgn

(
𝜀1
)
− h1|s1|

𝛼+1

2 sgn
(
s1
)
− k1s1 + 𝛾1,

̇𝛾1 = − n1|s1|𝛼sgn
(
s1
)
− p1s1,

u2 =fe2 − a2|e2|𝜌1 sgn
(
e2
)
− b2|𝜀2|𝜌2 sgn

(
𝜀2
)
− h2|s2|

𝛼+1

2 sgn
(
s2
)
− k2s2 + 𝛾2,

̇𝛾2 = − n2|s2|𝛼sgn
(
s2
)
− p2s2,

(62)
e1 =q1 − qd1, �1 = v1 − vd1, e2 = q2 − qd2, �2 = v2 − vd2,

and

By using (60), we obtained the control torques as

where u1 and u2 are given in (61).

4.3  Numerical results for the two‑link robot 
manipulator

We assumed that the desired trajectories qd1(t) , qd2(t) and 
the disturbances D1 , D2 were given by

The initial conditions of the manipulator were set as 
q1(0) = q2(0) = 0 rad and v1(0) = v2(0) = 0 rad ⋅ s−1 . The 
initial conditions for the sliding vector components were 
assumed to be s1(0) = 10 and s2(0) = −10 . It was also 
assumed that the initial conditions for �1(t) and �2(t) were 
�1(0) = �2(0) = 0.

The values assumed for the parameters in the control 
law (61) are summarized in Table 3. The values for a1 = a2 , 
b1 = b2 and �1 were chosen to satisfy the conditions in The-
orem 2 and the values for h1 = h2 , k1 = k2 , and � ∈ (0, 1) 
were selected to have reasonable values. Finally, the values 
for n1 = n2 and p1 = p2 were defined as

to satisfy the conditions (19) in Theorem 3.

(63)
s1 =�1 + ∫

t

0

(
a1|e1|�1 sgn

(
e1
)
+ b1|�1|�2 sgn

(
�1
))
d� ,

s2 =�2 + ∫
t

0

(
a2|e2|�1 sgn

(
e2
)
+ b2|�2|�2 sgn

(
�2
))
d� ,

(64)
fe1 =f1 − q̈d1 = f1 − v̇d1, fe2 = f2 − q̈d2 = f2 − v̇d2.

(65)�1 = m11u1 +m12u2, �2 = m21u1 +m22u2,

(66)

qd1 =1 + 0.4 sin(0.5�t) rad, qd2 = 1 − 0.2 sin(0.8�t) rad,

D1 =D2 = 0.01 sin(t)N ⋅m.

(67)n1 = 1.1h2
1

(� + 1)2

4
, p1 = 1.1

h2
1
k2
1
(� + 3)2

4n1 − h2
1
(� + 1)2

Table 3  Parameter values for the control law (61)

�1 a1 = a2 b1 = b2 � h1 = h2 k1 = k2

0.4 25 8.66 0.4 2 0.1
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Substituting the parameter values in Table 3 into Eqs. 
(26), (34) and (35), we obtain

(68)�1 = �2 = � =

⎡
⎢⎢⎣

5.0800 0.1000 − 1.0000

0.1000 0.6538 − 0.0500

−1.0000 − 0.0500 1.0000

⎤
⎥⎥⎦
,

(69)Q1 = Q2 = Q =

⎡
⎢⎢⎣

9.9120 0 − 2.8000

0 1.3516 0

−2.8000 0 1.4000

⎤
⎥⎥⎦
,

Table 4  Eigenvalues of � , Q and R 

Matrix �1 �2 �3

� 0.6457 0.7737 5.3145
Q 0.5615 1.3516 10.7505
R 0.0001 0.0673 1.2741
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Fig. 5  Plots of positions qd1, q1 of first joint and qd2, q2 of second joint (SOSMC)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Time (sec)

-5

-4

-3

-2

-1

0

1

A
ng

ul
ar

 v
el

oc
ity

 o
f f

irs
t j

oi
nt

: v
1
 (

ra
d 

 s
-1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Time (sec)

-5

-4

-3

-2

-1

0

1

A
ng

ul
ar

 v
el

oc
ity

 o
f s

ec
on

d 
jo

in
t: 

v
2
 (

ra
d 

 s
-1

)

tniojdnoceS)b(tniojtsriF)a(

Fig. 6  Plots of velocities q̇d1, v1 of first joint and q̇d2, v2 of second joint (SOSMC)



Vol.:(0123456789)

SN Applied Sciences           (2021) 3:816  | https://doi.org/10.1007/s42452-021-04800-4 Research Article

As shown in Table 4, the eigenvalues of � , Q and R are all 
positive, confirming that � , Q and R are positive-definite 
matrices.

Plots of the results obtained from the numerical simula-
tions are shown in Figs. 5, 6 and 7. Figure 5a and b show 
the trajectories of q1 and q2 and the desired trajectories 
qd1 and qd2 and Fig. 6a and b show the velocities and the 
desired velocities of the two joints. It can be seen that the 
controller forces the trajectories into a neighborhood of 
the desired trajectories in less than 2 s. The time histories 
of the control torques are shown in Fig. 7a. It can be seen 
that the controls rapidly converge to an oscillatory behav-
ior which keeps the actual trajectories of q1 and q2 close to 
the desired trajectories qd1 and qd2 . The convergence of 
the sliding surface variables s1 and s2 are shown in Fig. 7b. 
It can be seen that the variables initially oscillate and then 
converge to a neighborhood of zero, i.e., to a neighbor-
hood of the sliding surface, in approximately 4 s.

(70)R1 = R2 = R =

⎡⎢⎢⎣

1.1756 0 − 0.3400

0 0.0659 − 0.0100

−0.3400 − 0.0100 0.1000

⎤⎥⎥⎦
.

4.4  Comparison of SOSMC with super‑twisting 
(STW) and super‑twisting like (STL) algorithms 
for two‑link robot manipulator

In this section, we compare the performance of our 
smooth SOSMC algorithm with the performance of the 
STW algorithm of [16] and the STL algorithm of [17]. In 
the comparisons, we will assume that the sliding mode Eq. 
(12) and the sliding mode controller u0 in (14) are the same 
in the SOSMC, STW and STL comparisons and compare 
the effects of changing the smooth SOSMC controller us 
in (15) to the equivalent STW and STL controllers. In the 
STW of [16], the equivalent control vector components 
(us1, us2) are

and in the STL of [17], the corresponding control vector 
components (us1, us2) are

The values of the parameters that we have used for the 
STW and STL controls are shown in Table 5.

We have found that the numerical simulations for 
STW and STL also show rapid finite-time convergence to 
neighborhoods of the desired trajectories within approxi-
mately three seconds with the main differences between 
the three methods occurring in the initial period of 3 s. 

(71)
us1 = − k11|s1|1∕2sgn(s1) + 𝛾1, �̇�1 = −k21sgn(s1),

us2 = − k12|s2|1∕2sgn(s2) + 𝛾2, �̇�2 = −k22sgn(s2),

(72)

us1 = − k11|s1|b11 sgn
(
s1

)
− k21|s1|b21 sgn(s1) + 𝛾1,

�̇�1 = −k31sgn
(
s1

)
,

us2 = − k12|s2|b12 sgn
(
s2

)
− k22|s2|b22 sgn(s2) + 𝛾2,

�̇�2 = −k32sgn
(
s2

)
.
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Fig. 7  Plots of sliding surface vectors s1, s2 and external torques �1, �2 (SOSMC)

Table 5  Parameter values of STW and STL for comparison with 
SOSMC

Method Parameter values

STW k11 = k12 = 2 , k21 = k22 = n1 (Eq. 67)
STL k11 = k12 = 2 , k21 = k22 = 0.1 , 

k31 = k32 = n1 (Eq. 67)
b11 = b12 = 0.5 , b21 = b22 = 1
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Comparisons of the SOSMC results with the STW and 
STL results are shown for the first 3 s in Figs. 8, 9, 10 and 
11. It can be seen that the trajectories for the three algo-
rithms all converge to the desired trajectories in less than 
2 s. Although not shown in this paper, the graphs for the 
period from 3 to 20 s for the STW and STL algorithms are 
the same as the graphs for SOSMC in Figs. 5, 6 and 7. A 
more detailed picture of the behavior of the torques in the 
convergence region are shown for the three algorithms 
in Fig. 12. It can be seen that the torque for STL algorithm 
shows a much higher level of chattering than the torque 

for the STW algorithm and that the torque for the SOSMC 
algorithm shows virtually no chattering.

5  Discussion

Because of their practical importance, many methods 
have been developed to control electrical and mechani-
cal systems with uncertain parameters and external dis-
turbances. These methods include nonlinear adaptive 
control [49], model predictive control [50], adaptive back-
stepping control [51] and, of course, sliding mode control. 
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Fig. 8  Comparison of positions q1 and q2 of first and second joints for SOSMC, STW and STL
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In general, as explained by Boutalbi et al. [52], the control 
methods can be divided into two main classes, namely, 
adaptive control and robust control. In adaptive control, 
one of the main aims is to design the controller to esti-
mate the uncertain system parameters of the dynamical 
system and then to follow some specified desired dynam-
ics. In robust control, which includes sliding mode control, 
the aim is to develop a simple fixed controller that yields 
acceptable performance for bounded disturbances.

Because of the importance of robotic manipula-
tors, many papers have been published in recent years 
giving the application of various control methods to 
the control of these systems. These methods include 

proportional-derivative control [53], adaptive control [52], 
and integral-type saturated sliding mode control [54]. The 
main features of these papers are as follows.

The controller of Cruz-Zavala et al. [53] is a finite-time 
nonlinear scheme that includes a proportional-derivative 
nonlinear feedback and a feed-forward compensation 
term. The stability of the robot manipulators was proved 
for three cases (i) Finite-time trajectory-tracking without 
model uncertainties and perturbations, (ii) finite-time tra-
jectory-tracking with uncertainties and without perturba-
tions, and (iii) finite-time trajectory-tracking with model 
uncertainty and perturbations. In each case, the controller 
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was proved to be globally finite-time stable by using Lya-
punov theory.

In the adaptive controller of Boutalbi et al. [52], the val-
ues of the parameters of the manipulator were estimated 
for both bounded and unbounded parameters. The finite-
time stability of the controller was proved using Lyapu-
nov theory and the weighted homogeneity principle for 
unknown model parameters and external disturbances.

In the integral-type saturated sliding mode controller of 
Guo et al. [54], the sliding surface and sliding mode con-
troller was defined in terms of saturating functions rather 
than the signum functions used in our controller. They 
proved the reachability of the sliding surface, the finite-
time convergence of the state system and the bounded-
ness of the controller using Lyapunov-based methods.

In the present paper, we have proposed a smooth sec-
ond-order sliding mode control scheme with the aim of 
finite-time convergence and reduced chattering for a sys-
tem with bounds on the values of uncertain parameters and 
external disturbances and we have shown the application of 
the controller to the variable-length pendulum and a two-
link robotic manipulator. The main differences between our 
paper and the papers mentioned above are that, as with 
sliding mode controllers, the disturbances are assumed to 
be bounded and no attempt is made to estimate values of 
uncertain parameters of the dynamical system.

6  Conclusions

In this paper, we have developed a smooth second-order 
sliding mode controller (SOSMC) for finite-time control of 
a class of multi-input multi-output mechanical systems 

with uncertain parameters and external disturbances. Our 
proposed sliding surface is based on an integral form and 
chosen such that the error states converge to the origin 
in finite time. Since our smooth SOSMC includes continu-
ous first-order time derivatives of the sliding variables, the 
chattering that can occur with standard sliding mode con-
trollers is reduced. By utilizing a Lyapunov-based method, 
we have proved that the controller drives a disturbed state 
of a representative mechanical system to the sliding sur-
face in finite time and then drives the system along the 
sliding surface to a desired state in finite time.

Numerical simulations have been carried out for a var-
iable-length pendulum and a two-link robotic manipula-
tor to illustrate the effectiveness of the proposed control-
ler. We have compared the effectiveness of the smooth 
SOSMC for the manipulator with the effectiveness of a 
super-twisting (STW) controller [16] and a super-twisting 
like (STL) controller [17] by setting the parameter values of 
our controller with the same structure as the STW and the 
STL controllers. The numerical results show that all three 
controllers give fast finite-time convergence to a neigh-
borhood of a desired trajectory and that the SOSMC has 
the lowest level of chattering. As noted in subsection 4.1, 
the main differences between the SOSMC and STW con-
trollers are that the STW controller has a fixed fractional 
power of 1/2, whereas the SOSMC has a variable fractional 
power � and it also includes linear terms ks and ps. Also, 
the STW and STL both include a term in Eqs. (51), (71) and 
(72) for �̇� = −ksgn(s) which gives a discontinuity in the first 
derivative of the control. The equivalent SOSMC formula 
in Eqs. (50) and (61) is �̇� = −n|s|𝛼sgn(s) − ps which gives a 
continuous first derivative in the control.
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As shown in the simulations for the variable-length 
pendulum, tuning the value of � can improve the per-
formance of the SOSMC. In this work, we have manually 
selected values of the parameters in the SOSMC. However, 
an optimization method can be utilized to tune them if 
needed for a given mechanical system, but this tuning is 
beyond the scope of the present paper.

Finally, the question can be asked whether our smooth 
sliding mode controller can be implemented in practise. 
Nowadays, controllers are computer based, and therefore 
any complicated control law can be easily implemented. 
Moreover, the processing unit of modern computers is 
very fast compared to the response of controlled sys-
tems, which means that discretized effects can be ignored. 
However, if the discretized effect cannot be ignored for 
any reason then, as in the recent work of Li et al. [55] and 
Wang et al. [56], the discrete-time version of the control 
law might need to be further investigated. We consider 
this as future research. In fact, our control law is not sig-
nificantly more complicated than any existing SMC-based 
methods such as the super-twisting algorithm.
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