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Abstract

Nowadays, applications of turbulent fluid flow in removing high heat flux in rib-roughened narrow channels are draw-
ing much interest. In this work, an improved version of the k-¢ turbulence model is proposed for better prediction of
thermal-hydraulic characteristics of flow inside rib-roughened (pitch-to-rib height (p/k) ratio=10 and 20) narrow chan-
nels (channel height, H=1.2 mm and 3.2 mm). For this, the four turbulence model parameters, C, C,;, C,, and g,, are
calibrated. These parameters are adjustable empirical constants provided for controlling the accuracy of the turbulence
model results when needed. The simulated data are used to develop correlations between the relative errors in predicting
the friction factor (f), Nusselt number (Nu), and the model parameters using a multivariate nonlinear regression method.
These correlations are used to optimize the errors using genetic algorithm. Results reveal that the calibrated param-
eters are not the same for all the narrow channel configurations. After calibration, the overall predictive improvements
are up to 35.83% and 27.30% for p/k=10 and p/k =20 respectively when H=1.2 mm. Also, up to 15.48% and 18.05%
improvements are obtained for p/k=10 and p/k=20 respectively when H=3.2 mm. The role of the two parameters C,,
and C,, are found to be of primary importance. Furthermore, three types of nanofluids i.e. Al,O;-water, CuO-water, and
TiO,-water are studied using the calibrated model to check the potentiality of heat transfer enhancement. Among them,
CuO-water nanofluid is predicted to have around 1.32 times higher value of Nu than pure water for the same narrow
channel configuration.
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Abbreviations

Symbols

CFD Computational fluid dynamics
GA Genetic algorithm

MSE Mean squared error

Greek Symbols

K Turbulence kinetic energy (J/kg)
@. Volume fraction

u Dynamic viscosity (kg/m.s)

o Density (kg/m3)

€ Turbulence dissipation rate

S Relative error

Vectors

E Rate of energy transfer

F Force

| Inertia tensor

q Heat flux

u Velocity

Symbols

Cp Specific heat (J/kg.K)

f Friction factor

F, Fitness value

kr Thermal conductivity (W/m.K)
m Mass flow rate (kg/s)

Nu Nusselt number

P, Wetted paremeter (m)

P Pressure (Pa)

Pr Prandtl number

o} Rate of heat transfer (W)

Re Reynolds number

T Temperature (°C)

v Velocity (m/s)

C”, C,,, C.5, 0y, 0, k-€Turbulence model parameters
Subscripts

bf Base fluid

nf Nanofluid

s Solid particle

1 Introduction

Micro-channel and mini-channel heat sinks are the core
components of modern heat removal technology. With
the advancement of technology, the size of a modern
machine/device has reduced significantly while their func-
tionality has remained unchanged. As a result, efficient
heat removal techniques have become more challenging
issues than ever. Micro-channel and mini-channel heat
sinks are the most lucrative options. Due to their superior
heat transfer performances, they have widespread use in
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high-performance computer chips, diodes, nuclear fis-
sion and fusion reactors, etc. where a high heat removal
rate is required in the order of 102-10* W/cm? [1]. In most
cases, the micro-channel and mini-channel heat sinks
have their surfaces roughened with ribs (also called tur-
bulence promoters) of various shapes and sizes. These
ribs are provided to increase the heat transfer surface area
as well as to destabilize the growth of boundary layers.
Although micro-channel or mini-channel heat sink with
arib-roughened surface ensures better heat transfer per-
formances with the expenses of pressure drop, it is dif-
ficult to accurately predict the fluid flow and heat transfer
mechanisms. This is because the conventional correla-
tions for predicting the friction factor and convective heat
transfer coefficient through smooth narrow channels are
not applicable for rib-roughened channels. Heat transfer
enhancement in micro/mini-channels with rib-roughened
surfaces in the turbulent flow regime creates a high pres-
sure drop. That requires a higher pumping power. For this,
costly experimental setups are required to evaluate the
exact heat transfer and fluid flow mechanism through
rib-roughed narrow channels of various shapes, sizes and
rib configurations. Han et al. [2] conducted study on heat
transfer augmentation on rectangular narrow channels
with rib turbulators. Islam et al. [3] conducted a similar
study on rectangular narrow channels with square micro-
ribs. He later extended the work to analyze the influence
of turbulence flow structure on the enhancement of heat
transfer in those channels [4, 5]. Chang, Liou and Lu [6]
studied heat transfer enhancement in narrow rectangular
channel with two opposite rib-roughened walls. The work
was extended to observe the effect for skewed ribs [7].
Esmaili, Ranjbar and Porkhail [8] conducted experimen-
tal analysis on heat transfer in ribbed microchannels. Ma
et al. [9] performed a comparative study with steam and
air for convective heat transfer performance inside a rib-
roughened channel.

Nowadays computation methods are so powerful that
they predict very close to experiments. Many researchers
apply Computational Fluid Dynamics (CFD) modeling tool
for analyzing the fluid flow and heat transfer characteris-
tics in rib-roughened narrow channels and validate with
experimental data. Moon, Park and Kim [10] evaluated
heat transfer performance for various rib shapes. Mereu,
Lampitella and Inzoli [11] conducted CFD analysis for
both flat and ribbed square ducts. Khan, Kim and Kim [12]
studied the performance of various rib configurations for
microchannel heat sinks. Moon and Kim [13] attempted to
optimize of a rotating equilateral triangular cooling chan-
nel with staggered square ribs. Khalid, Xie and Sunden [14]
performed a CFD-based study to observe the flow struc-
ture and heat transfer in a square ribbed channel with
varying rib pitch ratio. The CFD-approach is well-suited for
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laminar flow analysis even for complex shapes and geom-
etries of the flow channels or surfaces. This is, however, not
the case for turbulent flow analysis. Also, for the turbulent
flow case, there are no empirical correlations available to
predict the fluid flow and heat transfer behaviors. Instead,
various turbulence models were proposed by researchers
to predict turbulence flow characteristics [15]. In many
cases, it is observed that the results from a specific turbu-
lence model do not agree well with experimental results.
In this field of interest, there are no such studies available
in the literature except for a few, such as of Islam et al. [3].

Islam et al. [3] conducted experiments on heat transfer
augmentation in rib-roughened narrow channels where
water is used as the coolant. The rib pitch-to-height
ratios (p/k) were 10 and 20 with a constant rib height
(k) of 0.2 mm. Reynolds number (Re) was varied in the
range 2,400-98,500 at channel heights (H) of 1.2 mm and
3.2 mm. The results revealed that the heat transfer can be
increased 2-2.5 times in a turbulent flow regime by intro-
ducing the ribs on one side of the surface of the channel
under constant heat flux condition. The values of Nusselt
numbers (Nu) were, however, slightly lower than that pre-
dicted by correlations from the available literature. On the
other hand, the values of friction factors (f) from experi-
ments were found to be much lower than the predicted
values using correlations by Webb et al. Subsequently, new
correlations for calculating fand Nu were derived for these
rib-roughened narrow channel configurations [3]. This
work was extended later on by the same authors to pre-
dict the turbulence flow structure over the rib-roughened
surface using a particle image velocimetry technique [4]
to detect the heat transfer enhancement mechanism.The
stream-wise mean velocity and turbulent kinetic energy
distributions at different locations for the Re=7,000 and
20,000 were obtained. The values were also compared
with the predicted values by the standard k-¢ and non-
linear k-¢ turbulent models [5]. Results revealed that both
the turbulence models failed to predict accurately the
flow characteristics over the rib-roughened surface. This
resulted in both the models predicting unusually high
frictional factors for turbulent flow in narrow channels.
However, the study did not provide a possible solution to
overcome the limitations. Also, the study didn’t explore
the prospect of using other fluids with better heat transfer
properties such as nanofluids.

In such a situation, it is necessary to calibrate the tur-
bulence model parameters so that it can be employed to
analyze a specific flow condition. In this work, the authors
first attempt to find the suitability of the standard k-¢ tur-
bulence model in predicting the thermal-hydraulic char-
acteristics of a rib-roughened narrow channel similar to
the experiments by Islam et al. Then attempts are made
to calibrate the four turbulence model parameters, C, C,,

C,, and o, to improve the standard k-¢ turbulence model.
A new approach for the calibration process is suggested
that combines multivariate nonlinear regression analy-
sis and genetic algorithm (GA) for error minimization. A
comparative study is conducted between the default and
calibrated values of the turbulence model parameters to
determine which set of values ensure better prediction
of k-€ turbulence model in this specific application. After
fixing the improved k-¢ turbulence model, the three differ-
ent nanofluids, i.e. Al,O5-water, CuO-water, and TiO,-water,
are introduced in the narrow channels to predict the
enhanced heat transfer rates with regards to pure water.
This paper is organized in five sections, starting with a brief
introduction in Sect. 1, literature survey and identification
of research gap in Sect. 2, methodology of this study in
Sect. 3, results and discussion are presented in Sect. 4 and
concluding remarks in Sect. 5 at the end of the paper.

2 Studies of heat transfer enhancement
in mini/ micro-channels

For the past few years, numerous studies were con-
ducted to understand the effect of micro-ribs on the ther-
mal-hydraulic characteristics of narrow channel flow. Ali,
Tarig and Gandhi [16] studied the effect of the chamfering
angle on the heat transfer augmentation for flow through
a slit with surface-mounted triangular ribs. Seo, Afzal and
Kim [17] performed a multi-objective optimization of a
boot-shaped rib in a cooling channel. Popov, Skrypnik and
Schelchkov [18] studied heat transfer and pressure drop in
pipes with inner helical micro-ribs. Wang, Qian and Ding
[19] studied the improvement in laminar flow heat transfer
in micro-channels where bilateral rib was used instead of
vertical or span-wise ribs. Results from the study revealed
that the Nu of the micro-channel with bilateral ribs was
higher than those of micro-channels with vertical ribs and
span-wise ribs. Li et al. [20] experimentally investigated the
heat transfer and flow characteristics of micro-channels
with micro-ribs. In his work, the thermal performance
index of a micro-channel with one-sided ribs was found
to be higher than those of the micro-channels with no
ribs and both-sided ribs. Fadhil, Al-Turaihi and Abed [21]
studied the effect of semi-circular ribs on the heat transfer
coefficient in a rectangular channel. Ali, Sharma and Tariq
[22] studied the performance of trapezoidal ribs of various
taper angles. Li et al. [23] investigated turbulent flow in
a rotating straight channel with continuous ribs. Results
revealed that rotation changed the turbulence flow char-
acteristics significantly.

In recent times, nanofluids have emerged as poten-
tial candidates for various heat transfer applications.
Numerous studies were conducted to study the behavior
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of nanofluids while flowing through a narrow channel.
Akbari et al. [24] studied the effect of rib height on the
heat transfer and flow parameters of water-Al,0; nano-
fluid. Alipouret al. [25] numerically investigated the influ-
ence of T-semi attached ribs on turbulence flow and heat
transfer parameters of silver-water nanofluid. Behnampour
et al. [26] analyzed the heat transfer and flow characteris-
tics of silver-water nanofluid in micro-channels with trap-
ezoidal, rectangular, and triangular ribs. The study found
triangular ribs to be the best performing one in a laminar
flow regime. Gravndyan et al. [27] studied the effect of rib
aspect ratio on the heat transfer and laminar flow char-
acteristics of water-TiO2 nanofluid in rectangular micro-
channel. Results revealed that the f was independent of
the aspect ratio of rib but is dependent on the volume
fraction of nanoparticles. Shamsi et al. [28] investigated
the increase in heat transfer in a rectangular micro-chan-
nel with triangular ribs for water-CMC nanofluid. The study
proposed that a triangular channel with 30° attack angle
has the biggest Nu and pressure drop along the channel
provided that the flow is laminar. Gholami et al. [29] stud-
ied the effect of rib shape on the laminar flow behavior of
oil-MWCNT nanofluid in rectangular micro-channel. The
work found a parabolic rib as the best performing one in
terms of Nu enhancement. Parsaiemehr et al. [30] studied
turbulence flow and heat transfer of water-Al,O; nanofluid
in a rectangular channel. Cheloii, Akbari and Toghraie [31]
utilized CFD to investigate the laminar flow heat transfer
of water-Cu nanofluid inside a ribbed rectangular micro-
channel. Pahlevaninejad, Rahimi and Gorzin [32] studied
the thermal-hydraulic behavior of water-Al,O; nanofluid
while flowing through a wavy micro-channel with rectan-
gular obstacles.

As mentioned earlier, the CFD results employing the
standard turbulence models do not converge with experi-
mental results when the geometry is too complex. In those
cases, improvements or calibrations of the turbulence
model employed are necessary. There are various works
related to the calibration of a specific turbulence model.
Rocha et al. [33] performed calibration of k-w SST turbu-
lence model for analyzing flow over a small-scale horizon-
tal axis wind turbine. The study reported that the value of
B significantly affects the accuracy in predicting viscous
friction over the blades. The work was later extended for
wind turbine design with cambered and symmetrical air-
foils [34]. Guillas, Glover and Malki-Epshtein [35] employed
Bayesian calibration for the constants of k-& turbulence
model to develop a CFD model of street canyon flow.
Matyushenko and Garbaruk [36] calibrated k-w SST tur-
bulence model for predicting the characteristics near
stall-regime. The work suggested that for the value of the
constant a, =0.28, the accuracy of the model is improved
significantly. DeChant et al. [37] calibrated k-€ turbulence
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model using an Approximate Self-similar Jet-in-Crossflow
Solution. Shirzadi, Mirzaei and Naghashzadegan [38]
suggested the improvement of k-¢ turbulence model for
simulating atmospheric boundary layer around a high-rise
building using stochastic optimization and Monte Carlo
Sampling technique. Results revealed that an error reduc-
tion from 170 to 28% was possible for estimating the reat-
tachment length behind the building model.

While there are many approaches for calibrating differ-
ent turbulence models, all of them focus on minimizing
the errors associated with the simulation process. Since
error minimization is basically an optimization problem,
various optimization algorithms have their potential use
in the calibration process of the turbulence model. GA is
one of the most extensively used nature-inspired opti-
mization algorithms. Interestingly, a study on the use of
GA for calibrating a turbulence model is not observed in
the available literature. However, this algorithm was used
in a wide range of heat transfer optimization problems
in recent years. Liu, Bu and Xu [39] performed an opti-
mization study of a plate-fin heat exchanger using CFD
and multi-objective GA. Na et al. [40] performed a multi-
objective optimization of a micro-channel reactor for Fis-
cher-Tropsch synthesis using CFD and GA. Ghorbaniet al.
[41] did a CFD modeling and optimization of a latent heat
storage unit with the help of GA. Daréczyet, Janiga and
Thévenin [42] optimized the shape of the airfoil geometry
of an H-rotor with the help of CFD and GA. Prieler et al. [43]
suggested a CFD-based optimization process for the tran-
sient heating process in a natural gas fired furnace using
ANN and GA. Oh and Chein [44] demonstrated various
optimization problems that may be solved by coupling
CFD and GA. Sun and Yoon [45] performed multi-objective
optimization of a gas cyclone separator using CFD and GA.
Pourfattah et al. [46] coupled CFD and GA to optimize a
vertical twisted tape arrangement in a channel subjected
to MWCNT-water nanofluid.

From the literature study, it may be observed that multi-
ple attempts were made to calibrate numerous turbulence
models for getting better flow characteristics. However,
to the authors’knowledge, none of the studies attempted
to couple heat transfer with the flow and calibrate a tur-
bulence model for both of them. Also, almost all of the
relevant studies have dealt with gaseous fluid i.e. air. Since
air and any other gaseous medium have much lower value
of thermal conductivities than water and other liquid cool-
ants, liquid coolants are preferred to gaseous coolant in
many applications such as cooling channel of fusion reac-
tors, neutron generator, target cooling of a spallation reac-
tor, etc. where a high heat flux removal rate is required.
An attempt to improve a turbulence model for predict-
ing both heat transfer and flow characteristics of water or
any other liquid medium inside a rib-roughened narrow
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channel is something yet to be done. Also, introducing a
GA in the calibration process of turbulence model parame-
ters is a completely unique approach. This work, therefore,
utilizes GA to improve the k-¢ turbulence model for analyz-
ing the thermal-hydraulic characteristics in rib-roughened
narrow channels. The work also attempts to replace ordi-
nary water with nanofluids in these narrow channels to
study the potential heat transfer enhancement rate.

3 Method

In this study, an attempt was made to improve the accu-
racy of k- turbulence model in predicting the heat trans-
fer and flow characteristics over a rib-roughened narrow
channel through calibration process. Here, water was
taken as the circulating flow inside the narrow channel.
The CFD-based simulations were conducted in COMSOL
Multiphysics 5.2b, which is a well-known commercial
simulation software package. It is a multiphysics simula-
tion software and solver based on Finite Element Analysis
(FEA). The method of calibration is novel and unique in the
sense that it is the first study of its kind that uses an opti-
mization tool (here genetic algorithm) for the calibration
process. Most of the works in the available literature uti-
lized various statistical tools, but calibration through error
optimization is a new approach. Also, the use of multivari-
ate nonlinear regression analysis with multiple variables is
also quite rare. Finally, this work considered improving the
predictability of heat transfer and fluid flow characteristics
at the same time, something that is absent in the available
literature. There are three steps of the calibration process.
They are:

e Step 1 At first, random data were generated with CFD-
based simulations by randomly varying the values of
each turbulence model parameter.

e Step 2 fand Nu were calculated from the data gener-
ated from the simulations and compared with estab-
lished experimental correlations to find relative errors
in predicting them. Separate correlations for relative
errors in predicting fand Nu were developed for differ-
ent geometric parameters of the narrow channel.

e Step 3 The correlations derived in “Step 2” were used
as objective functions for the multi-objective genetic
algorithm for minimizing deviation of simulated f and
Nu from experimental results. MATLAB codes were
developed for this purpose. The values of turbulence
model parameters corresponding to the minimum
mean-squared errors (MSEs) were selected as the cali-
brated values.

After obtaining the calibrated values of the turbulence
model parameters, further data were generated through
CFD-based simulations to compare the results from both
the calibrated model and uncalibrated model with values
from experimentally developed correlations to determine
the effectiveness of the calibration process. Finally, heat
transfer and flow characteristics of three different nano-
fluids, i.e. Al,O5;-water, CuO-water and TiO,-water, were
studied with the help of the improved turbulence model.

3.1 Geometry and flow considerations
for computational fluid dynamics (CFD) studies

In order to improve the model, it is necessary to compare
the results generated with the help of a CFD tool with
related experimental results. An experimental heat trans-
fer study on rib-roughened narrow channels with water
as coolant was conducted by Islam et al. [3]. The geomet-
ric configuration of the narrow channel employed in the
study is presented in Fig. 1. The study was conducted on
narrow channels having one-sided heating surface length
(L) 200 mm, width (W) 20 mm, and channel heights (H)
1.2 mm and 3.2 mm respectively. 25 mm of unheated
lengths were kept before the inlet and after the exit of
the heating surface to ensure fully developed flow over
the rib-roughened surface. Micro-ribs of height (k) 0.2 mm
and width (w) 0.2 mm were placed at 2 mm and 4 mm
pitch (p) so that pitch-to-height ratio (p/k) was maintained
as 10 and 20 respectively. The rib-roughened side of the
channel was heated while the other smooth-side was kept
insulated. The Re was varied in the range of 2400-98,500 to
ensure turbulence flow inside the narrow channel [3]. Fig-
ure 2 presents the CAD-generated trimetric section view of
the rib-roughened narrow channel for better visualization

250 (flow length)
| 200 (heating length)
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Fig.1 The experimental setup (rib-roughened narrow channel)
from the study of Islam et al. [3]
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Top wall

Micro-ribs

Fig.2 Trimetric section view of the narrow channel configuration

of the channel geometry. Solidworks 2013, a CAD soft-
ware, was used for this purpose.

In this numerical study, the same geometric and flow
configurations were used for CFD-based simulations
so that the accuracy of the turbulence model could be
determined by comparing the simulation results with
Islam et al's experimental results [3]. Since all the chan-
nels are rectangular where only one side is heated and
three sides are insulated, it is more convenient to employ
2-dimensional geometries for the CFD simulations instead
of 3-dimensional to reduce computation time. Although
this means that the frictional losses due to the two verti-
cal sides (not present in 2-D geometry) are neglected in
the CFD simulations, the vertical sides are of much smaller
width (1.2 or 3.2 mm) compared to the horizontal i.e. top
and bottom sides (20 mm). Also, most of the frictional
head loss should occur in the rib-roughened side i.e. bot-
tom side of the channel, making the frictional head losses
in the two side walls insignificant. Therefore, the simplifica-
tion of the CFD simulation geometry should not compro-
mise the accuracy of the results significantly. This is why
the simulation geometries adopted in this study were in
2-D Cartesian coordinate system.

Two stage simulation techniques were applied;

e Stage 1 In the first stage, a large number of sample
data was generated using a commercial simulation
software in order to derive correlation between the
turbulence model parameters and the errors of the
turbulence model in predicting the values of thermal-
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hydraulic parameters i.e. f and Nu compared to the
experimental results (explained in detail in Sect. 3.5).
Since running simulations in full-scale geometry would
consume a very large computation time, it is realistic
to scale-down the simulation geometry. To do so, heat-
ing surface length was reduced from 200 to 20 mm.
However, the 25 mm of unheated length at the begin-
ning and the end (total 50 mm) were not scaled-down
since the hydraulic diameter was the same for both
experimental and the simulated geometry. Water inlet
temperature and velocity were kept fixed at 15 °C and
5 m/s respectively and the turbulence model param-
eters were changed randomly for the same flow con-
ditions (explained in Sects. 3.3 and 3.4). This allowed
realizing the effect of turbulence model parameters
on the accuracy of predicting outlet temperature and
pressure drop of water while flowing inside the narrow
channels. After that, correlations were derived using
the simulated results (see Sect. 3.5). These correlations
were used to find the optimum errors in calculating the
fand Nu using GA (see Sect. 3.6). The turbulence model
parameters corresponding to the optimized errors
were taken as the calibrated values for the turbulence
model.

Stage 2 In the second stage of CFD-based study, simu-
lations were conducted using the calibrated values
of turbulence model parameters. After obtaining the
calibrated values of the turbulence model parameters,
it is necessary to determine whether they significantly
improve the accuracy of the simulation results or
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not. To do so, CFD-based simulations were run again
for both default and calibrated values of turbulence
model parameters. Again, it is necessary to identify
whether the amount of improvement is dependent on
Re or not.To do so, the velocities of flow were varied in
the range 1-15 m/s. Since number of simulations were
much smaller than the previous stage and it is neces-
sary to evaluate whether scaling down had significantly
affected the calibration process or not, the CFD simula-
tions in this stage were run in full-scale i.e. for the same
geometry as the experimental setup (200 mm heated
length and 50 mm insulated length). Water inlet tem-
perature was kept fixed at 15 °C, similar to the previous
stage. The simulation geometries for different stages of
the study are illustrated in Figs. 3 and 4.

In the experimental study of Islam et al., there was con-
stant heat flux throughout the heating surface [3]. How-
ever, it is well-established that Nu is a function of Re and
Prandtl number (Pr) only, making the correlations equally
applicable for constant temperature and constant heat
flux boundary conditions [47]. Therefore, in this study, the
heated surface was kept at a constant temperature of 30 °C
instead of constant heat flux condition. The other side of
the channel was kept insulated, similar to the experimen-
tal study. The boundary conditions are illustrated in Fig. 5.

Since there were multiple simulation geometries rep-
resenting different heights and rib pitch-to-height ratios,
the number of mesh elements was also different for each

35
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| |
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Fig.3 CFD Simulation geometry for random data generation
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Fig.4 CFD Simulation geometry for effectiveness analysis of the
calibration process

case. In this study, default physics-controlled mesh gener-
ating option of COMSOL Multiphysics 5.2b was utilized. In
order to ensure mesh independence, CFD results for the
three different mesh generation options, coarse, normal,
and fine, were compared. From the comparative study;, it
was observed that there is less than 5% variation in the
results for coarse and normal meshes while there is less

Insulated Boundary (Z—; =0)

Surface-mounted
Micro-ribs

2
| Flow #
15

4 Const. Temp. Boundary (T = 30°C)

T T T T T T T T
121 122 123 124 125 126 127 128

(dimensions in mm)
Fig. 5 Boundary conditions for simulation
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than 1% variation in results for normal and fine meshes.
Thus, coarse mesh was selected to reduce computation
time. Also, densely meshes were generated near the ribs to
fully realize the effect of turbulence eddies and flow sepa-
ration. Figure 6 shows the mesh refinement near the ribs
while Table 1 presents the number of mesh elements taken
for each narrow channel during CFD simulation, both in
reduced-scale and full-scale conditions.

3.2 Theory for thermal-hydraulic calculation

While water flows inside the narrow channel, it removes
heat from the rib-roughened surface. Since water is a fluid,
the mode of heat transfer in water is convection. The rate
at which heat rejected by the surface is given by Eq. (1),

Q=hA.AT, (1

1.2% —;;_:EE—————
| e e A A VA AN A A S
S SSOR

N N7
S5 ARSI

0.97
0.87]
0.77]

0.67]

0.5

0.47

N/

VARSI RIS TN
RarAr o A ST
T s e VA

ZIAFAFI A é'é

0.37 \

v

0.27

0.17]

Fig. 6 Adopted different mesh sizes inside the simulated rib-rough-
ened narrow channel

Here, h is convection heat transfer coefficient, A; is area of
the heated surface and AT, is log mean temperature dif-
ference.AT,, can be calculated using Eq. (2),

AT = (Tout - Tm)
me In ( Twall_Tr'n ) (2)
Twall_Tuur
Here, T;, is water inlet temperature, T, is exit tempera-

ture and T, is temperature of the heated surface. In this
numerical study, T;, and T, were kept constant at 15 °C
and 30 °C respectively while Tout was obtained from sim-
ulation. Since 2-dimensional CFD simulation geometries
were adopted in this study, the outlet temperature was the
line-average temperature of coolant water at the outlet
boundary. This line-average value was obtained directly
from the CFD tool i.e. COMSOL Multiphysics. The rate of
heat transfer may also be calculated using Eq. (3),

O = mcp(Tout - Tm) 3)

Here, m is mass flow rate and Cp is specific heat of water.
The mass flow rate may be calculated from Eq. (4),

m = pvA (4)

Here, p is density of water, v is velocity, and A is flow cross-
sectional area of the channel. After obtaining convection
heat transfer coefficient from Eq. (1), simulated Nusselt
number (Nu) may be calculated using Eg. (5),

hD,,
Nusim = k_-,— (5)
Here k;is thermal conductivity of water and D, is hydraulic
diameter of the channel. Hydraulic diameter is calculated
from Eq. (6),

_ A

D, =
" P

(6)

Here p,, is the wetted perimeter of the narrow channel. The
simulated friction factor (f) can be obtained from Eq. (7),

Table 1 Meshes for different
simulated geometries

Geometric configuration Reduced scale Full-scale
Total element Boundary ele-  Total element Boundary
ment element
p/k=10,H=1.2 mm 72,230 3405 167,364 8687
p/k=20,H=1.2 mm 67,471 3211 124,348 7137
p/k=10,H=3.2 mm 37,108 1739 155,228 6729
p/k=20,H=3.2mm 33,022 1560 105,742 5131
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__ AP D,

sim = " L.pv?

7)

Here, L. is the length of the simulated channel excluding
entrance and exit regions. For data generation, L,.=20 mm
and for validation process, L.=200 mm. Also, AP is pres-
sure drop across the rib-roughened region of the channel,
which was also obtained directly from simulation. Pressure
drops due to the length of the entrance and exit regions
were not included so that the f for only the rib-roughened
region is obtained.

Equations (5) and (7) are applicable for obtaining Nu
and f directly from simulation results. However, the sim-
ulation results may not always represent the actual sce-
nario due to limitations of the flow model employed in
the simulation process. To ensure accurate prediction with
numerical methods, it is necessary to validate the numeri-
cal results with experimental ones or correlations derived
from experimental data. If the results are not sufficiently
near to experimental results, necessary calibration of the
flow model is required for better output. In this study, the
correlations for water-flow inside rib-roughened narrow
channels were used as references to calibrate the turbu-
lence model used for numerical data generation. The cor-
relations for calculating the fand Nu are found in the work
of Islam et al. [3].

While water is one of the most widely used heat transfer
mediums till date, there are some special cooling appli-
cations where much better heat transfer characteristics is
required. Nanofluids are the potential candidates for those
applications. For CFD-based study with nanofluids, it is
convenient for the researchers to assume that nanofluid
is a single phase and homogeneous fluid [48]. This makes
the correlations for determining various thermal hydrau-
lic properties of the nanofluids such as density, thermal
conductivity, specific heat, viscosity, etc. quite simplified.
Akbari, Galanis and Behzadmehr [49] compared the results
of the single-phase model with other two-phase models
for AI203/water and Cu/water nanofluids and found that
single-phase model is, despite its simplicity, more accu-
rate. On the other hand, the work by Bianco et al. [50]
found two-phase model more accurate for 100 nm Al203-
water nanofluid, but the maximum difference between
the average heat transfer coefficients of single-phase and
two-phase model is found to be only around 11%. This
study, therefore, went for single phase approach to reduce
computational time and complications. The correlation for
determining the viscosity of a nanofluid is given by [48],

o = (1+0.0250 + 0.0150%) iy ®

Here, u, is the viscosity of the base fluid and y, is the
viscosity of the nanofluid. Also, @ is the volume fraction of

the nanoparticles suspended in base fluid. In this study,
@ = 0.02 has been selected for the nanofluids.

Although many researchers used Eq. (8) for their CFD-
based studies, the values obtained from this correlation
are much lower than the experimental values for some
nanofluids. Therefore, experimentally derived values of
viscosities [49] for the nanofluids were used in this study.

The correlation for density is [48],

Pt = (1= 0) per + Bp, 9)

Here, p, is density of solid nanoparticle, p, is density of
base fluid and p, is density of nanofluid. The correlation
for specific heat is given by [48],

(1-9) (pcp)bf + Q)(pCp)s
Pnf

(10)

P)nf =

Finally, the correlation for thermal conductivity of the
nanofluid is given by [51],

(K + 2ker) + 20 (ks — ki) an
(ks + 2ker ) = B(k; = ker)

nf

Here, k, is thermal conductivity of solid nanoparticle, k.,
is thermal conductivity of base fluid and k, is thermal
conductivity of nanofluid. Equation (11) doesn't take into
account the nanoparticle size, which is actually a very
influential factor. However, the effect is minimal for nano-
particle diameter greater than 30 nm [52]. As a result, this
equation was used in this study for its simplicity. Three dif-
ferent nanofluids have been studied, AI203-water, CuO-
water and TiO2-water.

As numerical analysis of an approximation of real-life
experimental conditions, there is bound to be some sort of
deviation of the predicted value from experimental value.
The amount of deviation is measured by error, which is
the ratio of the difference between experimental and
simulated result to the experimental result. In this study,
absolute value of the relative errors have been used in all
cases, which is given by,

exp Vsim

X100% (12)

Here, V indicates the value of the corresponding param-
eter. This equation is applicable for both f and Nu.

In this study, it was assumed that water is incompress-
ible and its properties such as density, viscosity, thermal
conductivity, etc. are independent of temperature T. This
made numerical computation much easier and quicker.
The assumption of incompressibility, however, is not so
straightforward for nanofluids even though the base fluid
is incompressible. The thermophysical characteristics
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of nanofluid flow are yet not fully explained. Thus, there
have been numerical studies with the assumption of
both compressiblity and incompressibility for nanofluid
flow. However, Buongiorno [52], in his work, described
the assumption of incompressibility accurate for liquid
nanofluids. This is why numerous recent studies consid-
ered nanofluid as a single-phase incompressible fluid
when the base fluid is water or any other liquid [53-55].
This work, therefore, assumed nanofluids incompressible
for the CFD-based studies. The properties taken for pure
water and other materials used in the CFD simulations are
presented in Table 2.

3.3 Computational fluid dynamics (CFD)

In this work, a CFD tool i.e. COMSOL Multiphysics was
employed to predict thermal-hydraulic characteristics
in rib-roughened narrow channels. The channel and the
micro-ribs were assumed to be constructed with copper,
and the flowing fluid was water. Heat transfer through
the solid ribs is governed by the conservation of energy
(Eg. (13)) and Fourier’s law (Eq. (14)). It has been assumed
that the whole heat transfer process occurs under steady
state condition.

(Vg =E (13)

q=—-kVT (14)

Here, q is heat flux vector,E is heat generation vectorand T
is temperature. On the other hand, heat transfer in water is
governed by the Navier-Stokes equations. The heat equa-
tion for an incompressible fluid medium, where the work
done by pressure and viscous heating is negligible, is given
by,

pCp(uV)T) +(V.q) = E (15)
Here,q may be calculated using Eq. (14). The velocity vector
u may be calculated by simultaneously solving the conti-
nuity and momentum equations for incompressible flow
given by,

Vu=0 (16)

p‘)—“ +uVu=V.(u(Vu+ (V') -PI) +F

ot (17)

Here F is body force vector, I is identity matrix, t is time and
Pis static pressure.

3.4 k-eTurbulence model

In this study, it was assumed that flow through the rib-
roughened narrow channel is turbulent, which is a logical
assumption for most forced flow conditions of liquid cool-
ant. Therefore, the k-¢ turbulent flow model was selected
for CFD-based simulations. This turbulence model is one of
the most extensively used ones and is proven to be quite
accurate for internal flow of a fluid i.e. flow through a chan-
nel or pipe provided that the surface is smooth.

In k- turbulence model, two transport equations are
solved along with the Navier-stokes equations. These two
equations contain two additional dependent variables, the
turbulence kinetic energy k and the turbulence dissipation
rate €. The two transport equations are,

pa—K + pu.Vk = V.((ﬂ + £>VK> +p, — pe

ot Oy (18)

2
+ ﬁ>V‘€> + Cs1 pr - C£2p£_
o, K K
(19)
Here uyand p, are turbulence viscosity and production

term respectively. These two may again be calculated
using Egs. (20) and (21) respectively.

de
— +puVe=V.
po; +ouve <<;4

K2

luT = pC,u_ (20)
£

p. = ﬂT<Vu D (Vu+ (Vo)) - %(V.uf) - %pKV.u 1)

In Egs. (18-20), five adjustable model parameters Cu'

C.1» C.» 0, and o, are present. These constant parameters

£

numerical study Pure water 1000 4200 0.60 0.001
AlO, 3960 [56] 773 [56] 40 [56] -
Cuo 6000 [56] 551 [56] 33 [56] -
Tio, 4230 [56] 692 [56] 8.4 [56] -
AlLO,-water 1059.2 (Eq. 18) 3943.75 (Eq. 20) 0.635 (Eq. 19) 0.00113 [51]
CuO-water 1100 (Eq. 18) 3801.93 (Eq. 20) 0.635 (Eq. 19) 0.00243 [51]
TiO,-water 1064.6 (Eq. 18) 3921.23 (Eq. 20) 0.63 (Eq. 19) 0.00154 [51]
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may be adjusted for better performance of the turbulence
model. The default values of these turbulence model
parameters and their suggested ranges are presented in
Table 3. The ranges of the k-¢ turbulence model param-
eters are found to vary from one study to another in the
literature [35, 37, 38]. However, the ranges suggested by
Guillas, Glover and Malki-Epshtein [35] are found to be suf-
ficiently wide and thus have been adopted.

While C,, C,;, C,, and o are independent from each
other, o, is dependent on C, C;;, C,,. The relationship is
shown in Eq. (22),

CK

T VG (CamCa) 22

Here, C, is Von Karman constant. Therefore, the value of
0, must be altered in such a manner that Eq. (22) holds. In
this study, the four independent turbulence model param-
eters were calibrated so that the accuracy of k- turbulent
model improved while analyzing the thermal-hydraulic
characteristics of water flowing inside rib-roughened nar-
row channel.

While k-¢ turbulent model is applicable for most por-
tions of the fluid domain, the equations for the model are
not valid near the walls. This is because the equations are
derived assuming that Reynolds number is high, which is
not true near the wall of the channel. The law of the walls
state that the turbulence near the boundary is a function
of the flow conditions of the wall only and is independent
of the flow at a large distance [58]. This law is applicable for
a fluid layer near the walls known as the viscous sub-layer.
In this region, Eq. (23) holds.

=yt (23)

Here, u*and y *are dimensionless velocity and dimen-
sionless length respectively. These two parameters are
obtained from Eqgns. 24 and 25 respectively.

L3
wt= (24)

+_ PUY
= 25
p (25)

Table 3 Default values and ranges for turbulence model param-
eters [57]

Cu Cel Cez Ok O¢
Default value  0.09 1.44 1.92 1.0 1.3
Range 0.01-0.15 1.0-1.5 1.1-2.5 0.5-2.5 -

Here, u is mean velocity, y is distance from the wall and u,
is friction velocity defined by Eq. 26.

U =) (26)

p

Here, 7,, is wall shear stress. The viscous sub-layer is located
up to y* < 5.For30 > y* > 5, there is a zone where nei-
ther law of walls nor standard k-¢ turbulent model is appli-
cable, known as buffer zone. For y* > 30, standard k-
turbulent model gives satisfactory results, known as the
logarithmic layer [58]. The velocity profile in the logarith-
mic layer is given by,

ut = il In (y+) +5.2 (27)
CK

Since the standard k- turbulent model is not applicable
close to the walls, automatic wall treatment is done near
the walls in COMSOL Multiphysics. The wall treatment in
COMSOL Multiphysics is done in such a manner that the
computational domain is assumed to be located a distance
y,, from the wall. y,, is computed automatically in the CFD
software so that,

u
yi = f-iXﬂ =11.06 28)

This corresponds to the distance where logarithmic
layer would meet viscous sub-layer if there is no buffer
zone. The boundary conditions for the turbulence kinetic
energy k and the turbulence dissipation rate € are,

nVk =0 (29)
3,3
4 >

po Gk 30)
CYw

Here, n is the unit normal vector.
3.5 Multivariate nonlinear regression analysis

In this work, focus was given on reducing the combined
relative error in predicting f and Nu in CFD-based simula-
tion with k- turbulent model. This implies that the tur-
bulence model was calibrated in such a manner that pre-
dicted value of neither the f nor Nu has very high deviation
from experimental results. For example, instead of 1% rela-
tive error for the value of the Nu and 29% relative error for
the value of the f, 15% relative error for both the Nu and f
is preferred. Therefore, the improvement of the turbulence
model was determined on the basis of mean-squared error
(MSE) which is,
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1
Swmse= 5 (Eﬁu + E?) (31)

Here, €, is relative error to predicting the Nu and &; is
relative error to predicting the f. In this study, the values of
the turbulence model parameters C,, C,;, C,, and o, were
varied in a random manner within the range specified in
Table 3 and the f and Nu were calculated from the CFD
simulation results. After that, they were compared with
the experimental results to obtain €, and €, for each set
of values of the turbulence model parameters. These data
were again utilized to derive correlations between the rel-
ative errors and the turbulence model parameters using
multivariate nonlinear regression analysis. Since there
were four different geometric configurations for the rib-
roughened narrow channels, total eight correlations were
derived; four for €; and four are for gy,

For regression analysis, sample data were generated for
different combinations of the turbulence model param-
eters. Total 75 combinations were used for data generation
purpose. Figure 7 shows the distribution of the values of
the model parameters taken for the regression analysis.
These combinations were selected randomly considering
the following restrictions:

¢ Thevalues of C, C,;, C,, and o) were randomly selected

within the ranges specified in Table 3. It was assumed
that the values of these four turbulence parameters
have uniform distribution within their respective
ranges.

Since the value of o, is always positive, C,, must always
be greater than C,,;. To ensure this with ease, it was
assumed that there is a linear correlation between C
and C,, for most of the combinations (70 out of 75).
The correlation was derived in such a manner that
the lowest values of C,; and C,, (1.0 and 1.1 respec-
tively) were placed in one combination while the high-
est values (1.5 and 2.5 respectively) were in another
combination. For the remaining 5 combinations, C,,
and C,, were assumed to be fully independent of each
other. This was done to include some of the combina-
tions suggested in available literature, including the
default combination of turbulence model parameters
in Table 3 [57]. Although it may seem like the biased
correlation between C,, and C,, should severely affect
the effectiveness of the regression analysis, it was not
the case. Even with this simplification, the regression
analysis was observed to be quite efficient, as shown
later on in the “Results and Discussion” section.
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Fig. 7 Distribution of the turbulence model parameters for regression analysis
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In this study, it was assumed that there exists a non-
linear relationship between error and turbulence model
parameters. Thus a polynomial correlation was assumed
of the form presented in Eq. (32),

b, by ~by b b
€=aC C1C50," (ng -C4)" (32)
Here, €, is relative error predicted by the correlation and
a, b, b, b; b, and b; are regression constants. The term
(C.2 — C,q) has been included in order to account for the

effect of oe which is strongly dependent on the term. Tak-
ing logarithm of base e on both sides, we obtain,

Z (Esim - Er)z
z (Esim _é)z

Here, € is average of the actual error values. A R%-value
above 0.5 represents a moderate-fit while a value greater
than 0.7 represents good-fit. The correlations derived were
used to construct the objective functions to be used in
genetic algorithm based optimization process.

R*=1- (40)

3.6 Geneticalgorithm (GA) for multi-objective
optimization

In(€,) =In(@) +b;.In (C,) + b,.In (C;q) + bs.In (C.,) + by.In (64) + bs.In (C,; — Cy) (33)

This equation may be re-written as,

Y, = A4+ b,X; + b,X, + b3X5 + b, X, + b5 Xs (34)
where,

Y =In(€)A=In(@X, =In(C,)X,=In(C,) (35)
X;=In(Cy)iXs =In(0})iXs =In (C, = Cy) (36)

Now, for best fitted curve, the following equations must
hold,

S 39S _ 95 _ S _ oS _ dS _

s = = =— =——=0
OA _ob, ob, b, db, ob, (37)

Here, S is the sum of squared errors presented in Eq. (38).

n

5= (Yan=Y,)" = X [In(€m) —In ()]’ (38)

1

Here, €, is relative error obtained from simulation results
and n is the number of observations, which is equal to 75
in this study. Solving Egs. (37), we obtain,

1 le ZX12 ZX1X2 2X1X3 ZX1X4 ZX1X5
Z XZ Z X'I XZ Z X22 Z X2X3 Z X2X4 Z XZXS
Z X3 Z X‘I X3 Z X2X3 Z X32 Z X3X4 Z X3X5
Z X4 Z X'I X4 Z X2X4 Z X3X4 Z XZ Z X4X5
5 | ZXS ZX1X5 ZXZXS ZX?:XS ZX4X5 ZX52

N

ST ST o OoCOC
S W

A [0 XX XX XX XX XX |

The GA is a nature-inspired optimization algorithm that
mimics the process of natural selection to find the opti-
mum results [40]. The core idea of natural selection is that
the fittest individuals from a group of people or popula-
tion survive with the passage of each generation. These
individuals pass their genes to their offspring who inherit
the characteristics of their parents. The fittest individuals
among them again survive and pass their genes to their
offspring, and the cycle keeps on going. The GA is also
developed from the same idea. There are five phases con-
sidered in the genetic algorithm: initial population, fitness
evaluation, selection, crossover, and mutation.

At first, a set of input parameters are randomly taken
who represent the individuals of a population. The number
of individuals in the population is called population size.
Every individual of this population is a potential solution of
the optimization problem. The set of parameters that rep-
resent the individual is call chromosome and every param-
eter is called gene. Each individual is characterized by a
fitness value that indicates how fit the individual is. The
fitness value is calculated using a fitness function which is
derived to represent one or multiple objective functions

z Ysim |
Z X1 Ysim
Z XZ Ysim (39)
Z X3 Ysim
Z X4 Ysim
Z XS Ysim i

These equations in matrix form may easily be solved
using MATLAB to obtain the values of the regression con-
stants. After deriving the correlations, it is necessary to
identify whether the curves are good-fit or not. For this
purpose, R%-values for each derived correlation were cal-
culated using Eq. (39).

of the problem. The objective functions are the functions
that are to be optimized i.e. maximized or minimized
depending on the situation. On the basis of the fitness val-
ues, the individuals are selected who pass their genes to
the next generation. Any two individuals from them have
a probability of producing offspring. The two individuals
who reproduce are called parents. The selection of parents
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is also done based on their fitness values. The individual
having better fitness value (either higher or lower value
depending on the problem) have greater chance of taking
part in reproduction process.

As two individuals mate, there is a probability of cross-
over of their genes in the chromosomes of the children.
The crossover rate is the number of times a crossover may
occur in a generation. The value of crossover rate varies in
the range of 0-1. The higher the crossover rate, the lower
the probability of offspring having identical chromosomes
like the parents. Another important phase of the algo-
rithm is mutation. In this phase, some of the individuals
undergo random change in one or more genes of their
chromosomes. This happens in a very low probability but
is very essential for preventing premature termination of
the iteration process. The ratio of individuals experiencing
mutation to the number of individuals in a generation is
called mutation rate.

These five phases occur in a cyclic order from genera-
tion to generation. Once the individuals of the new gener-
ation stop improving from the individuals of the previous
generation, the iteration process stops. The individual or
the set of parameters having the best fitness value is the
optimum set of values. The whole iteration process in GA
is shown in Fig. 8.

In this work, GA was employed in finding the best com-
bination of turbulence model parameters for optimizing

Initial Population

|

Fitness Evaluation

l

Selection

N

!

New Population

Mutation

4

Improvement? Crossover

Fig.8 Flowchart of GA
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the relative errors ¢; and ¢, simultaneously for a specific
configuration of the rib-roughened narrow channel. Thus,
there were two objective functions in this genetic algo-
rithm-based calibration process, ¢; and ¢y, which were
introduced in Sect. 3.5 of this paper. These two objective
functions are dependent on the four turbulence model
parameters. The correlations for calculating the values of
these objective functions are derived using the methodol-
ogy presented in Sect. 3.5.

Since there were two objective functions for each nar-
row channel configuration, the considered problem is a
multi-objective optimization. To simplify the problem, a
mono-objective approach has been adopted by combin-
ing the two objective functions into a single one. In other
words, a single fitness function had to be derived that rep-
resented both the objective functions. The fitness function
considered in this study is given by,

F,=V2€us =/ (€, + €7) (41)

Since this was a minimization problem, the smaller fit-
ness value was considered the better one. The chromo-
somes of each individual consisted of four genes which
contained the values of the four turbulence model param-
eters C,, C.;, C;; and gy, as shown in Fig. 9. These values
were randomly selected within their respective ranges
specified in Table 3. During random sampling of the genes
i.e. the turbulence model parameters, the following con-
straints were considered:

001<C,<0.15

1<C,<15

11<C,<25

05<0,<25

(C‘E2 - C£1) > 0.1, to avoid extremely high value of o,

For the GA-based simulations, total 10,000 individuals
were taken in the initial population. The total number of
individuals was kept constant for all generations. Three
crossover rates were investigated 0.50, 0.70 and 0.90 while
three mutation rates were considered in this study; 0.01,

Gene

Y
Chromosome

Fig.9 Chromosome structure for the study
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0.05 and 0.10 to observe influence of these two param-
eters on the simulation results. The iteration process was
terminated if there was no improvement in the best fitness
value for 100 consecutive generations. The individual with
the lowest fitness value at the end of the iteration process
represented the set of turbulence model parameters with
optimized results in k-€ turbulent model and thus was the
calibrated set of turbulence model parameters. Separate
MATLAB codes were developed to run the GA-based simu-
lations for each narrow channel configuration.

4 Results and discussion
4.1 Random data generated from CFD simulations
In order to derive the correlations for €; and €, with

the four k-€ turbulent model parameters i.e. C, C., C,,
and o,, data were generated with the help of COMSOL

Multiphysics, a commercially available CFD tool. 75 com-
binations of the turbulence model parameters were used
in the data generation stage (see Sect. 3.5 for details) and
both &; and &,, were computed for each combination.
Figures 10 and 11 show the relative errors for the f and
Nu respectively for each turbulence model parameter.
From Fig. 10, it may be observed that all the relative error
data for f were very scattered for all four of the turbulence
model parameters. No visible trend for the data could be
identified. The data were the most scattered for o, indicat-
ing that it might have the weakest relationship with the
predictive accuracy amongst the four turbulence model
parameters.

From Fig. 11, it may be observed that the error data
for Nu were very scattered for Cy, and o,. Thus, it is most
likely that these two turbulence model parameters have
a very weak relationship with €,,. On the other hand, ¢,
has decreased almost exponentially with the increase in
the values of C,; and C,,. However, it is noteworthy that
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Fig. 11 Absolute values of relative errors in predicting the Nusselt number with k-& turbulent model

the values of other two model parameters are not to be
neglected. Thus, Fig. 11 does not necessarily imply that
both C,,; and C,, have an inverse relationship with relative
error. The effect of one may dominate the other. Neverthe-
less, it may be assumed that C,;and C,, are possibly the
key parameters for the calibration process. Another finding
from Fig. 11 is that the correlations of €, with the four tur-
bulence model parameters are certainly nonlinear, making
the assumption considered in Sect. 3.5 valid. An important
observation from Figs.10 and 11 is that the values of ¢
were, for most cases, much higher than the ones of ¢,

4.2 Correlations derived from multivariate
nonlinear regression analysis

Using the data presented in Figs. 10 and 11, correlations
were developed for each narrow channel configuration
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using Multivariate Nonlinear Regression Analysis pre-
sented in Sect. 3.5. The derived correlations are presented
in Table 4. From Table 4, it may be observed that for all the
correlations, R*-values are above 0.5, making all of them
either moderate or good-fits. The R%-values are compara-
tively higher for correlations of €, than that of &;. Also,
for channel height of 1.2 mm, the derived correlations
have a better R*-value compared to the channel height of
3.2 mm. Therefore, it may be assumed that the calibration
process using GA simulation should be more effective for
H=1.2 mm than forH=3.2 mm.

From Table 4, it may also be observed that the relative
errors of both the fand Nu are, indeed, weakly affected
by the values of C,, (C,;-C,,) and o}, which was predicted
earlier in this section. They, however, are highly related to
C,; and C,,. Therefore, it is evident that calibrating these
two values are of prime importance in this study. Another
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Table 4 Derived correlations using multivariate nonlinear regression method

Channel configuration Parameter Derived correlation R?-Value

p/k=10; f J¢ = 82.922C00014(~23660 (24489502256 (C , _ C,, )0»0278 0.62

H=1.2mm Nu vy = 186.7741 Co.o&zsc&usic—s.s&ﬁ66—03097(C ,=C 1)—0-0514 0.70
u ° " €1l €2 k 3 £

p/k=20; f J; = 98.0032C00007 C-15322C1.589450.1121 (€, _ (. )0-0152 0.72

1 £2 el

H=1.2mm Nu fyw =123 5938C—o.o§23C11.045%C—29.i‘1506—o.0018(C ,-C 1)—0-0362 0.82
u ) U €1 3 k 2 3

p/k=10; f J¢ = 30.8736(0.0026C~34958 (34572503765 (C,-C, )0»0369 0.55

H=3.2mm Nu Jyw =133 -|93lfc—0.00‘%5c11.84ﬁﬁc—94§)986—0.3866(C ,-C 1)—00532 0.76
u ) " €1 £2 k 3 €

p/k=20; f J; = 26.5253C00022(~30951 29457 503070 (€, _ C | )0»‘468 0.65

H=3.2mm Nu —00352 0.88

— be 0.0007514]565 5—25.5103k 0.2081
Inu = 83:4544C00007 CHT3S C 5318602081 (C, — C,

el

important observation is that & increases with decreas-
ing value of C,, and increasing value of C,,. On the other
hand, €, increases with an increasing value of C,; and a
decreasing value of C,,. Thus, it may be understood that
decreasing &, will essentially increase €,,, and vice versa.

4.3 Calibration values of the turbulence model
parameters

After obtaining the required correlations, they were used
as the objective functions in the GA-based simulations.
Separate MATLAB codes were developed for each narrow
channel configuration. The fitness values were calculated
using Eq. 41. Figure 12 shows the plots of the best fitness
values and average fitness values with the progression of
each generation in the simulation domain for some of the
trial runs of the GA-codes. From Fig. 12, it may be observed
that for H=1.2 mm, the best fitness values at the end of the
simulation process were 3.294 and 3.272 for p/k=10 and
p/k=20 respectively. On the other hand, for H=3.2 mm,
the best fitness values were 2.684 and 2.431 for p/k=10
and p/k=20 respectively. Thus, it may be stated that the
minimum achievable MSEs for H=1.2 mm is higher than
the ones for H=3.2 mm.

The GA-based simulations were run 10 times for each
narrow channel configuration. In order to observe whether
crossover and mutation rates have any influence on the
final results of the GA-based simulations, multiple com-
binations of crossover and mutation rates were investi-
gated for p/k=10, H=3.2 mm narrow channel configu-
rations. Three crossover rates, 0.50, 0.70 and 0.90, were
taken with a fixed mutation rate 0.05. On the other hand,
three mutation rates, 0.01, 0.05 and 0.10, were taken with
a fixed crossover rate 0.50. The simulation results for dif-
ferent combinations of crossover and mutation rates are
presented in Table A-1 and A-2 in the Appendix. The mean
calibration values are presented in Table 5. From Table 5,
it may be observed that the mean calibration values were
unaffected by the crossover and mutation rates. This may
be due to the large initial population (10,000) used during

the GA-based simulations that have minimized the influ-
ence of crossover and mutation rates. For a smaller popu-
lation size, 10-100 for example, this might not have been
the case.

After confirming that the influence of crossover and
mutation rates is insignificant, GA-based simulations for
the other narrow channel configurations were conducted
for crossover rate 0.50 and mutation rate 0.05 only. The
simulation results are presented in Table A-3 in the Appen-
dix. Table 6 presents the mean values of the GA-based sim-
ulations for all the narrow channel configurations. Table 6
also presents a comparison between the predicted and
actual fitness values for the prospective calibrated turbu-
lence model parameters suggested by GA-based simula-
tions. The actual fitness values are obtained by running
CFD-based simulations again with the calibrated values of
turbulence model parameters. Also, some of the combina-
tions of turbulence model parameters showed exception-
ally superior performances of the k- turbulent model dur-
ing the random data generation stage of the CFD-based
simulations. The combinations from the random simula-
tion data with the best i.e. lowest fitness values have also
been recorded in Table 6. This has been done due to the
fact that GA-based simulations were run on the basis of
correlations from a regression analysis. These correlations
are approximate in nature. As a result, the calibrated values
of turbulence model parameter suggested by GA-based
simulations may or may not actually be the best perform-
ing ones. Thus, the final calibration was done in such a
manner that: (i) if the actual fitness value for the combina-
tion of turbulence model parameters obtained from GA-
based simulation is lower than that for the combination of
parameters with minimum fitness value obtained during
a random data generation stage, the former is accepted
as the final calibrated turbulence model parameters, (ii) if
the opposite case is true, the latter one is accepted as the
final calibrated turbulence model parameters.

From Table 6, it may be observed that for H=1.2 mm,
the calibrated values of turbulence model parameters
suggested by GA-based simulations have superior fitness
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Fig. 12 Fitness value plot from genetic algorithm-based simulations for crossover rate 0.5 and mutation rate 0.05

Table5 Mean calibration values obtained from GA-based simu-
lations for different crossover and mutation rates and p/k=10,
H=1.2 mm narrow channel configuration

Crossoverrate ~ Mutationrate  C, Cy Cy op
0.50 0.01 0.01 1.00 120 0.50
0.05 0.01 1.00 120 0.50
0.10 0.01 1.00 120 0.50
0.70 0.05 0.01 1.00 120 0.50
0.90 0.05 0.01 1.00 120 050

values over the values obtained from a random data gen-
eration stage. Thus, the values suggested by GA-based
simulations were taken as the final calibrated values. On
the other hand, for H=3.2 mm, the values obtained a from
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random data generation stage have superior fitness values
over the suggested values of GA-based simulations. The
possible explanation for this observation is that R%-values
of the correlations for €; were lower for H=3.2 mm (0.55
and 0.65 for p/k=10 and p/k=20 respectively) than the
values for H=1.2 mm (0.62 and 0.72 for p/k=10 and
p/k =20 respectively) for the same pitch-to-height ratio,
as seen from Table 4. In other words, the correlations for
& used in the GA-based simulations were more reliable
for H=1.2 mm than H=3.2 mm. As a results, the GA-based
simulation process was able to predict fitness values more
accurately for H=1.2 mm than H=3.2 mm, which may
easily be observed from Table 6. Thus, for H=3.2 mm, the
combination of values of turbulence model parameters
obtained during random data generation stage was taken
as the final calibrated values.
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Table 6 Comparison between predicted and actual fitness values for prospective calibration values

Channel configura-  C, (o G oy Predictedey, Actuale,, Predictede; Actuale; Predicted Actual
tion fitness value fitness
value

p/k=10; Data 0.01 1.091.36 065 - 46.89 - 82.63 - 3.12
H=12mm GA 0.01 1.00 1.20 0.50 55.96 49.09 103.62 80.69 3.29 3.1
p/k=10; Data 0.01 1.09 136 065 - 38.57 - 24.42 - 2.60
H=32mm GA 002 100 122 050 26.90 39.14 44.36 24.47 2.68 2,61
p/k=20; Data  0.01 1.09 136 065 - 40.21 - 99.73 - 3.22
H=12mm GA 0.02 1.00 1.13 0.50 4446 51.89 105.67 90.29 3.27 3.20
p/k=20; Data 0.01 1.13 148 083 - 30.58 - 27.59 - 2.53
H=32mm GA 002 150 177 050 22.09 42.69 27.09 7.66 243 2.57

4.4 Model validation after calibration

It is noteworthy that the calibrated values were obtained
for a fixed flow condition, v=5 m/s and also for scaled-
down geometry. It is necessary to identify whether the
geometry and Re have any effect on the performance of
the calibrated turbulence model or not. To do so, a valida-
tion study was conducted. CFD-based simulations were
run again for both default and calibrated values of turbu-
lence model parameters in full-scale i.e. 200 mm heated
length and 50 mm insulated length. The velocities of flow
were varied in the range 1-15 m/s.Figures 13 and14 pre-
sent the values of f and Nu obtained from experimental
correlations [3, 47, 53] and CFD-based simulations for
1.2 mm and 3.2 mm height of smooth and rib-roughened
narrow channels respectively. For smooth channel flow, re-
calibration process was not conducted since the existing
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k-€ turbulent model itself is calibrated for smooth chan-
nels. From Figs.13 and 14, it may be observed that the
calibration process increased the accuracy in predicting
the values of f with CFD employing k-¢ turbulent model
with the expense of accuracy in predicting the value of
Nu. From Fig.13, it may be observed that the accuracy of
the calibrated turbulence model in predicting both f and
Nu increased with the increase in Re when H=1.2 mm.
On the other hand, from Fig. 14, it may be observed that
the accuracy in predicting Nu with the calibrated model
increased with increasing Re when H=3.2 mm. However,
from Fig. 14, it may be observed that the predicted value
of f converged with the experimental value at a certain Re
and then started diverging from there. Another interest-
ing observation is that for H=3.2 mm, the rate of increase
in accuracy in predicting Nu with the increase in Re was

b 1000

Experimental Correlation
- # = Simulation (Uncalibrated)
—0 - Simulation (Calibrated)

100

Nusselt Number, Nu

1000 10000 100000
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Fig. 13 Comparison of simulated friction factors with experimental correlations for channel height, H=1.2 mm, b Comparison of simulated
Nusselt numbers with experimental correlations for channel height, H=1.2 mm
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Fig. 14 Comparison of simulated friction factors with experimental correlations for channel height, H=3.2 mm, b Comparison of simulated
Nusselt numbers with experimental correlations for channel height, H=3.2 mm

greater for p/k=20 than p/k=10.There was a similar obser-
vation for f.

Another important observation from Figs.13 and14
is that the standard k-¢ turbulent model has good accu-
racy in predicting the f for smooth channels but there is
a noticeable deviation of the simulated values of Nu from
the experimental correlations. This is why the simulated Nu
for both calibrated and uncalibrated turbulence models
are observed to be lower than the experimental values for
most cases of Re. The simulated results suggest that up to
1.67 and 1.43 times higher values of Nu can be obtained
for H=1.2 mm and p/k=10 and 20 respectively. Also, up to
1.83 and 1.79 times higher values of Nu can be obtained
for H=3.2 mm and p/k=10 and 20 respectively. The only
limitation observed for the calibrated k-€ turbulent model
for p/k=20 mm and H=1.2 mm is that it predicts a lower
value of Nu for the rib-roughened channel than that of a
smooth channel for Re>7000, which is not possible. This
indicates that the effect of Re on the calibration process
should not be neglected. It is also noteworthy that com-
pletely different calibrated combinations of the turbu-
lence model parameters were used for each narrow chan-
nel configuration. This is why the curves obtained from
calibrated CFD simulations are not parallel for p/k=10 and
p/k=20 for the same channel height, in contrast to the
curves of experimental correlations and uncalibrated CFD
simulations.

From Figs.13 and14, it is difficult to understand whether
there is really an improvement of the turbulence model
or not. Figure 15 represents the percent improvement or
decrease in fitness value after calibration. From Fig.15, it
may be observed that due to the calibration process, up
to 35.83% and 27.30% improvements in the fitness values
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Fig. 15 Percent improvement of fitness values after calibration for
different narrow channel and flow configurations

of the simulation results was obtained for p/k=10 and
p/k=20 respectively when H=1.2 mm and Re=35,955.
The percent improvement increased with the increase in
Re. Similarly, up to 15.48% and 18.05% improvements in
the fitness values were obtained for p/k=10 and p/k=20
respectively when H=3.2 mm. However, for p/k=10,
improvement was greater for the lower value of Re and for
p/k=20, improvement was greater for the higher value of
Re. Nevertheless, the calibration process has significantly
improved the turbulence model for all narrow channel
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geometries and flow configurations. Thus, it may be stated
that the improved or calibrated k-¢ turbulent model is
superior to the default turbulence model.

It may be noted that the obtained calibration values
of the turbulence model parameters are applicable only
for the rectangular narrow channel geometries consid-
ered in this study i.e. p/k=10 and 20 and H=1.2 mm and
3.2 mm. From Table 6, it may be observed that the calibra-
tion values are unique for all the studied narrow channel
configurations. Therefore, these calibration values may
or may not be applicable for narrow channels other than
the ones considered in this study. However, the calibra-
tion values should be independent on the length of the
channel since they ensured better performance for both
scaled-down and full-scale channel geometries. Also, the
calibration values are equally applicable for constant tem-
perature and constant heat flux boundary condition of the
rib-roughened side, since Nu is independent of boundary
condition of a channel for turbulent flow [47]. Finally, the
calibration values should be applicable for 3D extension of
the CFD study for these rib-roughened narrow channels.
This is because the two other sides of the channel that
were not present in the 2D models are smooth and insu-
lated, thus should not have much contribution to either
frictional head loss or convective heat transfer.

4.5 Predicted heat transfer enhancements
with nanofluids

Once it was evident that the calibrated turbulence model
performs better than the uncalibrated one, the calibrated
turbulence model was utilized to study nanofluid flow
through the same narrow channels. In this work, three
nanofluids were studied, Al,O;-water, CuO-water, and
TiO,-water, each having a nanoparticle volume fraction
@ = 0.02 and 30 nm average nanoparticle diameter. Fig-
ure 16 shows the comparison of the predicted values of
the heat transfer coefficient (h) obtained from the CFD
simulations for pure water and different nanofluids using
the improved turbulence model.

From Fig.16, it may be observed that CuO-water nano-
fluid has significantly higher predicted values of h that
of pure water. The logical explanation is that CuO-water
nanofluid has about twice as high Prandtl number as
that of pure water, which resulted in a higher value of
Nu.TiO,-water nanofluid is also predicted to have higher
values of h than pure water. However, the values of h for
TiO,-water nanofluid are predicted to be lower than that of
CuO-water nanofluid for the same Re. Finally, Al,O5-water
nanofluid is predicted to have h very close to that of pure
water, indicating the least performance among the three
studied nanofluids. Another interesting observation
is that the differences in h increase with an increase in

Re. However, from Table 7, it may be observed that the
ratios of the Nusselt numbers of a specific nanofluid and
pure water is found to be almost a constant for all Re. For
Al,O5-water nanofluid, the ratio is around 1.001 while for
CuO-water nanofluid, it is around 1.32. For TiO,-water
nanofluid, the ratio is around 1.132.

It is noteworthy that the results for nanofluids pre-
sented in Fig.16 and Table 7 should be viewed as prelimi-
nary predictions before experimental validation. To the
authors’ knowledge, there is no experimental or numeri-
cal simulation-based work in the available literature that
dealt with nanofluids with the same narrow channel con-
figurations. As a result, a validation study for heat transfer
enhancement could not be performed in the present work.
Also, the values of f for the nanofluids were found to be
equal to that of pure water from the CFD simulations for
the same Re. This is due to the fact that f is, theoretically,
a function of Re only [3, 59], thus independent of the fluid
medium as long as Re is the same. However, this may or
may not be the case for nanofluids since the nanoparticles
may settle down on the surface of the narrow channel and
increase roughness, increasing friction factor. Therefore,
further experimental studies have to be conducted to
know how much the CFD results deviate from the real-life
scenario.

5 Conclusion

Thermal-hydraulic characteristics in a turbulent flow
regime inside a rib-roughened narrow channel for high
heat flux removal still largely remain as a challenging sub-
ject that needs further study. In this numerical study, the
predicting capability of k-€ turbulence model is improved
by calibrating four turbulence model parameters, Cy, C,r
C,, and g, for evaluating the f, Nu and h in a rib-rough-
ened narrow channel with p/k=10and 20and H=1.2 and
3.2 mm. Square micro-ribs of 0.2 mm height are placed on
the heated wall of 200 mm length while the other walls of
the channel are kept smooth. Water is taken as the cool-
ant with inlet temperature and velocity as 15 °Cand 5 m/s
respectively. The temperature of the heated wall is kept
constant at 30 °C. Pure water and three other nanofluids,
Al,O;-water, CuO-water, and TiO,-water, have been consid-
ered for heat transfer enhancement studies. This is done
by reducing the mean-squared error to predicting friction
factor and Nusselt number.

In the first stage of the study, a large number of sample
data have been generated using 2-dimensional CFD simu-
lations. To reduce computation time, the heating length
has been scaled down from 200 to 20 mm by keeping the
entry and exit regions unchanged. Using the sample data,
necessary correlations for relative errors in predicting the f
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Fig. 16 Comparison of predicted heat transfer coefficients between pure water and t nanofluids

and Nu have been derived using a multivariate nonlinear
regression method. From the derived correlations, it has
been identified that the relative errors are highly influ-
enced by the values of C,;and C,, while they are weakly
influenced by the values of Cu' (C,-C,») and oy. Thus, cali-
bration of C,; and C,, has been given the primary impor-
tance in this study.

After obtaining the necessary correlations, they have
been used as the objective functions in the GA-based
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optimization process. The GA-based simulations have
been run 10 times for each narrow channel configuration
and the mean values of the turbulence model parameters
obtained from the trials have been taken as the prelimi-
nary calibration values. These values are compared with
the combinations from the random sample data having
the best fitness values. The comparative study has revealed
that the calibration values suggested by GA-based simula-
tions have shown better performance than the random
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Table 7 Ratios of Nu for the nanofluids and pure water

Channel configu- Re Nu,s/Nup,,

ration
Al,O;-water CuO-water TiO,-water
p/k=10; 2397.0  1.001 1326 1.131
H=1.2mm 59925  1.000 1336 1.135
11,985.0 1.001 1.340 1.138
17,977.5 1.002 1333 1.135
p/k=20; 2397.0  1.000 1312 1.126
H=1.2mm 59925  1.000 1.299 1.121
11,985.0 1.004 1.347 1.146
17,977.5 1.003 1330 1.137
p/k=10; 6380.0  1.001 1.300 1.130
H=3.2mm 15,950.0 1.001 1315 1.131
31,900.0 1.000 1326 1.140
47,850.0 1.000 1327 1.135
p/k=20; 6380.0  1.001 1.279 1.129
H=3.2mm 15,950.0 1.001 1326 1.132
31,900.0 1.000 1.324 1.131
47,850.0 1.000 1325 1.130

sample combinations for H=1.2 mm. The calibrated values
of €, C;, C; and gy are 0.01, 1.00, 1.20, and 0.50 respec-
tively for p/k=10 and 0.02, 1.00, 1.13, and 0.50 respectively
for p/k=20. On the other hand, the random sample com-
binations have shown better performance than the values
suggested by GA-based simulations for H=3.2 mm. The
calibrated values of C“, C,., C,and g, are 0.01, 1.09, 1.36,
and 0.65 respectively for p/k=10and 0.01, 1.13, 1.48, and
0.83 respectively for p/k=20. Once the desired calibrated
values are obtained, a validation study is conducted to test
the application of the calibrated turbulence model param-
eters for various flow conditions. For this, further CFD-
based simulations with full-scale geometry and varied Re
are conducted for both default and calibrated values of
the turbulence model parameters. Results reveal that up
to 35.83% and 27.30% improvements in the fitness values
have been obtained for p/k=10 and p/k=20 respectively
atH=1.2 mm and Re=35,955. Similarly, up to 15.48% and
18.05% improvements have been obtained for p/k=10
and p/k=20 respectively at H=3.2 mm.Therefore, the cali-
bration process is successful in reducing overall predictive
error of the turbulence model.

Finally, an attempt has been made to predict the heat
transfer enhancements for the three different nanofluids

using the improved k-¢ turbulence model. These nanoflu-
ids are Al,O;-water, CuO-water, and TiO,-water, all having
the same nanoparticle volume fraction of § = 0.02 and
average nanoparticle diameter of 30 nm. Results show
that CuO-water nanofluid is predicted to be the best per-
former among the three, giving almost 1.32 times higher
predicted values of Nu from that of pure water with no
change in the value of . On the other hand, Al,O5-water
nanofluid and TiO,-water nanofluid have around 1.001 and
1.132 higher predicted value of Nu than pure water.

In this study, it has been assumed that €, and €, are
functions of C, C,;, C,; and oy only. However, results indi-
cate that the value of Re also affects &; and €. Further
studies may be conducted to accommodate Re in the cor-
relations for predicting &; and €. Also, the study may
be extended to other narrow channel heights, p/k ratios
and other shapes and sizes of the micro-ribs. The effect
of bidirectional ribs with both-sided heating may also be
studied. Finally, simulated results may be validated with
experimental data for nanofluids with the same narrow
channel configurations to measure the accuracy and reli-
ability of the improved turbulence model.
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Appendix 1

Table 8 Effect of crossover rate on GA-based simulation results for mutation rate 0.05 and channel configuration p/k=10,
H=1.2mm.

Trial # Crossover rate: 0.50 Crossover rate: 0.70 Crossover rate: 0.90
Cy Cy C,, B Cy Cy C,, B Cu Cy C,, P

1 0.01 1.00 1.19 0.50 0.01 1.00 1.21 0.50 0.03 1.00 1.19 0.50
2 0.01 1.01 1.21 0.50 0.02 1.01 1.19 0.50 0.01 1.00 1.20 0.50
3 0.01 1.00 1.19 0.50 0.01 1.00 1.19 0.50 0.01 1.00 1.20 0.50
4 0.01 1.01 1.19 0.50 0.02 1.01 1.19 0.50 0.01 1.01 1.21 0.50
5 0.01 1.01 1.20 0.50 0.01 1.01 1.21 0.50 0.02 1.00 1.20 0.50
6 0.01 1.00 1.20 0.50 0.01 1.00 1.20 0.50 0.01 1.01 1.19 0.50
7 0.02 1.00 1.19 0.50 0.01 1.00 1.20 0.50 0.01 1.01 1.19 0.50
8 0.02 1.00 1.20 0.50 0.01 1.00 1.19 0.50 0.01 1.00 1.19 0.50
9 0.01 1.01 1.20 0.50 0.01 1.01 1.20 0.50 0.01 1.01 1.21 0.50
10 0.01 1.00 1.19 0.50 0.01 1.00 1.21 0.50 0.01 1.00 1.19 0.50
Mean 0.01 1.00 1.20 0.50 0.01 1.00 1.20 0.50 0.01 1.00 1.20 0.50
SD 0.00 0.01 0.01 0.00 0.00 0.01 0.01 0.00 0.01 0.01 0.01 0.00

Table 9 Effect of mutation rate on GA-based simulation results for crossover rate 0.50 and channel configuration p/k=10,
H=1.2mm.

Trial # Mutation rate: 0.01 Crossover rate: 1.00
C, C C,, Oy C, Cy C,, o

1 0.01 1.00 1.20 0.50 0.02 1.00 1.21 0.50
2 0.01 1.00 1.20 0.50 0.01 1.01 1.20 0.50
3 0.02 1.00 1.20 0.50 0.01 1.00 1.21 0.50
4 0.01 1.00 1.20 0.50 0.02 1.00 1.20 0.50
5 0.01 1.00 1.20 0.50 0.01 1.00 1.19 0.50
6 0.01 1.00 1.21 0.50 0.02 1.02 1.19 0.50
7 0.01 1.01 1.19 0.50 0.01 1.00 1.20 0.50
8 0.01 1.00 1.20 0.50 0.02 1.00 1.20 0.50
9 0.02 1.00 1.20 0.50 0.01 1.00 1.20 0.50
10 0.01 1.00 1.20 0.50 0.01 1.01 1.21 0.50
Mean 0.01 1.00 1.20 0.50 0.01 1.00 1.20 0.50
SD 0.01 0.00 0.00 0.00 0.01 0.01 0.01 0.00

Table 10 Calibrated values of turbulence model parameters obtained from GA-based simulations with 0.5 crossover and
mutation rates 0.5 and 0.05 respectively.

Trial # p/k=10,H=3.2 mm p/k=20,H=1.2 mm p/k=20,H=3.2 mm
Cy CE 1 CsZ Ok Cy Ca 1 CsZ Ok Cy Ce 1 CsZ Ok

1 0.01 1.00 1.23 0.50 0.01 1.00 1.13 0.50 0.01 1.50 1.77 0.50
2 0.03 1.00 1.22 0.50 0.01 1.00 1.13 0.50 0.01 1.50 1.76 0.50
3 0.01 1.00 1.22 0.50 0.01 1.00 1.12 0.50 0.01 1.50 1.78 0.50
4 0.02 1.00 1.22 0.50 0.03 1.00 112 0.50 0.03 1.50 1.78 0.50
5 0.02 1.00 1.23 0.50 0.01 1.00 112 0.50 0.01 1.50 1.78 0.50
6 0.01 1.00 1.23 0.50 0.01 1.00 1.13 0.50 0.02 1.50 1.77 0.50
SN Applied Sciences

A SPRINGERNATURE journal



SN Applied Sciences

(2021) 3:678

| https://doi.org/10.1007/542452-021-04645-x

Research Article

Trial # p/k=10,H=3.2 mm p/k=20,H=1.2 mm p/k=20,H=3.2 mm
Cy CE 1 CEZ Ok C/.z C£ 1 C£2 Ok Cu Ce 1 C£2 Ok
7 0.02 1.00 1.22 0.50 0.01 1.00 1.13 0.50 0.02 1.50 1.77 0.50
8 0.02 1.00 1.22 0.50 0.03 1.00 1.13 0.50 0.01 1.50 1.77 0.50
9 0.02 1.00 1.22 0.50 0.03 1.00 1.13 0.50 0.01 1.50 1.77 0.50
10 0.03 1.00 1.22 0.50 0.01 1.00 1.12 0.50 0.02 1.50 1.78 0.50
Mean 0.02 1.00 1.22 0.50 0.02 1.00 1.13 0.50 0.02 1.50 1.77 0.50
SD 0.01 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00
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