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Abstract
This work proposes a switched time delay control scheme based on neural networks for robots subjected to sensors 
faults. In this scheme, a multilayer perceptron (MLP) artificial neural network (ANN) is introduced to reproduce the same 
behavior of a robot in the case of no faults. The reproduction characteristic of the MLPs allows instant detection of any 
important sensor faults. In order to compensate the effects of these faults on the robot’s behavior, a time delay control 
(TDC) procedure is presented. The proposed controller is composed of two control laws: The first one contains a small 
gain applied to the faultless robot, while the second scheme uses a high gain that is applied to the robot subjected to 
faults. The control method applied to the system is decided based on the ANN detection results which switches from 
the first control law to the second one in the case where an important fault is detected. Simulations are performed on a 
SCARA arm manipulator to illustrate the feasibility and effectiveness of the proposed controller. The results demonstrate 
that the free-model aspect of the proposed controller makes it highly suitable for industrial applications.

Keywords Fault detection isolation (FDI) · Time delay and control (TDC) · Artificial neural network (ANN) · Multilayer 
perceptron (MLP) · Robot manipulator (SCARA )

1 Introduction

In various industrial processes robot manipulators have 
invaded the mode of technology; they are used to carry 
out complex and repetitive tasks quickly and efficiently 
[1, 2]. They are connected to each other by joints so that 
the manipulators follow the reference trajectory, where 
articulations must be precisely controlled. To perform 
these tasks, the manipulators are usually quite complex 
which increases their factor for fault. Thus, in order to have 
a good fault diagnosis on a manipulator, it is necessary 
to have a precise knowledge of its mathematical model. 
However, it is very difficult to obtain a precise of model 

as the modeling of dynamic robot which is not always an 
obvious task. For this purpose, various problems can arise 
such as uncertainties, external disturbances, uncertain 
dynamics and measurement noises, which cause deterio-
ration of the fault detection performance by causing false 
alarms [3].

In this respect, fault detection in a robot manipulator 
arm is necessary for monitoring an effective support in 
utilization of a manipulators as independent systems [4, 5]. 
Methods of fault detection and isolation (FDI) are generally 
founded on the concept of production and residual analy-
sis of the residuals. Many techniques have been assessed 
in order to be successfully applied.
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Taking into account the reliability which must be the 
most important criterion of the operation, these tech-
niques allow reliable decisions to be made without knowl-
edge of the mathematical system model. In this respect, 
artificial neural networks (ANNs) are suitable for such prob-
lems. One of this remarkable cleanliness is their ability to 
learn from their environment and improve their behav-
ior from learning, in addition to the learning results in an 
adaptation (adjustment) of the weights and bias of the 
neural network [6, 7]. Ideally, after each learning step (iter-
ation), performance improves. There are different learn-
ing approaches which differ from each other by the way 
of adjusting the weights, and their structure depends on 
the architecture of the neural network and the task to be 
performed. Besides, neural networks have been searched 
and carried out in real systems [8, 9]; there are many ANN 
applications in data analysis, identification and model con-
trol [10]. Amid various types of ANN, a MLP is quite popular 
and used extensively in research. In order to achieve good 
fault compensation, controllers capable of effectively 
compensating for faults are necessary to enable them to 
perform their task independently and realistically. In this 
regard, numerous experiments have been developed to 
compensate for fault such as robust control algorithms, 
including synchronization control [11], artificial neural net-
works (ANN) [12, 13], sliding mode control (SMC) [14, 15] 
and time delay control (TDC) [16, 17]. SMC are well known 
for their robustness against unknown systems dynamics.

To eliminate external perturbations and nonlinear 
dynamics with delay signal, handy nonlinear control strat-
egies for unmodeled disturbances have been developed, 
for example TDC. This last, its principal objective is to use 
past observation of the system response as a control input 
at the present time to immediately change the control 
actions instead of identifying the parameters or adjusting 
the controller gain of the control system, which leads to an 
independent model controller, i.e., compensation without 
any use of dynamic model [18]. On the other hand, the 
big disadvantage of TDC is undesirable tracking errors and 
TDE errors. To compensate errors for TDE, many procedures 
have been tested by combining commands with a TDC. 
An auxiliary control [16–19] has been selected to settle 
its gains adaptively in order to have a switching control 
scheme. In [20] an auxiliary control in fuzzy sliding mode 
has also been chattering using fuzzy rules. In general, we 
caused that several works were realized by combining TDC 
and neural networks [21].

In other words, in order to eliminate TDE errors, a SMC 
[15] has been consolidated to allow quick tailoring of 
switching gains, which improves tracking performance 
compared to a conventional TDC. In particular, the use of 
fixed control gains from the TDC allows to ameliorate a 
performance of the system and the rapid adaptation of 

the gain [11]. TDC control combined with sliding mode 
[22, 23], requires a gain adjustment. However, the adaptive 
time delay control (ATDC) adaptation law does not directly 
reflect current tracking errors or sliding variables, which 
leads to a slow convergence rate. Thus, it would be use-
ful to develop a TDC control combined with sliding mode, 
which compensates for the fault with a fast convergence 
speed, while suppressing TDE errors and avoiding.

In this paper, a methodology has been developed in 
order to Fault Detection, Isolation and compensate for 
sensor (FDI) in a robot manipulator, which is based on the 
concept of residual generation with neural network and 
compensation with a TDC controller. The network learning 
is based on nonlinear modeling and it allows the approxi-
mation of the real model in the absence of faults. The 
principal target behind this approach is to employ neural 
networks to observe the robotic system to detect and iso-
late all modification in system dynamics owing to faults. By 
utilizing the approximation capabilities of neural network, 
the network can be used for residue generation, in which 
trained trajectories are considered to perform system 
operation training. Another trajectory is used to test the 
efficiency of the network; as a result, the MLP network has 
the same operation as the faultless system.

The difference between the output of the manipulator 
with sensor faults and that of the neural network gives us 
an error which will then be compensated. In this context, 
and from these compared results, a global control scheme 
that switches between two control laws has been devel-
oped. The first control approach is applied to the fault-
free manipulator with a low TDC gain. The results show 
immediate continuation of the robot trajectory. Then, 
with the same control method (low gain), we introduce 
some defaults on the manipulator, the results this time 
show a divergence (failure of the tracking of the trajec-
tory). After that, the same TDC control scheme, but with a 
high gain is used in the case of fault existence on the robot 
manipulator. The simulation results show that the robot 
manipulator successfully track the desired trajectory even 
though the measurements are faulty. The main contribu-
tion of this paper is summarized as follows: (1) Model-free 
control scheme is proposed to detect and compensate 
the effects of sensors defaults. Indeed, both the TDC and 
the detection-based ANN are model independent, where 
only the inputs and outputs were used to achieve the 
required performances. (2) The control scheme switches 
between low gain and high gain in order to achieve the 
best performance between tracking error and eliminating 
the chattering phenomena. (3) Simulations conducted on 
SCARA  robot are conducted to reveal the feasibility and the 
effectiveness of the proposed approach.

This paper is organized as follows: Sect. 2 describes the 
formulation of the problem and presentation of the ANN 
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and TDC schemes, together with the control design and 
convergence analysis. Section 3 presents the simulations 
and conducted on a SCARA robot manipulator together 
with their results. In the end, Section 4 concludes the 
paper.

2  Research method

2.1  Problem formulation

Fault diagnosis is necessary for robot manipulators, nota-
bly those performed in dangerous locations. Robotic 
manipulator errors can cause significant damages. Robots, 
therefore, want the capacity to detect isolate and compen-
sate for faults efficiently and independently, so that they 
can continue to perform their tasks autonomously. This 
rescues cost and time for mending the robot. This type 
of stand-alone fault tolerance is also nifty for industrial 
robots, identifies faulty integrant or subsystems to speed 
up the reparation process, reduces down-time by tolerat-
ing faults and stops the robot to detrition products during 
manufacture.

For this reason, we will propose an effective method 
for the detection, isolation and compensation of sensor 
faults on a robot manipulator. The details of this method 
is presented below.

The dynamic equation of robot manipulator [24] is as 
follows:

where M(q) the inertia matrix, C(q, q̇) is the matrix of Corio-
lis, and centrifuge G(q) is the vector of gravitational force, 
qRn, q̇Rn, q̈Rn are the angle, the angular velocity, and the 
angular acceleration of the joints, respectively, and �Rn is 
the control input torque. In this paper, the dynamic model 
of SCARA  robot has been used in the simulation [24].

We assume that there is an additive sensors fault 
expressed by:

By replacing (2) in (1), we obtain the following dynamic 
equation of the manipulator:

where Δq is the sensor fault, qt is the measured joint and 
q is the joint fault-free. M

(
qt
)
,

C
(
qt , q̇t

)
, G

(
qt
)
 and �t is the inertia matrix, the matrix of 

Coriolis and centrifuge, the vector of gravitational force 
and the control input torque, we introducing the fault 
(additive fault).

(1)M(q)q̈ + C(q, q̇)q̇ + G(q) = 𝜏

(2)qt = q + Δq

(3)M
(
qt
)
q̈t + C

(
qt , q̇t

)
q̇t + G

(
qt
)
= 𝜏t

2.2  Artificial Neural Network (ANN)

The any regularly practiced neural models are the feed-
forward perceptron worn in multilayer networks, i.e., 
the multilayer perceptron (MLP). The network is able 
of approaching all nonlinear unique static function to 
erratically desire precisely. This shape of mapping is 
well adapted for model gratitude applications, where 
the input vector and the output one be elected by spa-
tial design that are independent of time. The institution 
of specific dynamics into this ANN demands the spatial 
portrayal of time. The MLP qualified with the back prop-
agation algorithm is a very celebrate model in neural 
network and may be worn as a convenient system for 
executing a nonlinear input/output mapping of overall 
nature [8, 9], which is represented in the following figure:

For a p-dimensional input vector and a q-dimen-
sional output vector, the MLP input/output connec-
tion specific a mapping from a p-dimensional Euclid-
ean space to a q-dimensional Euclidean output space. 
Utilizing just one hidden layer, introducing in the 
nth sample where (n = 1, 2,… , p ), the input vector 
I(n) =

[
x1(n), x2(n),… , xp(n)

]T
 , the activation of the out-

put neuron k (where k = 1, 2,… , q ) is:

where n is the number of neurons in the hidden layer, wji 
is the weight between the ith neuron of the input layer 
and the jth neuron of the hidden layer, wjk is the weight 
between the jth neuron of the hidden layer and the kth 
neuron of the output layer, wj is the nonlinear activation 
function of the hidden layer and wk is the nonlinear activa-
tion function of the output layer. characteristically, the net-
work comprise of a set of input parameters that comprise 
the input layer, one or most hidden layers of calculation 
knot and an output layer of calculation knot. The input 
signal disseminates across the network in a forward direc-
tion on a layer-by-layer base. MLPs have been practiced 
to resolve certain difficult and various problems by train-
ing them in a supervised way with a very folk algorithm 
famous as the error back propagation algorithm.

2.3  Residual generation

The state equation of a nonlinear dynamic system fault, 
in discrete time, [8, 9] is given by:

(4)Ok(n) = �k

[
n∑
j=0

wjk(n)�j

[
p∑
i=0

wji(n)xi(v)

]]

(5)x(t,Δt) = f (x(t), u(t))
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where x(t) is the state vector at time t , Δt is the sample 
assess, u(t) is the applied control vector and f (.) is the 
vector-valued nonlinear function of the system faultless. 
Seeing that now that a fault j occurs, the dynamics of the 
system are changed to:

where hj(.) is the vector-esteemed nonlinear function of 
the system assumed by fault j. The faults can be additive 
inputs. The jth fault vector may be specified as the dif-
ference between the faulty system dynamics (5) and the 
faultless system dynamics (4):

Evidently, for the faultless system �J(t + Δt) = 0 , usu-
ally, for every possible fault j, the fault vector �j has a 
particular way of behaving, appealed the fault signature. 
For the identification of the fault type, the fault vec-
tor must be computed and analyzed (Fig. 1). Thus, the 
dynamic performance of the faultless system (4) must be 
estimated (for example, by the mathematical model or 
by an ANN). After that, when fault j happen, the residual 
vector may be calculated as:

where f̂ (.) is a vector that portray the input–output 
mapping of the estimated faultless.

dynamic conduct of the system and ej is the error 
between the actual faultless way of behaving and the 
estimated one. In actual systems and faultless case, the 
error is owing to unmodeled system incertitude, meas-
urement noise, external disturbances and mapping 
errors (or modeling errors in model-based systems).

(6)x(t,Δt) = hj(x(t), u(t))

(7)�j = hj(x(t), u(t)) − f (x(t), u(t))

(8)�̇�j(t + Δt) = x(t + Δt) − x̂(t + Δt) = hj(x(t), u(t)) − f̂ (x(t), u(t)) = 𝜀j(t) + ej(x(t), u(t))

2.4  Residual generation in mechanical 
manipulators

The dynamic of a faultless robotic manipulator with sen-
sors in each joint is given by:

where q is the vector of joint angular positions, M
(
qt
)
 , 

C
(
qt , q̇t

)
 , G

(
qt
)
 and �t is the inertia matrix, the matrix 

of Coriolis and centrifuge, the vector of gravitational 
force and the control input torque. As the robot joints 
accelerations are not usually measured in robotic arm 
manipulators.

2.5  Residual analysis

In this paper, a residual analysis for fault detection is also 
executed with MLP. The global architecture is exposed in 
Fig. 2 [8, 9].

Outputs 1 across q-1 correspond to the q-1 possible 
fault modes, while output q corresponds to faultless oper-

ation. The ANN output i (i = 1… q-1) is trained to present 
a ‘0’ in case fault i happen and ‘1’ other. The output q is 
instructed to present a ‘0’ in case fault less operation and 
‘1’ otherwise.

The FDI procedure can be summarized as follows:

1. Joint positions is measured at time step t;
2. The normalized positions and the torques experienced 

at t are introduced to the MLP, which estimates the 
positions at t + Δt;

3. The MLP outputs are compared with the normalized 
positions measured at t + Δt to generate the residuals;

4. The MLP classified the residual and generated a vector 
that, when analyzed under the fault criterion, indicates 

(9)ẋ =

(
q̇t
qt

)
=

[
q̇t

M−1(qt)
[
𝜏t − c

(
qt , q̇t

)
− G

(
qt
)]

]

Fig. 1  MLP feed-forward neural network Fig. 2  Residual analysis employing architecture
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the operation status of the system (faultless or faulty, 
along with the indication of the fault).

5. The time step t is incremented; return to step 1.

2.6  Fault indication criterion

Usually, the fault is indicated when a threshold is traversed. 
Besides, as the faults and the mapping errors are mostly cor-
related with the system dynamics, a small threshold may be 
a source of untrue alarms, while a large one may conceal 
the fault effects. The fault isolation scheme introduced up 
will advisable the fault information in the ANNs outputs. It is 
known, however, that untrue alarms can happen, and one 
cannot count on isolated information to decide on whether 
a failure literally happened. In this study we adopt the fol-
lowing fault criterion: a fault is said to have happened when-
ever one of the ANN outputs is large than the other ones for 
h successive time steps, where h is effectuated by process 
and error (researching for a good come to terms between 
untrue alarm assess and detection delays).

Remark In this paper, we consider a sensor fault on one 
or two of the manipulator joints. In other words, a loss of 
torque occurs on a joint. This fault can be caused, for exam-
ple, by a mechanical fault in a drive system.

2.7  Time delay control (TDC)

In this paper, our objective is to synthesize a control law 
which is able to compensate the sensor fault in the manipu-
lator based on the residuals between the real measurements 
and the neural network model and hence achieve good 
tracking performance [18].

Multiplying both parts of (3) by M
−1(

qt
)
 and resolving 

for q̈t , we obtain:

where t  indicates the actual  sample and 
M = diag

(
M1,M2,… ,Mn

)
Rn×n is a diagonal positive matrix.

We take up the common supposition that the robot 
dynamics in (3) comply with.

�m ≤ M(qt) ≤ �M[25], for certain positive values �m and 
�M . This is since the inertia matrix M(qt) is voiced in terms of 
sin

(
qt
)
 and cos

(
qt
)
.

From (10) we write a compact and simple form of q̈t as 
follows:

(10)

𝜏t = C
(
qt , q̇t

)
q̇t + G

(
qt
)
+

(
M
(
qt
)
−M

(
qt
))

q̈t +M
(
qt
)
q̈t

(11)q̈t = Nt +M
−1
𝜏t

w h e r e  Nt = −M
−1[

C
(
qt , q̇t

)
q̇t + G

(
qt
)]

−M
−1

[(
M
(
qt
)
−M

)
q̈t

]
∈ Rn , the control approach purpose is 

to construct the joint angles qt of a manipulator pursue 
the reference qref,t accurately, so that the tracking error 
et = qref,t − qtR

n should be as close as possible to zero. 
Since Nt in (11) is not available, we use its estimate Nt−L.

The TDC controller is expressed as [18]

w h e r e  kd = diag
(
kd1 , kd2 ,… , kdn

)
∈ Rn×n  a n d 

kp = diag
(
kp1 , kp2 ,… , kpn

)
∈ Rn×n are positive concept 

matr ices ,  q̈ref,t =
[
q̈ref1,t , q̈ref2,t ,… , q̈refn ,t

]
∈ Rn  i s  the 

desired angular acceleration,ėtRn is a by-product of the 
tracking error,Nt−L =

[
N1,t−L,… ,Nn,t−L

]
∈ Rn . The N1,t−L is 

the estimate of Nt  in (11) obtained by a delayed meas-
urement of the sample, called Time delay estimation 
(TDE) [18, 19].

The expression of N1,t−L is given by:

where L  is a sampling time period, t − L is a sample 
passed. Replacing (13) in (12), we obtain the following 
recursive control:

which is often called TDC [18].
It should be noted that the TDE is bounded, if the 

control gain M is select to gratify the ensuing condition:

Formally, t ≥ 0 ; also, the TDE error is limited by con-
stant N∗

i
 for all i = 1, 2,… , n , i.e., ||Ni,t − N1,t−L

|| ≤ N∗
i
[26, 

27]. It implies as the control gains ought to be selected 
to warrant the bounded ness of TDE errors. Thus, gener-
ally, little fixed control gains are utilized to gratify the 
inequality (15). Besides, if control gains are improperly 
little, the following performance degrades. Contrary, if 
those become improperly tall for quick response, those 
tend to produce a system unsteady.

2.8  Control design and convergence analysis

In this section, we will exploit the control design used 
in this paper together with the convergence analysis.

(12)𝜏 t = −MNt−L +M
(
q̈ref ,t + kdėt + kpet

)

(13)N1,t−L = q̈t−L −M
−1
τt−L

(14)𝜏 t = −Mq̈t−L + 𝜏t−L +M
(
q̈ref,t + kdėt + kpet

)

(15)I −M−1
(
qt
)
M < 1
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2.8.1  Control design

To achieve the control objectives outlined in the previ-
ous section, we must first determine the following slid-
ing variable [28, 29]:

wherest =
[
st,1, st,2, st,3

]
∈ R3, Kd = diag

(
K
d,1, Kd,2, Kd,3

)
∈ R3 

and et = [[et,1, et,2, et,3] ∈ R3 ]. It is renowned that Kd in (16), 
is a conception parameter to be specified for ensuring 
the stability. In terms of the sliding variable st in (16), we 
build the following control scheme [19].

The proposed switching TDC-based neural network 
algorithm is given as follows:

The main objective of this paper is to suggest a global 
control method which switches between two control-
lers the first one (17) is applied to the manipulator fault-
free, introducing a low gain. The second controller (18) is 
applied to the manipulator with a fault, but a large gain 
has been introduced.

If

Then,

Else

End
where sign

(
st
)
= [sign

(
s1,t

)
, sign

(
s2,t

)
,… , sign

(
sn,t

)
Rn 

is defined as

K1 = diag
(
K1,1, K2,1, K3,1

)
∈ R3 , K2 = diag

(
K1,2, K2,2, K3,2

)
∈ R3 

are a positive constant switching gain matrix for guaran-
tying stability, 𝜆min

(
K2
)
> 𝜆max

(
K1
)
 , � indicates the proper 

value of a matrix, Mb = diag
(
M1,b,M2,b,M3,b

)
∈ R3 is a con-

trol gain to be updated in-line according to the adaptive 
law, and � is the threshold not to be exceeded.

It should be noted that the results of the neural net-
work outputs compared to those of the real system out-
puts generate residuals which are processed as to be 
compared. Our proposed controller switches between 
two controls schemes. The first one (Eq. (17)) is applied 
on a system fault-free, where the TDC uses a small gain, 
in order to achieve good tracking performances with a 
smooth control signal. The second control scheme (18) is 

(16)st = ėt + Kdet

e1,t ≤ � and e2,t ≤ � and e3,t ≤ �

(17)𝜏t = 𝜏t−L −Mq̈t−L +M
(
q̈ref−t + Kdėt + K1sign

(
st
))

(18)𝜏t = 𝜏t−L −Mq̈t−L +M
(
q̈ref,t + Kdėt + K2sign

(
st
))

sign
(
si,t

)
=

{
1 ifsi,t ≥ 0

−1 ifsi,t < 0

developed on a faulty system. In this case, we introduce 
a large gain, in order to compensate the fault and exter-
nal disturbances effects. The switching between the two 
schemes is based on the residuals values.

2.8.2  Convergence analysis

Consider the dynamic model of the robot manipulator 
described as follows:

where d is the external disturbance.
Let us consider that we have a sensors fault expressed 

in Eq. (2).
Hence, the dynamic model with sensors fault is given 

below:

where d1 is the lumped disturbance which is expressed 
by:

Therefore, Nt is given by:

Then, the TDE is used to estimate Nt , which allows us to 
evaluate the dynamics model without requiring any prior 
knowledge neither on the system nor on the sensors fault. 
Furthermore, TDC can use this estimation to compensate 
the effect of the lumped disturbances and achieve a good 
tracking performance.

Theorem Consider the dynamic model of robot (1) subjected 
to external disturbances and sensors fault. The control law 
given by (17) and (18), guarantees the convergence asymp-
totically of the tracking error and the tracking error rate.

Proof. In order to prove above theorem, we use the Lya-
punov function applicant as specified below:

Its time derivative is given by:

Using Eqs. (16) and (24) lead to:

(19)M(q)q̈ + C(q, q̇)q̇ + G(q) + d = 𝜏

(20)M
(
qt
)
q̈t + C

(
qt , q̇t

)
q̇t + G

(
qt
)
+ d1 = 𝜏

(21)
d1 = M(q)q̈ + C(q, q̇) + G(q) −M

(
qt
)
q̈t −

(
C
(
qt , q̇t

)
q̇t + G

(
qt
))

+ d

(22)

Nt = −M
−1(

C
(
qt , q̇t

)
q̇t + G

(
qt
)
+ d1

)
−M

−1
[(

M −M
)
q̈
]

(23)v =
1

2
sT
t
st =

1

2

3∑
i=1

s2
t(i)

(24)v̇ = sT
t
ṡt
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Replacing in (25) q̈t by its expression deduced from (11), 
we obtain:

By applying the control law given by (18) we obtain:

Hence,

From the definition of Nt Eq.  (11), we can get the 
following:

We obtain:

Since ||||Nt − Nt−L
||||∞ ≤ N∗ as demonstrated in [26, 27]. 

Hence,

where K2,m is the minimum eigenvalue of the matrix K2 . 
Hence, if we choose k2,m > N∗, then V̇  becomes defined 
negative. Consequently, from the definition of v we can 
conclude that st converge asymptotically to zero:

st = ėt + Kdet → 0, as t → ∞ 
As a result, the tracking error and the tracking error rate 

converge asymptotically to zero:

3  Simulations and results

In order to test the control scheme presented in this paper, 
we consider a manipulator arm with 3 degrees of freedom, 
called SCARA  as described in Sect. 1 of this paper. The con-
trol approach purpose here is to force the robot to follow 
a reference trajectory created in advance.

The manipulator’s parameters are given as follows: 
m1 = 0.5,m2 = 0.3,m3 = 0.1(Kg). The length of the 

(25)v̇ = sT
t

(
ėtt + Kdėt

)
= sT

t

(
q̈ref,t − q̈t + Kdėt

)

(26)v̇ = sT
t

(
q̈ref,t + Kdėt −M

−1
𝜏t − Nt

)

(27)v̇ = sT
t

(
q̈ref ,t + Kdėt − Nt −M

−1
(
𝜏t−L −Mq̈t−L +M

(
q̈ref ,t + Kdėt + K2sign

(
st
))))

(28)v̇ = sT
t

(
−Nt −M

−1
(
𝜏t−L −Mq̈t−L

)
− K2sign

(
st
))

(29)v̇ = sT
t

(
−Nt + Nt−L − K2sign

(
st
))

(30)v̇ = sT
t

(
−Nt + Nt−L − K2sign

(
st
))

(31)v̇ ≤

3∑
1

|si|
(
N∗ − K2,m

)

et → 0, ėt → 0 as t → ∞

links is set to be L = 1m, the moments of inertia are 
I1 = 0.02, I2 = 0.03, I3 = 0.05(rad/s).

For the detailed expressions of the inertia matrix M, 
Coriolis and centripetal matrix C, and the gravitational 
vector G, please refer to [24]. The sampling time is equal 
to ts = 0.01s.

The reference trajectory is defined as follows:

where R ∶ circle radius, � , � : the angles are auxiliary param-
eters which are used to determine the position and the 
orientation of the terminal tool in the coordinate system 
linked to the sphere.

[ x0 y0 z0 ]
T  is the Cartesian coordinates of the tool in 

the coordinate system of the base.
In the following two sections, we will present the results 

of the simulations carried out using on the MATLAB soft-
ware, the method proposed for the detection and com-
pensation of faults in the robot arm. This method was pre-
sented in the previous sections of this paper.

3.1  Simulation Results of the fault detection 
and isolation

In order to detect the faults in our system (the SCARA 
robot arm), we have chosen to use the following neural 
network design: One input layer that contains 9 neurons 
(three articular positions, three articular velocities and 
three articular couples measured in t), one hidden layer, 
with 15 neurons, and two output layer with 6 neurons 
(three articular positions and three articular velocities at 
(t + ∆t)). The MLP was designed with a back propagation 
algorithm. The learning set is made by simulating 4 flaw-
less spherical trajectories, introducing the input / output 
of each trajectory. After the training, the model obtained is 
then tested and validated using a fifth spherical trajectory 
by introducing only the input. As a result, the trajectory 
was immediately followed, as the MLP produced a copy 
of the dynamic manipulator behavior, in which the neural 
network has the same functionality as the manipulator. 
Figures 3, 4, 5 and 6 present the normalized trajectory and 
joint positions of the MLP outputs in the simulation with a 
fault-free training trajectory.

⎧
⎪⎨⎪⎩

X = R sin (�) cos (�) + x0
Y = R sin (�) sin (�) + y0

Z = R cos (�) + z0
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Figure 3 represents the set trajectory to be followed 
together with the neural network output trajectory; it is 
noted that the neural network output trajectory follows 
exactly that of the manipulator’s. Figure 4a–c represents 
the real and neural network trajectories following the 
x-axis, y-axis and z-axis, respectively. It is clear again that 
the neural network output trajectory is the same of that 
of the real robot manipulator.

The MLP is set to generate accurate models of the sys-
tem under normal (fault-free) operating conditions. The 
comparison between the output of the network hj (with 
fault) and the output network f  (fault-free) gives the error 
vector �j = hj − f .

The suggested procedure is executed online so that 
faults can be detect and isolate right away. In order to 
simulate a sensor fault, we add Δq = 0.001◦ as a failure on 
a sensor which leads to a significant reduction or rise in the 
torque, resulting in anomalous variations of the residue. 
This residue is compared to some set values, and if the 
comparison is positive, it conducts to the detection and 
isolation of the fault. Once the fault detection and isolation 
has been carried out, one proceeds to the fault compen-
sation using the TDC which is presented in the following 
section.

3.2  Simulation result of compensation

The simulation is conducted in three cases:

3.2.1  Case 1 (fault‑free)

This case is considered as the nominal one, where the 
system is not subjected to any faults ( Δq = 0 ). The TDC 
controller’s gains are chosen as follows:

Mb = diag[0.03, 0.03, 0.03], Kd = [1.9, 1.9, 1.9] , K1 = diag

[1.5, 1.5, 1.5] and K2 = diag[6.1, 6.1, 6.1]. Where as � is set 
to � = 0.2

In this case, only the control law (17) is applied.

The simulation results are shown in Figs. 5 and 6. Fig-
ure 5 presents the tracking trajectory in the operational 
space, and Fig. 6 presents the tracking trajectory in the 
axes x, y, and z, respectively. It is observed that the control 
law given by (17) can ensure good tracking performances, 
where a small tracking error is obtained in the three direc-
tions. Meanwhile, Fig. 7 indicates that the control torque 
signal stays in the admissible values.
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3.2.2  Case 2 (Faulty case)

In order to evaluate the performances of the controller 
(17) in faulty environment, we have introduced sensor 
faults as follows: ∆q=0.01° in joints 1 and 2 at t = 5 s. 
The results of the simulations are illustrated in Figs. 8, 
9 and 10.

It is observed that the controller given by (17) lost 
its performance just at the moment of the introduction 
of the sensor faults. Indeed, we can see that there is 
an important error between the set trajectory and the 
desired trajectory. Moreover, Fig. 10 shows that a large 
magnitude peak has occurred in the control torque sig-
nal of joint 1.

3.2.3  Case 3 (faulty case under proposed scheme)

In order to handle the issues produced in the previous case 
and to overcome the drawbacks of the controller (17), this 
part investigates our switched time delay control based on 
neural networks. The proposed scheme uses the control-
ler (17) in the scenario where there are small or no sensor 
fault and the controller (18) is used in the case of detecting 
important errors due to a fault.

The simulation results for the proposed controller are 
demonstrated in Figs. 11, 12 and 13. We can clearly see 
that at the time of the introduction of the fault (t = 5 s), the 
robot’s trajectory converges (Fig. 11), to the desired trajec-
tory after a certain time, which confirms the efficiency of 
the proposed controller. Indeed, after introducing a fault, 
the controller switches from control law (17) to control-
ler law (18) which is designed with a large gain. This gain 
is able to compensate important sensor faults compared 
to small gain, which improves the tracking trajectory of 
the robot under a faulty environment. However, chatters 
occur due to the nature of the discontinuity of the sign 
function. To overcome this issue saturation function may 
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be used instead of sign function. Figure 13 indicates that 
the proposed controller produces an acceptable control 
signal that stays in the admissible values.

3.3  Analysis of the results

The main goal of this paper is to develop a method that 
allows the detect, isolate and compensate of sensor fault 
of robot manipulators. So, we proposed an MLP neural 
network, which allows to learn the functioning of the 
system (manipulator) faultless, as it is shown in Figs. 2 
and 3.

Then, we developed two controllers (17 and 18) which 
allow us to compensate this fault. Controller (17) is applied 
to the faultless system as it is shown in Figs. 5 and 6, where 
it is noted a divergence when the fault is introduced.

This result allowed us to think of developing another 
controller with a significant gain in order to compensate 
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for the fault. The controller 18 allows us to have a rapid 
compensation for the continuation of the trajectory even 
in the presence of a fault as it is shown in Fig. 11. The prin-
ciple of this step is to switch between the controllers 17 
and 18, in the presence or absence fault based on neural 
networks.

4  Conclusion

In this paper, a new concept of fault detection, isolation, 
and compensation based on neural networks and TDC has 
been developed and applied to a SCARA  robot. The pro-
posed controller composed of two independent schemes 
that switches between each other based on the ANN 
results. The first scheme is a TDC with a small gain, while 
the second one is a TDC with a high gain. This proposed 
control scheme has been applied to a SCARA  robot where 

it switches from the TDC with a small gain to the TDC 
with a high gain when the ANN detects the occurrence 
of any sensor faults. The tracking error has been proven 
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to converge to zero using Lyapunov analysis. Simulation 
results showed that the ANN was able to detect the sen-
sors faults at every trial. Moreover, it was shown that the 
TDC with small gain exhibited poor tracking error in the 
face of faults, whereas despite the influence of the faults, 
the proposed switched TDC provided a good tracking 
error with an admissible control signal. The main advan-
tage of the proposed controller resides in its free-model 
aspect where both the ANN and the TDC are independent 
from the model and use only the input and output of the 
function.

Our future works include fault detection and isolation 
based on adaptive time delay control where terminal 
nonsingular sliding surface might be used to obtain finite 
and fast convergence.
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