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Abstract
In medical practices, the ECG plays an important role in diagnosing cardiac arrhythmia. In this paper efficient and most 
reliable technique is mentioned for the suitable classification of arrhythmia using a general sparsed neural network 
(GSNN). The sparsed neural network is used to extract the feature of ECG signals and then this feature is used in the 
neural network for processing to obtain the final classification result. The different class of ECG beat is chosen from MIT-
BIH dataset. The signal to noise ratio has been calculated to filter the ECG signal. To evaluate the results, the MATLAB 
software is used. The main purpose of this paper is to design an efficient neural network and also to implement reliable 
techniques for the classification of various ECG arrhythmia conditions. The obtained accuracy level of arrhythmia detec-
tion is 98%, which is the highest rate of performance. The presented approach by GSNN to classify and predict arrhythmia 
will provide efficient arrhythmia detection as compared to other techniques. The suggested scheme will improve the 
prediction and classification efficiency.

Keywords  ECG signal · Feature extraction · General sparsed neural network (GSNN) · Arrhythmia detection · Super 
vector machine
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1  Introduction

All over the world at every second there is one death 
due to the heart attack. Heart illnesses, hypertension 
and other heart diseases are the main medical issues of 
the patient and it becoming global problem of human 
life. This problem can be arises due to the unhealthy life 
style of people. To design the effective heart monitor-
ing system is the active current research area. There are 
various devices and application have been proposed for 
monitoring, recording the heart beats and also to diag-
nose the heart problems.

In this case, early determination and coronary illness 
restorative treatment can keep the patient from unex-
pected condition. One of the instruments for diagnos-
ing coronary illness is the utilization of ECG beats in 
medical emergency. ECG is a graphical representation 
of the heart-generated electrical signals and has been 
a valuable medical diagnostic tool. The ECG records the 
heart signal and activity to show whether its function 
is normal or not. And also ECG is used to diagnose the 
blood pressure which may cause any damage to heart 
or blood vessels. Number of strong techniques has been 
proposed for QRS recognition. When the abnormal activ-
ity of heart become visible then the monitoring program 
can store the abnormal heart beat and transmit to the 
central computer system for analyzing and recognizing 
of arrhythmia by doctors. For such efficient recognition, 
strong capability devices are required. If the recognition 
is inaccurate then the unnecessary space is captured to 
store the ECG beats to central computer system, so that 
it becomes necessary to detect the accurate QRS com-
plex [1]. Sometime it becomes more difficult to detect 
the QRS because of different noise level in the ECG sig-
nal. So numbers of digital filters are used to removes the 
noise in ECG signals and enhances the signal to noise 
ratio.

In this paper a novel machine learning technique is 
implemented and used MIT/BIH data sets to classify the 
normal and abnormal ECG signals. The classification of 
ECG signal depends on the characteristics of ECG pat-
tern extraction and the complexity of classification tech-
niques. For efficient result of classification the strong 
neural network is design which is able to classify the ECG 
signal. The proposed model results are more accurate as 
compared to previous techniques in terms of precision, 
Recall and F1 score.

The rest of the paper is organized as follows; First and 
second section gives the brief introduction of ECG sig-
nals. Then in Sect. 3 the related work on ECG arrhythmia 
is presented and also various methods of machine learn-
ing and neural network for detection, classification of 

ECG beats are discussed. In Sect. 4, proposed method 
is explained in details Sect. 5 discusses the method and 
evaluation. Section 6 highlights on experimentation and 
result discussion finally discuss the conclusion based on 
current proposed methods.

1.1 � Basic of ECG

The ECG is a medical diagnostic instrument used to 
determine the electrical signals and function of the heart 
rhythms [2]. It is also used for the better understand-
ing the patient state. The ECG signal contain the various 
beats such as P-Beat, T-Beat, QRS complex and RR interval 
as shown in Fig. 1. The normal ECG signal of any patient 
maintain all the parameter of beats such as shape of sig-
nal, time interval between the beats, QRS complex and 
RR interval respectively. Any change in the signal shows 
the abnormality in functioning of heart. Any abnormality 
of heart is known as cardiac arrhythmia. Various kinds of 
ECG system are available for interpretation of arrhythmia; 
some are based on computer based system in which vari-
ous machine learning and neural network techniques are 
applied.

1.2 � Related work

The various methods have been developed based on the 
machine learning approach for intelligent classification 
model for heart arrhythmia detection. The recent advance-
ment in ECG arrhythmia detection has been proposed 
using the convolutional neural network techniques [3, 4] 
and deep neural network [5, 6]. The various researchers 
have been proposed different methods to various data 
sets like MIT BIH and obtained enhanced accuracy level 

Fig. 1   Normal representation of ECG signal with P-beat, T-beat, QRS 
complex, and RR interval
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in result. Other recent studies proposed a hybrid model 
based on the various machine learning techniques for clas-
sifying the ECG signals in 16 different classes of arrhythmia 
[7]. In general, Bag of word approach is used for extracting 
the feature from medical image. The classification is based 
on the support vector machine and logistic regression 
analysis methods. The data set are validated and tested. 
The genetic bat optimization technique was proposed for 
training the dataset based on the support vector neural 
network to classify the arrhythmia of ECG waveforms. For 
the feature extraction wavelet-based approach and the 
Gabor filters were used [8] to validate and classify the heart 
beat rate. The classification is based on the extraction of 
feature of heartbeat and classification techniques can be 
processed that features to diagnose the arrhythmia. The 
GBT and RF model were proposed to differentiate the ECG 
signals for fast diagnosis. The accuracy of proposed model 
was satisfactory [9].

The echo state network model was used as classifier 
of heartbeats and ECG records the two classes using the 
morphology [10] and uses the extreme learning machine 
approach [11], whereas a model based on deep convolu-
tional neural network is proposed for classification of heart 
signals [12]. The classification was done on transferable 
representation and the model was trained in NN. An effec-
tive method to classify the ECG signal based on the super 
vector regression analysis on 400 samples of data set of 
various arrhythmias was proposed [13]. Proposed Model 
is tested and compared with the various neural network 
classifiers techniques and observed that it gives better 
accuracy than existing system.

Reference [14] proposed a method based on the deep 
neural network as MLP and CNN. The network consists of 
different layers to map the ECG signals of various classes. 
The models are trained to diagnose the various heart dis-
eases and also MLP is used to train the arrhythmia dataset 
based on the linear and nonlinear features are extracted 
from particular RR time interval series [15]. The heart 
arrhythmia signal was proposed, with two adaptive tech-
niques such as domain transfer SVM and another is kernel 
logistic regression [16, 17]. A novel wrapper based method 
for feature selection has been proposed that gives the 
more benefits for classification of accuracy and diagnosis 
[18]. As when the ascent of matrix multiplication neurons 
system on pose acknowledgment and picture preparing, 
comparative techniques are placed into utilization on ECG 
grouping, whereas a 1-D matrix multiplication neurons 
system to characterize ECG signals was proposed in [3].

The scheme has 5 parts and VEB but SVEB’s accuracy 
is 99% as well as 99.6%, separately [19]. Subsequently, in 
order to enhance the presentation of above-mentioned 
CNN methods, a grouping approach based on the con-
volution neural scheme between the patient conditions 

is presented. The SVM and LDA highlights were utilized 
for the advance calculation. A novel approach based on 
Eigen values and De-noising Auto-Encoder technique [20] 
and stacked De-noising Auto-Encoder [11] is proposed. For 
the classification and feature extraction, combining the 
particle swarm optimization and feed forward network has 
been used. Three different classifiers namely multi-layer 
perceptron neural network, support vector machine, and 
PSO-FFNN have been for ECG beats extraction [21]. Statisti-
cal approach for ECG analysis and diagnosis has been used. 
This approach contains three sections such as data simpli-
fication, based on multi-scaled PCA, fault detection and 
localization by linear PCA. The data was presented mul-
tivariate matrix and these matrix variables are accessed 
from ECG signals with amplitude, segment measurement 
parameter to detect the arrhythmia [22].

In each technique, the order to accuracy has opportu-
nity to get better and the choice of the most feature selec-
tion and demanding task. The primary focus on diseases 
visualization and analysis has been more accurate used in 
the medical emergency for decision making. The proposed 
method tends to this issue by selecting the most utilizing 
an improved component determination strategy, which is 
used for improving the performance of the classification.

2 � Methods and material

The steps followed in this experimentation are described 
as below.

2.1 � Data extraction

For experimental analysis to develop a GSNN framework, 
it was important to select a well adjusted dataset. Hence 
in this paper for experimentation 16 different subclasses 
of MIT-BIH arrhythmia dataset [23] are used (NOR, LBBB, 
RBBB, AE, NE, APC, AP, BAP, NP, PVC, VE, VF, VFN, FPN, UN, 
PB). The database contains 22 train set data (101, 106, 108, 
109,112, 114, 115, 116, 118, 119, 122, 124, 201, 203, 205, 
207, 208, 209, 215, 220, 223, 230) and 22 test set (100, 103, 
105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214, 
219, 221, 222, 228, 231, 232, 233, 234) record for compu-
tational analysis. The 22 record in train set is again parti-
tioned into two arrangements of beats, a Small set of beats 
utilized for preparing the classifier, and a large set of beats 
is utilized for beginning testing of the classifier.

The test set 22 records from the MIT-BIH dataset, is new 
to the classifier and consequently is named as the arrange-
ment of unseen heartbeat (Table 1).

The result shows in terms of N, S, F, Q, Vclass. Each 
record has sample frequency of 350 Hz and consists of 
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two recorded signals (Train set and Test Set). By using our 
proposed GSNN technique the noisy data is pre-processed 
with 350 Hz interference. Afeasible architectural design 
built based on suitable high parameters to fit the train-
ing process. The detailed experimental procedure, which 
is followed based on these factors, is given in this sections 
as below.

2.2 � ECG signal processing and noise removal

The raw ECG signal with noise is considered from the MIT-
BIH dataset. Therefore signal processing is required to 
reduce the noise in ECG signal.

The primary step in signal processing is to remove 
the noise in DC outlier signal in ECG dataset. Removal 
means that each sample of ECG signal is subtracted and 
unnecessary DC sample shall be removed. Each ECG base-
line frequency is trial down. All the ECG dataset consists 
of higher and lower frequency amplitude outlier which 
contains various parameters. A 10-point moving low pass 
filter passes the low frequencies to decrease the high fre-
quency is selected and ECG signal are separated. After the 
removal of noise, second step is to remove of noise at low 
frequency. Removal is based on the low pass filter with 
cut-off frequency from 5 to 15 Hz is used. After removal of 
noise calculate the signal to noise ratio.

where S and N are clean and noisy data respectively. Noise 
was added to original signal of each record with SNR 24 db.

The entire steps are applied to all preparation and 
testing of ECG dataset and classifying the ECG beats are 
acquired and then it is prepared for the following QRS 
recognition.

2.3 � Feature extraction/QRS recognition

In this step of proposed technique, Pan and Tompkins’s 
scheme is applied to process ECG signal for recognition 
of diversion focuses for QRS beat [1]. After the signal pro-
cessing the ECG signals are integrated for QRS recogni-
tion. It is an important step to obtain the maximum peaks 
of ECG signal. In our proposed scheme the peak of signal 

SNR = (Mean(S2)∕mean(N2)

are considered as QRS. If the peak is obtained, it checks 
the sample frequency of signal and selects the maximum 
peak signal.

After obtaining all the QRS, recognize the QRS com-
plex based on the adaptive threshold technique. Initially 
the threshold is set based on the maximum value of ECG 
sample. In the recognition of maximum peak of sample, 
the threshold will automatically adjust the value regarding 
to peak sample [1]. The RR interval of ECG signal will be 
recorded in temporary buffer for threshold. When the QRS 
recognize by threshold, threshold will adjust the second 
time as fast as first. In our techniques, each time buffer will 
be updated by average of RR interval. If the QRS not recog-
nize then threshold value must be change automatically. 
When the QRS recognition is completed, the proposed 
system shows the arrhythmia. In feature extraction total 
20 features are calculated. Out of 20; 9 features are time 
domain next 9 are frequency domain, and last two are 
high level feature (RR Interval and wavelet energy).

2.4 � Classification of ECG

The neural network contains the large number of neu-
rons which are connected to each other to transfer and 
receives the data simultaneously. Each neuron in the 
network assigns the weight that represents the state of 
network and during the learning process each neurons 
weight must be updated. The proposed model of neural 
network has fully connected hidden layers for extracting 
the feature and classifies the arrhythmia abnormalities. 
The neural network was implemented on MATLAB R2014a. 
We used the general sparsed neural network (GSNN) to 
decrease the features and reduce the computational time. 
The feature extraction has different descriptive parameter 
and data by principle component analysis from the ECG 
signals. The GSNN is trained and classified based on the 
feature vectors. In the final result analysis stage used all 
the MIT-BIH dataset to maintain the effectiveness of the 
proposed framework.

This defines the modules that should be regarded as 
the design for cost forecasting of a strong neural network 
model. A commonplace counterfeit neuron as well as the 
demonstrating of a multi-stage neuron system was rep-
resented in Fig. 2. The sign stream from sources of info 
B1,… , Bn are viewed as unidirectional, shown by bolts to 
the neuron’s yield sign stream (O). The O input for neuron 
output is provided as:

where Ai , Bi are the weight vector and the capacity is f (net)
.

(1)O = f (net) = f

(
n∑
i=1

AiBi

)

Table 1   Beat group and its 
classes in AAMI-MIT-BIH [24]

Beat group Class

N N, L, R, e, j
S A, a, x, J, /
F F
Q f, Q
V V, E, !
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The variable network is defined by the weight and infor-
mation vectors as a scalar consequence.

where T  is a matrix transposition
The value O is calculated as Eq. (3)

where range is referred to as the limit and a linear thresh-
old unit is called this type of node. The neuron model’s 
inner activity is determined by

(2)net = AT B = A1B1 + A2B2 …AnBn

(3)O = f (net) =

{
1, if AT x ≥ �

0, otherwise

Then the output of the neuron yk would be the out-
come of some activation function on the value of vk.

2.5 � General sparsed neural network classifier

The reduction of the errors between the required and cal-
culated values of the ECG class is essential. The network 
performance is assessed by comparing the calculated 
(expected) output with the real output value. The prepa-
ration of GSNN systems is quick in light of the fact that the 
information just needs to proliferate forward once, not at 
all like most different back propagation neural network, 
where information might be engendered forward and in 
reverse commonly until a worthy blunder is found. The 
relapse performed by GSNN is in certainty the restrictive 
desire for Y  , given as X  = a . As it were, it yields the most 
plausible scalar Y  given indicated input vector a . Let f (a, b) 
be the joint persistent likelihood thickness capacity of a 
vector irregular variable X  and a scalar arbitrary variable 
Y  . Give a a chance to be a specific estimated estimation 
of the arbitrary Y  . The relapse of Y  given a (likewise called 
restrictive mean of Y  given a ) is given by:

On the off chance that the connection between free X  
and ward Y  factors is ex-squeezed in a utilitarian structure 
with parameters, at that point the relapse will be paramet-
ric. With no genuine information of the useful structure 
between a and b non-parametric estimation strategy will 
be utilized. For a nonparametric gauge of f (a, b) we will uti-
lize one of the reliable estimators that are Gaussian capac-
ity. This estimator is a decent decision for assessing the 
likelihood thickness work f  on the off chance, that it very 
well may be accepted that the basic thickness is constant 
and that the main incomplete subsidiaries of the capacity 
assessed at any x are little. The great decision for likelihood 
estimator f (a, b) depends on test esteems Xi and Yi of the 
irregular factors.

2.5.1 � Loss function for ECG beat data

Consider N pair of training set sample data 

where as ∈ Rn are the sth input vector and bs ∈ R is the 
output for input as . The main aim of GSNN is to evaluate 
the function that has most � deviation of suitable output 

(4)vk =

p∑
i=1

AkiBi

(5)E
[
Y

X

]
=

∞

�
∞

Y .f

(
b

a

)
dy =

∫ ∞

∞
Y .f (a, Y)dy

∫ ∞

∞
f (a, Y)dy

D =
{(

as, bs
)|s = 1…N

}
,

Start

ECG Signal

Noise Removal
(Low Pass Filter)

Feature Extraction/QRS 
Recognition

(Time Frequency = 9)
(Time Frequency Feature = 9)

(High Level Feature = 2)

GSNN Classifier
(General Sparsed Neural 

Network)

Arrhythmia Class Prediction
(16 Classes)

Stop

Fig. 2   System process flowchart of arrhythmia detection using 
GSNN
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for complete training set data, and relationship between as 
and bs. GSNN is based on training set sample is converted 
into high dimensional kernel feature space based on non-
linear function �(.) ∶ Rn → Rm and then linear model

where w ∈ Rm is weight vector and c is the threshold 
parameter of function. w be the minimize Euclidean such 
as

The pair of � precision in Eq. (6); reduces the error in 
predicted and desired output. To minimize the error func-
tion such as

The GSNN optimization problem can be shown in below

where P ∈ R+ , is the user defined parameter.
The small amount of noise in training sample descends 

into `insensitive space is not included in the output. So 
that vapnik loss function based GSNN relent in sparse to 
get the solution. The vapnik [25] loss functions as given 
below;

From statistical approach, vapnik function is optimal. 
According to Gaussian error distribution, � insensitive 
quadratic loss functions as shown in below;

where 
(
es
)2
e
 , is the continuous differential function. Adding 

Eq. (10) and (8) The GSNN with � insensitive quadratic loss 
functions as shown in below;

(6)f (a) = wT�(a) + c

w = ‖w‖2
2

(7)L
(
es
)
�
= L

(
bs − f

(
as
))

�

(8)J(w, c) =
1

2
‖w‖2

2
+ P

N�
s=1

L
�
bs − f

�
as
��

�

(9)

|||bs − f
(
as
)|||𝜀 =

{
0 for

|||bs − f
(
as
)||| < 𝜀

|||bs − f
(
as
)||| − 𝜀 Otherwise

(10)L
(
es
)
e
=
(
es
)2
e

(11)

min

w ∈ Rm , b ∈ R
J (w, c)

=
1

2
w2

2
+ P

N∑
s=1

[(
bs − f

(
as
))]2

�

(12)Subject to =

⎧⎪⎨⎪⎩

bs − wT�
�
as
�
− c ≤ � + �s

−ys + wT�
�
as
�
+ c ≤ � + �s

�s, �
�
s
≥ 0, s ∈ {1,…N}

where �s, �′s is slack variable used for positive and negative 
deviation outside the � insensitive space. To evaluate the 
primal objective function of Eq. (11). linear regression Eq. 
(12) are multiple with non-negative lagrange multiplier for 
each sample set.

where �s, �′
s
, �s, �

′
s
 are dual variable Lagrange multipliers. 

For optimal solution for Eq. (14) the primal variable must 
be vanished. So that partial derivative of Lagrangian func-
tion is 

(
w, c, �s, �

′

s
, �s, �

′

s
, �s, �

′

s

)
 equal to zero.

Substitute Eqs. 15 and 18 in Eq. (14); we will get dual 
optimization problem

(13)

min

w ∈ R
m
, b ∈ R

J
(
w, c, �s, �

�

s
, �s, �

�

s
, �s, �

�

s

)

= �s, �
�

s
, �s, �

�

s
, �s, �

�

s
≥ 0 s ∈ {1…N}

(14)

1

2
wTw + P

N∑
s=1

[(
�s
)2

+
(
�
�

s

)2]

−

N∑
s=1

�s
(
� + �s − bs + wT�

(
as
)
+ c

)

−

N∑
s=1

�
�

s

(
� + �

�

s
− bs + wT�

(
as
)
− c

)

−

N∑
s=1

(
�s�s + � �

s
�
�

s

)

(15)
�J

�c
=

N∑
s=1

(
�

�

s
− �s

)
= 0

(16)∇wJ = w −

N∑
s=1

(
∝s − ∝

�

s

)
�
(
as
)
= 0

(17)
�J

��s
= P

(
2�s

)
− �s − �s = 0

(18)
�J

��s
= P

(
2�

�

s

)
− �

�

s
− �

�

s
= 0

(19)

max
��RN

J(�s�
�
s
) = −

1

2

N∑
s=1

N∑
�=1

(
�s − ��

s

)
K

(
�� − ��

�

)

− �

N∑
s=1

(
�s − ��

s

)
+

N∑
s=1

bs(�s − ��
s
)

−
1

2P

N∑
s=1

[(
�s
)2

+
(
��2
s

)]
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where K represents kernel matrix. The Complete entries in 
mthat shows the productatrix are kernel function K

(
asar

)
 

that shows the product of two samples �
(
as
)
 and �

(
ar
)

The Eq. (19) is dual optimization problem constitutes 
of quadratic programming problem whose result is mini-
mum and unique. After evaluation of Lagrange multiplier 
�sand �

′

s
 are optimal model parameter w from Eq. (16) can 

be shown in below

From Eq. (6) the decision function for test set sample a 
can be written as follows

where SV are the training set sample of �s − �
�

s
≠ 0 when 

computing f (a),w does not required evaluating. From Eq. 
(23) operation need for GSNN can be evaluate directly in 
input space with kernel function with moving training 
set sample from input space to high dimensional space 
because it reduces the computation time need to solve 
the problem.

2.6 � Root mean square error (RMSE)

2.7 � Method of evaluation

We used Precision, Recall and F1 Score (F1) to assess the 
application’s efficiency. For each test fold in data, after we 
acquired the results of True_Pos (V beats correctly identi-
fied as V), False_Neg (V beats incorrectly identified as N), 
False_Pos (N beats incorrectly identified as V) and True_
Neg (N beats correctly identified as N), we calculated the 
statistical measures as below.

•	 Precision = True_Pos/(True_Pos + False_Neg)
•	 Recall = True_Pos/(True_Pos + False_Neg)

(20)Subject to

N∑
s=0

(
�

�

s
− �s

)
= 0 and �

�

s
�s�[0,∞]

(21)

K =
�
K
�
as, ar

��
s,r
=
�
�T

�
as
�
.�
�
ar
��

s,r

=

⎡
⎢⎢⎣

K
�
a1, a1

�
⋯ K

�
a1, aN

�
⋮ ⋱ ⋮

K
�
aN, a1

�
⋯ K

�
aN, aN

�
⎤
⎥⎥⎦

(22)w =
∑
as∈DV

(
�s − �

�

s

)
�
(
as
)

(23)f(a) =
∑
as∈SV

(
�s − �

�

s

)
K
(
as, a

)
+ c

(24)RMSE =

√√√√ 1

N

N∑
s=1

(
bs − f

(
as
))2

•	 F1 = 2True_Pos/(2 True_Pos + False_Neg + False_Pos)

3 � Results and discusstion

The raw ECG dataset are pre-processed, QRS recognition, 
feature extraction and classification based on various 
methods is obtained from MIT-BIH arrhythmia dataset 
which contain 16 different subclasses. After all the steps 
are carried out, the sparsed neural network uses various 
feature of ECG signal as input and process it and evaluate 
the pattern and classify these signal to detect the arrhyth-
mia. The proposed technique also measured the compu-
tational complexity. The time complexity is 14.50 s which 
is better than other approach.

Table 2 shows the performance metric of proposed sys-
tem with several other methods (ANN and SVM linear and 
SVM-Rbf) to evaluate the precision, recall and F1 score. The 
sparsed neural network has been evaluated successfully; it 
is found that accuracy level of network is 98%.

Figure 3 shows the ratio of correctly identified positive 
observation to the total predicted observations of pro-
posed system. From Fig. 3 it is observed the prediction 
rate is improved from 2-11% as compared to ANN and SVM 

Table 2   Comparative analysis of proposed method with different 
methods for ECG arrhythmia

Method Precision Recall F1 score

GSNN 0.98 0.98 0.98
ANN 0.87 0.86 0.86
SVM linear 0.96 0.95 0.95
SVM Rbf 0.96 0.95 0.95
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Fig. 3   Variation of total predicted rate
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linear and SVM-Rbf. Figure 4 shows the ratio of correctly 
identified positive observations to the all observations in 
actual class of proposed system. From Fig. 4 it is observed 
the recall rate is improved from 3 to 12% as compared 
to ANN and SVM linear and SVM-Rbf. Figure 5 shows the 
weighted average of precision and recall of proposed 
system. The weighted average has been improved from 
3 to 12% as compared to ANN and SVM linear and SVM-
Rbf. From Figs. 3, 4 and 5 it is observed the recognition 
and classification of ECG arrhythmia based on the general 
sparsed neural network learning highlights the ECG beat 
extraction approach as much good as compared to ANN 
and SVM linear and SVM-Rbf.

4 � Conclusion

In medical practices, heart monitoring system plays vital 
role to diagnosis the heart arrhythmias problems. In this 
paper, we developed a model for identify the different 
heart arrhythmias abnormalities. For the computational 
analysis ECG records are utilized the MIT-BIH arrhythmia 
dataset which contain 16 different subclasses. They are 
reducing the noise and obtaining the QRS beats using 
the adaptive threshold technique. The extracted features 
are fed into a simple back propagation neural network 
to classify the input ECG beats. The accuracy level of final 
result is obtained as 98% with proposed system general 
sparsed neural network. It is demonstrated that the gen-
eral sparsed neural network can efficiently classify and 
predict the different arrhythmia conditions. The general 
sparsed neural network (GSNN) has been very helpful 
with great precision and speed in implementing Arrhyth-
mia disease. The developed model will be very helpful in 
medical practitioner to read the ECG signal to gives the 
more details about the heart problems.

The future works will include performance enhance-
ment by examining and comparing the classification 
accuracy of ECG beat classification algorithm with other 
classifier using deep learning.
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