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Abstract
Segmentation divides an image into discrete provinces containing pieces of pixels with analogous attributes. To be 
expressive and useful for image analysis and interpretation, the regions should strongly relate to depicted objects or 
features of interest. Different soft computing and hard computing methods are used for medical image segmentation 
for efficient accuracy. These are computing methods where hard computing is the conventional methodology, which 
relies on the principles of accuracy, certainty, and inflexibility. Conversely, soft computing is a modern approach prem-
ised on the idea of the approximation, uncertainty, and flexibility. Accurate segmentation is very necessary for medical 
images for better treatment planning. This article provides an efficient analysis of medical images using hard and soft 
computing. Further, it will explain data used, results obtained, and observation of the current literatures available for 
medical image segmentation.
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1  Introduction

Image segmentation is the procedure of subdividing 
image into subsequent parts or objects. These objects 
are further utilized in image processing and image analy-
sis. Each of these parts is made up of set of pixels. Image 
segmentation is highly application-dependent. During 
automatic image recognition and analysis problems, seg-
mentation should stop when object or part of interest is 
encountered [1]. An efficient image segmentation process 
is a major factor for a successful image analysis. Research-
ers have been working to develop an automatic state-of-
the-art process of image segmentation to coordinate with 
high-level machine-based image analysis. Different image 
segmentation processes are employed for different kind 
of image analysis [2]. Many a times, manual annotations 
to carry out image segmentations are used, but they are 
time-consuming, less efficient, and labor-intensive. Hence, 
the field of automating the image segmentation process is 
attracting a huge number of researchers, and proportional 

to that, there has been some major breakthrough in the 
same [3]. However, there are several researches happen-
ing based on medical image segmentation. Still, there 
is no exact way to implement segmentation on various 
datasets. This paper provides the brief review of several 
soft and hard computing approaches for medical image 
segmentation nowadays. Further, this paper is organized 
in such a way that Sect. 3 gives the overview of soft and 
hard computing techniques, and Sect. 4 gives the brief 
introduction of the several current approaches used for 
medical image segmentation based on soft and hard com-
puting approaches. Conclusion is given in Sect. 5. Finally, 
the references are given in Sect. 6.
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2 � Study of important topics

2.1 � Image segmentation

As discussed, image segmentation is the process of seg-
regating images into numerous objects based on some 
homogenous features like intensity or color. This pro-
vides ease in analysis of the image by showcasing only 
the features of the complete image, which are needed 
for analysis. The extent of homogeneity of these features 
can be measured using image properties like pixels [4]. 
Segmentation is the most crucial and critical part of both 
image processing and image analysis on all levels. Fig. 1 
gives the example of image segmentation. The subtask 
image analysis also uses image segmentation as its sub-
process. Segmentation of image is a high benefactor 
in case of medical image process like brain tumor loca-
tors and breast cancer detectors [5]. It is responsible for 
lowering the load of work that needs to be done by the 
image processor. Hence, a great amount of research is 
going on to define and dedicate new methods for faster, 
user interaction efficient, and accurate algorithms to 
be employed for image segmentation. Presently, there 
is no standard method that could be applied for seg-
mentation, and several methods have their own merits 
and demerits and are employed in an image processor 
accordingly.

Moreover, all the proposed methods for image seg-
mentation can be classified into majorly two catego-
ries—hard computing methods or traditional methods 
and soft computing methods. Some of the hard com-
puting techniques are mean shift method, edge-based 
segmentation (boundary localization), level-set method, 
ratio contour method, etc, while examples of some of the 
soft computing segmentation techniques are genetic 
algorithms, artificial neural network (ANN), convolutional 
neural network, recurrent neural network (RNN), swarm 
optimization, etc. [6]. Soft computing techniques are 
gaining more attention of the researchers due to their 

immense flexibility of working with ownership functions 
[7]. These techniques are highly adaptive in nature with-
out any compromise in accuracy level, hence are highly 
preferred by researchers and implementors. They have 
several advantages over hard computing techniques 
some of which being their tolerance toward impreci-
sion, approximations, and uncertainty. The principal 
methodology of soft computing techniques is genetic 
algorithms, several neural networks, and fuzzy logics. 
Soft computing techniques are usually employed along 
with some hard computing techniques, which finally 
results in cost-effective and high-performance results 
to a certain problem.

2.2 � Soft and hard computing techniques

Soft computing offers us the opportunity to solve a prob-
lem being closer to the real world; with the use of neural 
networks and fuzzy logics, we can imitate a human mind 
working and generate outputs. It can be understood as a 
combination of biological structures and computing tech-
niques; this combination provides the capacity to produce 
more competent and dependable solutions. It is believed 
that together genetic algorithms, fuzzy logics, and artificial 
neural networks have the capability of predicting uncer-
tain events and work on incomplete truth [8]. Fuzzy logic is 
classified into two that is propositional logic and predictive 
logic, while the neural network is classified into feedfor-
ward neural network, feedback neural network, Hopfield 
neural network (HNN), recurrent neural network (RNN), 
and radial basis network. Figure 2 represents a flowchart 
depicting the major techniques used for image segmenta-
tion that has been covered in this paper.

Hard computing techniques in contrary to soft comput-
ing techniques provide us an opportunity to extract exact 
results with the use of binary and Boolean logics. They are 
based on analytical methods rather being depending 
on approximate modeling. They always provide us with 

Fig. 1   Brain tumor segmentation

Fig. 2   Hard computing techniques
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accurate results and are consistent in nature. They tend to 
follow sequential computation [9]. Fig. 2 explains a sim-
ple FCN (fully convolutional neural network) used for brain 
data image segmentation (Fig. 3).

3 � Description of different hard computing 
methods

3.1 � Thresholding

Many a times, gray level of the pixels of the subject that 
is to be segmented out is completely different to the 
background, and thresholding is a frequently used seg-
mentation tool in such conditions. Threshold techniques 
are classified into two based on their state and vicinity 
of action; they are namely local and global techniques. 
In global techniques, the same threshold is applied on 
the complete image, while in local technique, a series of 
thresholds are applied locally of several parts of the image. 
Different types of thresholding are global threshold, adap-
tive threshold, optimal threshold, and local threshold.

3.2 � Edge‑based method

Edge detection method is a critical and widely used tech-
niques employed for image segmentation. It is mostly 
used for object detection, which is a key part of medi-
cal image processing. In this method, the original image 
is transformed into edge images based on the changes 
of the gray tones in the image. It is highly preferred for 
localization of certain geometric and physical traits of the 
image. It outlines the object and segments it out from the 
background for further analysis.

3.3 � K‑means clustering

In this method, clusters of similar elements are tried to be 
created; pixels of images are clustered on three different 
axes based on RGB. The clustering is implemented by a 
function, which minimizes the distance between the data 
points and the centroid or any central tendency of the 
cluster.

3.4 � Markov random field

In most of the cases, images are homogenous in nature, 
that is, they have similar properties in all their neighboring 
areas. Markov random field works quite efficiently in these 
cases by differentiating between the similar properties like 
texture, intensity, and color. It is a probabilistic model to 
capture contextual constraints. Some of the major compo-
nents of this model are labeling fields, neighboring pixels, 
Gibbs distribution, energy function, and cliques.

4 � Description of different soft computing 
methods

4.1 � Fuzzy‑based image segmentation

It is based on the principle of degree of truth of false. It is a 
probabilistic method of segmentation based on a system 
of fuzzy logics. The input image is firstly passed through 
a process of image fuzzification, after which it is passed 
on for membership modification based on expert’s knowl-
edge and a set of fuzzy logics and set theory. The modified 
image is passed through image defuzzification, and final 
result is obtained. Some of the fuzzy-based techniques are 
as follows: fuzzy thresholding, fuzzy integral-based deci-
sion making, and fuzzy c-means clustering.

Fig. 3   Soft computing tech-
niques
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4.2 � Artificial neural network (ANN)‑based image 
segmentation

Neural network architecture is completely based on 
human nervous system. Perceptrons are the building 
and learning block of the neural networks. They are self-
trainable models, which learn with repetitive iterations 
and changes in weights of different features. Some of the 
neural networks are as follows: Hopfield neural network 
(HNN), constraint satisfaction neural network (CSNN), 
back-propagation neural networks (BPNN), feedforward 
neural network (FFNN), and pulse-coupled neural network 
(PCNN).

4.3 � Deep learning‑based image segmentation

Deep learning models imitate human cerebrum while 
making decisions. It is mostly employed for unstructured 
data and uses unsupervised learning. Most of the seg-
mentation problems are being handled by deep learning. 
Most widely used is convolutional neural network (CNN). 
Between the first (input layer) and the last (output layer), a 
number of hidden layers are constructed. More and more 
features are extracted as the hidden layer increases, mak-
ing the model capable to learn from data. There are several 
successful architectures based on CNN, most important of 
them is U-Net architecture, which comprises of equal num-
ber of upsampling and downsampling. Some variants of 
U-Net are also successful in segmentation of 3-D images.

5 � Current approaches for medical image 
segmentation: soft and hard computing 
approaches

5.1 � Deep learning with image‑specific fine‑tuning 
[10]

Dataset used (A) (2-D segmentation of multiple organs) 
Single-shot fast spin echo (SSFSE) is used to acquire stacks 
of T2-weighted MRIs.

(B) (3-D segmentation of brain tumors from T1c and 
FLAIR)—2015 Brain Tumor Segmentation Challenge 
(BRATS) training set is used.

Results obtained (A) proposed model is more successful 
to segment previously unseen objects than the conven-
tional CNNs.

(B) Image-specific fine-tuning using the proposed 
weighted loss function gives more accurate results.

(C) User interaction efficiency is more as compared to 
CNNs.

Observations A deep learning-based framework that 
uses a bounding box-based CNN is used for interactive 

2-D/3-D image segmentation. They are successful in seg-
mentation of previously unseen objects. Image-specific 
fine-tuning based on a weighted loss function for both 
supervised and unsupervised refinements of initial seg-
mentations is proposed.

5.2 � DeepIGeoS: a deep interactive geodesic 
for medical image segmentation [11]

Dataset used Placenta dataset from 2-D fetal MRI and brain 
tumors dataset from 3-D FLAIR images.

Results obtained Better results as compared to auto-
matic CNNs were achieved. Higher accuracy for 3-D brain 
tumor segmentation was seen. It resulted in lesser user 
interface time as compared to typical CNNs.

Observations An interactive framework using deep 
learning approach is proposed. The framework consists of 
two stages, first one is P-Net used to obtain an initial auto-
matic segmentation. The second stage consists of a R-Net 
to further process the result based on user interaction that 
is integrated into the input of R-net after transformation 
into geodesic distance maps.

5.3 � Deep convolutional network for semantic 
segmentation [12]

Dataset used For all experiments, two road scene datasets 
are used namely CamVid dataset from Cambridge Univer-
sity and the CityScape dataset. All the images in both the 
datasets were taken under good or moderate weather 
conditions.

Results obtained The network performed well in seg-
mentation accuracy as well as class extension.

Observations A deep convolutional neural network with 
residual shortcuts, which act as an end-to-end structure 
providing pixel-wise segmentation, is introduced.

5.4 � Deep conditional neural network [13]

Dataset used PASCAL VOC 2012 dataset. Berkley segmen-
tation dataset (BSDS) and NYU-Depth V2 dataset. COCO 
dataset for training based on baseline model.

Results obtained The model yields competitive result 
as compared to the combination of convolutional neural 
networks (CNNs) and conditional random fields (CRFs). 
Conditional Boltzmann machine (CBM) has excellent rep-
resentation capability in structured learnings used with 
structured random forest (SRF) shows better results as 
compared to other CBMs.

Observations Baseline model (CBM_VOC), which con-
tains only CBMs and convolutional layers and trained on 
VOC dataset, reaches 63.9% IoU in segmentation. CBM 
using additional COCO dataset for training based on 
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baseline model enhances the performance and manages 
to achieve 68.7% segmentation accuracy. The proposed 
model uses SRFs, which are used for objects border and 
its ownership detection along with CBMs and achieves 
72.3% IoU.

5.5 � Brain tumor segmentation using fuzzy 
c‑means‑based particle swarm optimization 
initialization and outlier rejection with level‑set 
methods [14]

Dataset used Brain MRI images are used. Two synthetic gray 
images with different level of noise are used.

Results obtained Improved kernel possibilistic c-means 
(IKPCM), fuzzy c-means (FCM), robust FCM, and kernel pos-
sibilistic c-means (KPCM) were tested on the same image 
dataset, and IKPCM showed better result than others.

•	 Partition coefficient for IKPCM model is 0.9835, 0.9723, 
and 0.9751 for 1%, 5%, and 9% Gaussian noise, respec-
tively, in comparison with 0.9326, 0.9225, and 0.9128 
partition coefficient for KPCM model for 1%, 5%, and 
9% Gaussian noise, respectively.

•	 The values of partition entropy experimentally deter-
mined are 0.0369, 0.0741, and 0.0826 for Gaussian 
noise of 1%, 5%, and 9%, respectively, in comparison 
with 0.1605, 0.1835, and 0.1943 partition entropy val-
ues for KPMC model for 1%, 5%, and 9% Gaussian noise, 
respectively.

Observations The proposed algorithm is the modified 
version of KPCM method, which considers fuzzy partition 
matrix and pixel’s spatial information. The following steps 
describe the proposed model:

(A) PSO algorithms used for initialization of cluster cent-
ers and memberships.

(B) Outlier rejection is considered for modifying mem-
bership function of the KPCM.

5.6 � Intensity and contextual information by Markov 
random field [15]

Dataset used Experiments are carried out on 3 different 
noised image datasets: simulated MRI images, real MRI 
images, and synthetic images.

Results obtained Proposed method has satisfying perfor-
mance and strong robustness. In comparison with some 
other methods and algorithms like fuzzy c-means (FCM), 
fast generalized FCM (FGFCM), and fuzzy local informa-
tion c-means clustering algorithm (FLICM), the proposed 
method delivers best results both statistically and visu-
ally. The proposed method has average similarity index 

of 36.8%, 33.7%, and 2.75% increase against the other 3 
methods.

Observations The proposed segmentation method, 
which combines fuzzy clustering and Markov’s random 
field, yields better results as compared to other state-of-
the-art techniques. Hence, it is a robust and precise seg-
mentation technique.

5.7 � Fuzzy clustering [16]

Dataset used Dataset from brain web images is used 
with classical acquisition parameters using high-resolu-
tion T1-weighted phantom with slice thickness of 1 mm 
resolution.

Results obtained The proposed technique is employed in 
segmentation of medical images, and the efficiency with 
salt pepper noise is recorded as 99.86%.

Observations Efficiency of reformulated fuzzy logical 
information c-means clustering algorithm (RFLICM) is 
remarkably higher as compared to FCM and fuzzy local 
information c-means clustering algorithm (FLICM) seg-
mentation methods for classifying tissues in brain MR 
images.

5.8 � Posteriori probability for partial volume 
segmentation of brain MRI [17]

Dataset used The proposed MV-MAP method was tested 
using two types of datasets—digital phantom and clinical 
MRI images. Digital brain phantoms were obtained from 
McConnell Brain Imaging Center and Montreal Neurologi-
cal Institute.

Results obtained The proposed model (PV-MAP) was 
compared to fuzzy c-means (FCM) model and adaptive 
fuzzy c-mean (AFCM) model. For comparison purpose, 
the measures used were true-positive fraction (TPF), false-
positive fraction (FPS), and accurate segmentation ratio 
(ASR). For instance, white matter (WM) accuracy using TPF 
measure was recorded as 74.57, 76.58, and 91.96 for FCM, 
AFCM, and PV-MAP, respectively.

Observations A unified framework to improve brain MR 
image segmentation by considering all effects simultane-
ously using MAP probability principle is proposed.

5.9 � 3‑D fast marching algorithm and single hidden 
layer feedforward neural network [18]

Dataset used Liver tumor images were obtained using 1.5 T 
magnetic resonance imaging (MRI). Pro-contrast images 
were used that were obtained by using T1-weighted volu-
metric interpolated breath-hold examination (VIBE).

Results obtained True-positive, false-negative, and false-
positive criteria were used to compare the results with 
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ground truth. Single-layer feedforward neural network 
(SLFN) combined with fast marching algorithm produces 
the classification results, which in comparison with man-
ual method are closer to ground truth. The average tumor 
volume of the proposed model was 13.88 ± 33.21 cc while 
that of the manual method was 15.36 ± 36.77 cc.

Observations A model by combining neural network 
with fast marching algorithm is proposed for liver image 
segmentation. The result in comparison with ground truth 
is more efficient and accurate.

5.10 � Multi‑scale 3‑D convolutional neural network 
to perform fast fully automatic segmentation 
of the abnormal human right ventricle 
from cardiovascular MRI [19]

Dataset used CMR images from Royal Brompton Hospital 
were used as dataset.

Results obtained Dice similarity coefficient and abso-
lute volume difference were used as accuracy parameter 
for the proposed method. Dice similarity coefficient was 
found to be 0.8281 ± 0.1010, and absolute volume differ-
ence was found to be 12.6864 ± 12.9872%.

Observations 3-D multi-scale deep CNN is used to imple-
ment automatic image segmentation.

5.11 � Hough CNN [20]

Dataset used Dataset consists of MRI of 55 subjects and 
was acquired using 3-D gradient-echo imaging, while the 
US dataset of 34 subjects was recorded with freehand 3-D 
sweeps through left and right temporal bone window.

Results obtained The proposed model yields better dice 
coefficient when bigger regions and high contrast area are 
segmented. It performed significantly well as compared to 
the voxel-wise semantic segmentation of CNNs.

Observations A patch-wise multi-atlas method namely 
Hough CNN was proposed. It implicitly encodes priors on 
anatomic shapes. The proposed method outperformed the 
usual CNNs even with lesser number of data and on all 
selection of parameters.

5.12 � Deep neural networks segment neuronal 
membranes in electron microscopy images 
[21]

Dataset used Serial-section transmitted electron micros-
copy (ssTEM) data images are used as dataset.

Results obtained Three error metrics were used to meas-
ure results, namely rand error, warping and pixel error, 
which were found to be 48, 434, and 60, respectively. These 
results as compared to other state-of-the-art methods are 

better. The model outperforms all other models not being 
tailored to a certain kind of segmentation.

Observations A special type of neural network namely 
pixel classifier is used in the model. The specialty of the 
project lies in the approach to neuronal membrane seg-
mentation. A strong pixel classifier was designed using 
deep neural network trained by online back propagation.

5.13 � Malignant lésion segmentation [22]

Dataset used Neoadjuvant chemotherapy data of several 
patients were used as dataset.

Results obtained Segmentation performed by the pro-
posed method was compared with radiologist gener-
ated results, and it was found that the overlap ratio was 
63.3% and 58.5%, respectively. Overall VOR was found to 
62.6 ± 9.1% (mean ± SD), 61.0 ± 11.3%, and 64.3 ± 10.4%, 
respectively, for computer and first radiologist, computer 
and second radiologist, and both the radiologists.

Observations The proposed method proves to be repro-
ducible, effective, and fast marker-controlled watershed 
algorithm. It carries out semi-automatic segmentation of 
the tumor in contrast-enhanced T1-weighted MR images. 
In case of irregular-shaped tumors, better results were 
generated.

5.14 � Unsupervised clustering with “adaptive 
resolution” [23]

Dataset used MRI dataset of three volumetric dataset rep-
resenting T1-, T2-, and proton density-weighted MRI was 
used.

Results obtained The result of the proposed method 
is highly stable. The system proves to be interactive and 
allows user to display and modify data during processing 
and to set the parameters.

Observation The proposed process used the following 
steps in analysis sequence: reduction of dimensionality, 
unsupervised data clustering, voxel classification, and 
interactive post-processing refinement.

5.15 � Deep residual learning for image recognition 
[24]

Dataset used CIFAR-10 and CIFAR-100 datasets are used for 
training purpose.

Results obtained On testing with COCO detection data-
set, 28% relative improvement was marked.

Observations VGG-16 is replaced with proposed 
ResNet-101. ResNet-101 has greater object detection 
mAP% on both VOC 7 and VOC 12 test data used with 
07 + 12 and 07 ++12 training data, respectively. The obser-
vation holds good on COCO validation set also.
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5.16 � Lung pattern classification for interstitial lung 
diseases using a deep neural network [25]

Dataset used Training set consisted of 14,696 image 
patches collected from 120 CT scans.

Results obtained The classification performance was 
marked approximately to be 85.5%, which is higher as 
compared to previous methods that were deployed.

Observations A convolutional neural network compris-
ing of 5 convolutional layers with leaky ReLu activation 
and 2*2 kernels accompanied by average pooling and 3 
dense layers is proposed.

5.17 � Deep features, SVM classifiers with fully 
connected convolutional layers (FC‑CNN), 
and fisher vector encoded convolutional layer 
(FV‑CNN) [26]

Dataset used Historical document dataset like CSG18, 
CSG863, and CB55, G. Washington, is used.

Results obtained Document segmentation was carried 
out using the proposed model, and 95% pixel accuracy 
and 93% mean accuracy were marked on G. Washington 
dataset on using proposed model with FV-CNN. 97% pixel 
accuracy and 76% mean accuracy were marked on G. Par-
zival dataset on using proposed model with FV-CNN. 94% 
pixel accuracy and 71% mean accuracy were marked on 
CSG863 dataset on using proposed model with FV-CNN. 
99% pixel accuracy and 91% mean accuracy were marked 
on St. Gall dataset on using proposed model with FV-CNN.

Observations The proposed model works more effi-
ciently with FV-CNN as compared to FC-CNN. Better fea-
ture representation is showcased as compared to other 
methods. Pre-trained CNNs are used for implementation.

6 � Conclusion

In this work, the overview of various segmentation meth-
odologies based on hard and soft computing approaches 
explained briefly with the description of observation of the 
implemented work, dataset used, and the results obtained. 
The aim of this paper was to provide a simple guide to the 
scientists and researchers of the world who are working 
in the field of medical image segmentation. As we have 
seen, there are several approaches for medical image seg-
mentation such as thresholding, edge-based, graph cut-
based, active contour-based, and fuzzy-based. We have 
observed that nowadays, researchers are moving toward 
the soft computing approaches such as genetic, fuzzy-
based and based on artificial neural network as of the 
efficiency of such techniques. In spite of numerous years 
of investigation up to now to the knowledge of authors, 

there is no unanimously acknowledged process for image 
segmentation, as the outcome of image segmentation is 
pretentious by lots of reasons, such as similarity of several 
objects present in the images, longitudinal physiogno-
mies of the image texture, continuity, and content of the 
image. Hence, there is no single method, which can be 
measured good for neither entirely category of images nor 
all approaches correspondingly respectable for a precise 
type of image. By considering all the above factors, seg-
mentation of images remnants a thought-provoking issue 
in image processing and computer vision and is motion-
less and undecided problem in the world.
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