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Abstract
Image fusion is the combining process of complementary information of multiple same scene images into an output 
image. The resultant output image that is named fused image, produces more precise description of the scene than any 
of the individual input images. In this paper, we propose a novel simple and fast strategy for infrared (IR) and visible 
images based on local important areas of IR image. The fusion method is completed in three step approach. Firstly, only 
the segmented regions in the infrared image is extracted. Next, the image fusion is applied on segmented area and finally, 
contour lines are also used to improve the quality of the results of the second step of fusion method. Using a publicly 
available database, the proposed method is evaluated and compared to the other fusion methods. The experimental 
results show the effectiveness of the proposed method compared to the state of the art methods.

Keywords  Fusion method · Visible image · Infrared image · Image segmentation

1  Introduction

Increasing demand and interest of military and security 
institutions to have fast and accurate methods of combin-
ing different images from one scene have resulted in many 
studies on this branch of image processing. In fact, data 
from different frequency images are combined to enhance 
the knowledge from the expected scene information.

In most cases, two types of visible and infrared images 
are used to have integrated information from several cam-
era sensors. The following is an explanation of the advan-
tages and disadvantages of using these types of images.

Visual information of visible images has natural light 
and contains complete detail and in fact, it has a good 
representation of the appearance of scenes and objects. 
But when the amount of light is not enough—for example, 
in pictures taken at night—they do not have the required 
performance. Also, the problem of occlusion, that is, the 
existence of an object hidden behind another object, is an 

inherent limitation of visible images. The content of infra-
red images is composed from the thermal radiation of the 
environment objects; therefore, these images do not have 
issues expressed about visible images. But unfortunately, 
the spatial resolution of these images is low and it is not 
possible to expect details and contexts from them.

To enjoy the advantages of various types of images, a 
branch has been established in the image processing sci-
ence called image fusion. In this widely used category, it 
is possible to combine valuable information from two or 
more images—usually provided with multiple cameras. 
The main purpose of this work is to provide an image that 
provides more information about objects and people in a 
scene, and researchers attempt to provide a more efficient 
method than existing methods that can transfer important 
information from input images to the output image with-
out distortion and loss.

The applications of this image processing technique 
include: image enhancement [1], medical imaging [2, 
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3], remote sensing [4–7], objects recognition and target 
detection [8, 9], object detection [10, 11], pattern recog-
nition [12, 13] and the manufacturing of modern military 
equipment [14, 15].One of the security applications of this 
technology is to detect weapons and suicide bombs hid-
den under people’s clothes, which increase public security 
in public places—where it is impossible to maintain order 
among the flow of people. The use of fusion methods has 
many advantages in increasing the efficiency of different 
systems such as: Improving detection and recognition, 
improving stability and reducing human errors, increas-
ing spatial convergence and increasing the accuracy of 
position estimation, reducing computations and, conse-
quently, reducing reaction time.

Of course, due to human errors and the limitations of 
hardware, often these two images (infrared and visible 
images) are not perfectly aligned when taken; hence, in 
the first step, it is necessary to apply image registration on 
two images; that is, the corresponding pixels of the input 
images are aligned with the same. Different and appropri-
ate image registration methods have been presented [16], 
which are beyond the scope of this paper. Therefore, in this 
paper registered image databases are used.

In recent fusion researches, fusion method based on 
multi-scale decomposition (MSD) have been widely stud-
ied. Usually, different scales of image have overlap in 
the spatial domain. Textures or details of the image are 
observed in small-scale levels, on the other hand, larger 
objects are available in the large-scale ones. Multi-scale 
fusion methods are based on spatially-overlapped features 
extraction which are separated in scales with a multi-scale 
decomposition method. Then, if separated features have 
the same spatial area they are combined in different scales. 
Recently, various MSD methods such as laplacian pyramid 
(LAP) [17], ratio of low pass pyramid (ROLP) [18], morpho-
logical pyramid (MOP) [19], curvelet transform (CVT) [20, 
21], non-subsampled contour transform (NSCT) [22, 23] 
non subsampled Shearlet transform [24] and discrete 
wavelet transform (DWT) [2, 25], have been used in image 
fusion.

In [26], high brightness characteristics of thermal tar-
gets are maintained and the appearance of both source 
images are transferred to the output fused image. They 
extract target layer, as base layer, from the thermal image. 
Details of appearance, as details layer, are employed from 
visible image using a filter called weighted least squares 
(WLS). Therefore, the detail and base layers of both source 
images are used. The design basis of this method is target 
recognition therefore, is not general and also, not applica-
ble in wide range of images and fusion algorithms.

The multi-scale fusion methods based on various MSDs 
have great success in image fusion however, separating 
the scales in fusion process is very important. Fusion 

method proposed in [27] is an effective method therefore, 
it is used as a proper method for comparison.

Ma et al. [28] propose an IR and visible image fusion 
algorithm based on total variation minimization (TVM). 
They maintain thermal radiation and detailed appear-
ance information of the source images, simultaneously. 
Fusion is formulated as a TV minimization problem in their 
research. Ma et al. [29] proposed a fusion approach based 
on gradient transfer and TVM. They named the proposed 
algorithm as Gradient Transfer Fusion (GTF). Data fidelity 
and regularization term is used to preserve the main inten-
sity distribution in the infrared image and the gradient 
variation in the visible image, respectively. The proposed 
method fuses image pairs without pre-registration there-
fore, enhances its capability as a registration method. An 
adversarial game between infrared image intensities and 
details of visible image is proposed in [30]. Authors estab-
lish an algorithm to use a generator and a discriminator. 
The generator aims to preserve major infrared intensities 
together with additional visible gradients. The discrimi-
nator aims to maintain more details of visible images. A 
generative adversarial network, named as FusionGAN, and 
an end-to-end model is used to carry out these goals. The 
fusion of infrared and visible images and their applications 
is surveyed comprehensively in [31].

In this paper, a method for image fusion is presented 
which has a good performance compared to similar meth-
ods. The main idea of the method is that the most impor-
tant regions of an infrared image are those parts that have 
greater illuminance intensity than other parts. People or 
military equipment often are brighter than other parts of 
the infrared image because of the heat they produce. Of 
course, in some cases, the buildings, especially the parts 
near to their ceilings, are brighter, which fortunately, the 
selection of these regions does not cause any problems 
for the results; it also suggests the existence of life in those 
regions of the image.

Innovations of the study are listed below:

•	 A new, simple, fast and accurate method for the fusion 
of visible and infrared images is presented.

•	 Fusion operation is limited to the most important 
regions of the infrared image which increases the 
speed and the efficiency of the method.

•	 A curve of the important regions of the image is made 
and this curve helps the user to detect the targets.

The rest of the paper is organized as follows. In the 
next section, the proposed algorithm is presented. In the 
third section, the experimental results are presented and 
the results of the proposed methods and other methods 
are compared based on different measurement criteria. 
Finally, conclusion is presented in the last section.
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2 � The proposed method

In this paper, a new and efficient method for rapid fusion 
of visible and infrared images is presented. In this method, 
various image processing techniques including dynamic 
thresholding, morphology, and weighted fusion methods 
have been used. The flowchart of the proposed method is 
presented in Fig. 1.

The proposed algorithm consists of the following 
steps:

	 1.	 Calculating input infrared image histogram.
	 2.	 Finding the peak of the histogram.
	 3.	 Put threshold on the infrared image based on the 

illuminance intensity of the peak of the histogram.
	 4.	 Selecting pixels above the threshold.

Fig. 1   The flowchart of the 
proposed method
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	 5.	 Integrating the regions of step 4 and obtaining the 
filtered version of the important regions of the infra-
red image.

	 6.	 Extracting the filtered contour of the important 
regions of the infrared image.

	 7.	 Selecting non-filtered regions from the visible image 
and transferring them to the output image.

	 8.	 Weighted fusion between the image of step 7 and 
the image of step 5.

	 9.	 Considering the filtering contours for the image of 
step 8 (for better visualization).

	10.	 Obtaining the final fused image.

In the following, these steps are fully explained along 
with sample images. For this purpose, one of the most 
famous images of this branch called “Bench” is used, 
whose infrared and visible images are shown in Figs. 2 
and 3, respectively.

2.1 � Determining the appropriate threshold

In this step, input infrared image histogram is obtained 
(Fig. 4). Then the peak (illuminance intensity with maxi-
mum frequency) is calculated from this histogram.

If this peak occurs at any illuminance intensity, 25% 
is added to illuminance intensity in order to select the 
important data of the infrared image (This amount is 
extracted experimentally on the database). Of course, if 
this relative threshold is higher or lower than a certain 
value, a fixed threshold is performed. In fact, due to the 

nature of infrared images and important data in the infra-
red databases, we expect that suitable and sufficient data 
from infrared images extracted when margin of 25% is 
used around the peak value of histogram. But, if including 
this margin leads to select more than 50% of the infrared 
image pixels, the threshold value is set in such a way that 
maximally 50% of the image pixels are being selected. In 
the minimum case, this event is set to 5%.

Therefore, thresholding is performed on input infrared 
image and the pixels with higher illuminance intensity 
than the threshold are selected (Fig. 5).

2.2 � Preparing the important regions of the infrared 
image

In the previous step, pixels with higher illuminance inten-
sity than the threshold were selected from the infrared 
image. The selected pixels are called “important regions 
of the infrared image”. A binary image or mask is extracted 
using the spatial coordinates of pixels of important regions 
of infrared image.

Generally, the resultant binary image is noisy, there-
fore, these regions are smoothed in the proposed 
method. It is important that, due to the required preci-
sion for the method, this should be done in such a way 
that the total area of selected regions should not be 
changed and also it should be slightly softer and small 
internal regions should be removed. So, this goal can be 
achieved using the morphological Closing operation on 
pixels of binary image (Fig. 6). Closing is defined simply Fig. 2   Bench infrared image

Fig. 3   Bench visible image
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as a dilation followed by an erosion using the same 
structuring element for both operations. The closing of 
a binary image A by a structuring element B is the ero-
sion of the dilation of that set as follows:

where ·, ⊕ and ⊖ denote the closing, dilation and erosion, 
respectively.

Of course, the size of morphological structural ele-
ment changes according to the dimensions of the image. 

(1)A ⋅ B = (A⊕ B)⊖B

So during this step, "the filtered version of the important 
regions of the infrared image" is obtained. In order to 
know about the efficiency, the steps of the method were 
broken down into three steps, each of which has more 
processing stages than the method of the previous step.

2.2.1 � The first fusion method (step 1)

The first proposed fusion method is to select regions of 
the visible image in areas where equivalent pixels are not 
selected in the infrared image. As shown in Fig. 6 these 
regions often cover a large area of the image. The selected 

Fig. 4   Input infrared image 
histogram

Fig. 5   Output image after thresholding
Fig. 6   Apply closing operator on Fig. 5
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regions are transferred without any change to the output 
image which is referred to as "transferred visible image" 
in order to maintain the details of the visible image. In 
this method, the important regions of the infrared image 
take the place of the empty areas of the transferred vis-
ible image without any processing and the fused image 
is obtained (Fig. 7).

Since the infrared image is used as a mask (spatial filter), 
the number of pixels in visible and infrared images will be 
the same. To adjust images with different resolutions, a 
spatial mask is produced by down sampling.

High speed and low computational costs are the advan-
tages of this method. Of course, the infrared objects in out-
put image is highlighted, it can be described as another 
advantage of this proposed method.

2.2.2 � The second fusion method (step 2)

Here, weighted fusion is used in selected regions. Actu-
ally, important regions of infrared image are fused with 
equivalent pixels of visible image. Therefore, a percentage 
of the illuminance level of the fused image in these regions 
is from the visible image and the rest is from the infrared 
image. In this method, information from two images in 
selected areas are used to form output image. As before, 
“transferred visible image” regions are exported directly to 
the output image from visible image. This image is the out-
put of the second method of proposed fusion method and 
although it is time-consuming, it has more efficiency than 

other proposed methods according to the measurement 
criterias (in the section of experimental results) (Fig. 8).

2.2.3 � The third fusion method (step 3)

In some practical tests, it was observed that the second 
proposed method does not have the adequate perfor-
mance to differentiate the targets in the output image. To 
solve this shortcoming, the third method has been pro-
posed. Therefore, the third method of proposed fusion 
method is to make the important regions of the infrared 
image clearly visible. The reason for this suggestion was 
one of the images of the database (“lake”). Where, the 
man is hidden in the middle of the image, despite being 
detected, is not clear because of the lack of differentiation 
of illuminance intensity between the man and the visible 
image (Fig. 9).

The filtering contour of the important regions of the 
infrared image was extracted previously to overcome this 
deficiency. As a result, two contours were obtained in 
white and black colors. Our proposed method for achiev-
ing these two contours is to use morphological Dilation 
operator with a one-pixel disk. The dilation operation usu-
ally uses a structuring element for probing and expanding 
the shapes contained in the input image. In Fig. 10a, the 
expanded of the integrated filtered image (Fig. 6) and in 
Fig. 10b, the smaller contour obtained from the difference 
between Figs. 6 and 10a are shown.

The same thing was repeated once again and in Fig. 10c, 
expansion of Fig. 10a—and in 10d, the larger contour 
obtained from the difference between Fig. 10a and c are 

Fig. 7   The first method result of the proposed method Fig. 8   The second method result of the proposed method
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shown. According to the obtained results, this method of 
edge detection is more accurate, more suitable and sim-
pler than other edge detections.

The reason for selecting two contours at this stage is to 
more and better differentiation of important regions from 
other regions in output image. Because, in some images 
dark regions (“tank”) and in some other images brighter 

regions (“duine”) are more visible. Therefore, as mentioned 
before, for better visual representation, the output image 
of the second method of proposed fusion method is 
applied to the contours of the important regions of infra-
red image and the resulted image is called “output of the 
third method of proposed fusion method”. The result of 
drawing these two contours is shown in Fig. 11. The final 
explanation is that the white curve is one pixel larger 
than the contour of the important regions of the infrared 
image, and the black curve is one pixel larger than the 
white curve.

Now a final fused image for the sample image is pro-
duced. The final fused image is also presented for the 
image of the “lake” in which the head of the hidden person 
in the middle of the image is specified (Fig. 12).

Next section includes the results of the proposed meth-
ods (with three steps fusion results) which are compared 
with different measurement criteria. Also, the results are 
compared with other methods.

3 � Experimental results

The proposed method has been implemented in MATLAB 
using Windows 7 operating system, the operating fre-
quency of 2.67 GHz and 6 GB of RAM. And also evaluated 
by the following famous visual data from the following 
database:

http://figsh​are.com/artic​les/TNO_Image​_Fusio​n_Datas​
et/10080​29

Fig. 9   The output for second method of the proposed fusion 
method for the image of “lake”, the man is hided in the middle of 
the meadow of image, without being detected

Fig. 10   a Dilated image of the smoothed image of Fig.  7, b The 
edges of (a), c Expanded version of (a), d The edges of (c)

Fig. 11   The results of the third method of proposed fusion method

http://figshare.com/articles/TNO_Image_Fusion_Dataset/1008029
http://figshare.com/articles/TNO_Image_Fusion_Dataset/1008029
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“Bunker”, “Lake”, “Tank”, “Bench”, “Sand path”, “Nato 
camp”, “Duine”, “Two men in front of the house”, “Soldier 
in trench”, “Soldier behind smoke”.

Various methods were implemented in order to make 
a comparison:

Image fusion methods like simple minimum, simple 
maximum, simple average, weighted average, Discrete 
Wavelet Transform (DWT) method in three methods of 
averaged-average, maximum–minimum and maximum-
maximal methods, Principal Component Analysis (PCA) 
method and the combination of PCA method with DWT 
method in the form of Maximum–Maximum and also 
the proposed method in [27] are used to compare the 
methods.

In simple minimum, simple maximum and simple 
average methods, the fused image is produced by select-
ing the minimum, maximum and average illuminance 
intensity among the corresponding pixels of two input 
images, respectively. The fused image in weighted aver-
age method is obtained by calculating the average of 
given weight among illuminance intensity of the cor-
responding pixels of the two input images.

Two-dimensional discrete wavelet transform is a tool 
for multiresolution decomposition of the image. After 
applying decomposition, approximation and small com-
ponents, the image can be transferred from the spatial 
domain to the frequency domain. This kind of fusion is 
provided with the command of wfusimg in MATLAB soft-
ware. In this function, the approximation and the details 
of the two input images can be combined with each 
other in different ways, and three methods of average-
average, maximum-minimum, and maximum-maximum 
were used.

In PCA method, the fused image is obtained using 
eigenvector correspondent with the largest matrix eigen-
values of each image.

Common requirements for an image fusion process are 
the protection all valid and usable information of original 
images; however, the fused image should not have any 
distortion. Therefore, it is appropriate to use efficiency cri-
teria to measure the possible benefits of fusion and also to 
evaluate the results of different algorithms. Some of these 
criteria used in this paper are presented below.

3.1 � Mutual information (MI) criteria

This criterion is introduced in [32]. The higher value of this 
criterion for a method indicates that the method is more 
efficient. Figure 13 shows the different values of this crite-
rion for different methods and images.

As can be seen from the results of Fig. 13, the proposed 
method in all three methods has an appropriate efficiency 
compared to other methods in all evaluated images in 
terms of mutual information criterion. However, this crite-
rion is equal in value in the proposed method and simple 
minimum method for the image of "soldier after smoke". 
It is necessary to explain that the result of the second 
method of the proposed method is superior to the results 
of the first and third methods in a range of criteria which 
will be mentioned in the following.

3.2 � Feature mutual information (FMI) criteria

The next criterion is the feature mutual information (FMI), 
which is introduced in [33] and the higher value of this 
criterion indicates that it is a more efficient method. Fig-
ure 14, shows the diagram of different values of this crite-
rion for different methods and images.

The superiority of the proposed method over all meth-
ods, especially its second method, is evident in terms of 
FMI criteria in Fig. 14.

3.3 � Normalized cross correlation (NCC) criteria

The next criterion is normalized cross correlation (NCC). 
This criterion is defined between visible image (V) and the 
fused image (F) as Eq. (2):

Figure 15 shows the diagram of different values of this 
criterion for different methods and images.

(2)NCC =

m
∑

i=1

n
∑

j=1

(

Vij × Fij
)

∕

m
∑

i=1

n
∑

j=1

V2
ij

Fig. 12   The result of the third method of proposed fusion method 
for the image of “lake”, the head of the hided man in the middle 
meadow of the image is extracted
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In terms of NCC criterion, it is simple to obtain the aver-
age. Of course, given the definition of this criterion, this con-
clusion is not unexpected. However, the uniform behavior 
in the third method of the proposed method is admirable 
(after simple maximization).

3.4 � Peak signal to noise ratio (PSNR) criteria

Peak signal to noise ratio is used to calculate the similarity 
between two images. PSNR between the visible image (V) 
and fused image (F) is defined as the following:

Fig. 13   Comparison of meth-
ods based on MI criteria

Fig. 14   Comparison of meth-
ods based on FMI criteria
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Fig. 15   Comparison of meth-
ods based on NCC

Fig. 16   Comparison of meth-
ods based on PSNR
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where MSE is the mean square errors and is defined as:

Therefore, the higher value of PSNR for a method indi-
cates a better fusion of that method. Figure 16 shows the 
diagram of different values of this criterion for different 
methods and images.

As we expected, according to Fig.  17, proposed 
method—in particular, the second method of the pro-
posed method—has better efficiency than all methods in 
all images in terms of PSNR criteria.

(3)PSNR = 10 × log10

(

2552

MSE

)

(4)MSE =

∑

M,N [F(m, n) − V (m, n)]2

M × N

3.5 � Entropy

The next criterion is entropy, which is usually used to 
calculate the size of the information. The higher entropy 
value indicates that the information is increased and the 
fusion efficiency is improved.

Figure 17 shows the diagram of different values of this 
criterion for different methods and images.

Fortunately, again, all three methods of the proposed 
method in terms of entropy criterion have higher values 
than all methods in all images. The important point is that 
the proposed method has better results than the second 
method in the image of the "soldier behind the smoke" 

(5)Entropy =

l−1
∑

i=0

pi log2 pi

Fig. 17   The diagram of differ-
ent values of this criterion for 
different methods and images

Fig. 18   Comparison of meth-
ods based on entropy criterion
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Fig. 19   Input visible images 
(left), Input infrared images 
(middle), output fused images 
of the proposed fusion method 
(right)
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(last image), and the reason is the different nature of the 
visible image because, unlike the usual, the visible image 
has less information. So, when the infrared image itself—
without fusion with a visible image—is replaced in the 
desired parts, it leads to a better result in terms of entropy 
criterion. Figure 18 shows the comparison of proposed 
method base on entropy criteria.

Finally, all the fused image in this paper are presented in 
the same way as mentioned—and are shown in all figures 
from Figs. 14, 15, 16, 17, 18—as well as the final output of 
the method in Fig. 19. As can be seen in this figure, the pro-
posed method, while maintaining the details and illumi-
nance intensity of the visible image (valuable information 
of the image) in all images, can detect the important infor-
mation of the infrared image and reflect it in the output.

4 � Conclusion

An efficient method for fusion of visible and infrared 
images is presented. The proposed method is explained 
in three steps. Three methods are presented in order to 
achieve fast and optimal solution. Firstly, only the seg-
mented data in the infrared image is used as a spatial 
mask on visible image. This method highlights the infra-
red objects in visible image. Then, in second method, the 
image fusion is applied on segmented regions of infrared 
image with equivalent pixels in visible image. Therefore, 
more details of the infrared image will be included in the 
output image. Finally, In the third method of proposed 
fusion method, contour lines are also used to improve 
the quality of the results of the second method of fusion 
method. The presented method has better results than 
other methods in a set of comparative criteria, both quan-
titative and qualitative. According to the results, the pro-
posed algorithm can be used for various uses, including 
military-security applications. The proposed method deals 
with IR and visible image fusion problem, however, it is 
general and can be also applied to other image processing 
problems such as super-resolution. Proposed method, as 
others, cannot distinguish between IR target and bright-
ness of visible image in gray images. We want to focus on 
this aspect as future work.
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