
Vol.:(0123456789)

SN Applied Sciences (2020) 2:2068 | https://doi.org/10.1007/s42452-020-03882-w

Research Article

Deep invariant texture features for water image classification

Minglong Xue1 · Palaiahnakote Shivakumara2 · Xuerong Wu1 · Tong Lu1   · Umapada Pal3 · Michael Blumenstein4 · 
Daniel Lopresti5

Received: 24 June 2020 / Accepted: 12 November 2020 / Published online: 24 November 2020 
© Springer Nature Switzerland AG 2020

Abstract
Detecting potential issues in naturally captured images of water is a challenging task due to visual similarities between 
clean and polluted water, as well as causes posed by image acquisition with different camera angles and placements. 
This paper presents novel deep invariant texture features along with a deep network for detecting clean and polluted 
water images. The proposed method first divides an input image into H, S and V components to extract finer details. 
For each of the color spaces, the proposed approach generates two directional coherence images based on Eigen value 
analysis and gradient distribution, which results in enhanced images. Then the proposed method extracts scale invariant 
gradient orientations based on Gaussian first order derivative filters on different standard deviations to study texture of 
each smoothed image. To strengthen the above features, we explore the combination of Gabor-wavelet-binary pattern 
for extracting texture of the input water image. The proposed method integrates merits of aforementioned features 
and the features extracted by VGG16 deep learning model to obtain a single feature vector. Furthermore, the extracted 
feature is fed to a gradient boosting decision tree for water image detection. A variety of experimental results on a large 
dataset containing different types of clean and stagnant water images show that the proposed method outperforms 
the existing methods in terms of classification rate and accuracy.

Keywords  Gradient direction · Eigen values · Texture · Gabor wavelet features · VGG model · Gradient boosting decision 
tree · Clean water · Polluted water · Water image classification · Hydrology

1  Introduction

Water image classification has received special attention 
for researchers because it plays a vital role in analyzing 
surface water for agriculture, food production, domestic 
water consumption, classification of rain water and moni-
toring river water quality [4, 5, 15]. Apart from that, there 
are other surveillance applications, where water image 
analysis is essential, such as monitoring floods to prevent 
disasters, detecting water hazards, building aerial water 

maps e.g. for safe zone detection to land drones, and 
wildlife surveillance to detectanimals [28, 32]. For all the 
above applications, water image analysis and classifica-
tion of images of different water types help to improve 
the performance of the systems significantly. There are 
several methods proposed for analyzing water reflection 
and depth of water and underwater image restoration in 
the literature. Zong et al. [32] developed an approach for 
water reflection recognition, Yang et al. [28] proposed a 
method for analyzing depth from water reflections, Peng 
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et al. [17] proposed underwater image restoration based 
on image blurriness and light absorption. The primary goal 
of these methods is to detect water reflection and under-
standing underwater images, but not the classification of 
different water images as in the proposed work. Similarly, 
methods have been proposed in the past for classification 
of images containing water. Shi and Pun [23] proposed 
super pixel-based 3D deep neural networks for hyperspec-
tral image classification. Galvis et al. [2] proposed remote 
sensing image analysis by aggregation of segmentation-
classification collaborative agents. These methods usually 
target classification of remote sensing images but not the 
images captured by normal cameras. However, we scarcely 
find methods for the classification of multiple clean and 
polluted water images. Besides, these methods usually 
focus on a particular type of water, which may include 
the water of a river, pond, ocean, fountain lake, etc., but 
not different types of polluted waters, such as waters with 
algae, animals, fungi, oil and rubbish.

According to the literature [28, 32], the classification of 
different types of clean water images is still considered to 
be challenging because the surfaces of such water images 

may share similar properties. For example, when we look 
at sample images of clean water, namely, fountains, lakes 
or ocean, and polluted water, namely, algae, animals, 
fungi, industrial pollution, oil and rubbish, respectively as 
shown in Fig. 1, where one can see the common informa-
tion in different water type images. Thus, we can assert 
that the classification of clean and polluted water images 
of different types is much more challenging. Hence, there 
is a scope for proposing a new imaging system for the 
classification of images with different types of clean and 
polluted water.

This work focuses on developing a method combining 
handcrafted and deep features with a gradient boost deci-
sion tree for classification of water images. It is noted that 
color, gradient, gradient orientation, texture and spatial 
information are the key features to represent different 
types of water images. For instance, color and gradient 
information are the salient features for representing dif-
ferent clean water images while texture, color and spatial 
information are the significant features for representing 
different polluted water images. These observations moti-
vated us to propose the following features. We propose 

Fig. 1   Examples of different types of clean and polluted water images
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to explore scale-invariant gradient orientation features to 
study the gradient information, and Gabor wavelet binary 
pattern to study the texture property in the images. In 
addition, to take advantage of deep learning and pixel 
values, we explore the VGG-16 model to extract features 
from the input image directly. The way the proposed 
approach integrates the merits of each concept to solve 
complex clean and polluted water image classification is 
the main contribution of the proposed work. To the best 
of our knowledge, this is the first work that integrates fea-
tures as mentioned above for classifying different clean 
and polluted water images.

The key contributions of the present work are as fol-
lows. (1) Exploring color, gradient and Eigen information 
for smoothing different water type images. (2) Exploring 
gradient with a Gaussian first order derivative filter and 
the combination of Gabor with wavelet binary patterns 
for extracting texture features which are invariant to geo-
metrical transformation from the smoothed images; this 
is new for classification of water images. (3) The way the 
proposed method combines the extracted features with 
deep learning is new for classification of different water 
type images.

The organization of the rest of the paper is as follows. 
The review of the existing methods on image scene clas-
sification and water image classification is presented in 
Sect. 2. Section 3 presents scale-invariant gradient orienta-
tion features, the Gabor wavelet binary pattern feature and 
features extracted using the VGG-16 model with gradient 
boost decision tree for classification. To validate the pro-
posed method, Sect. 4 discusses experimental analysis of 
the proposed method and comparison with the existing 
methods. Conclusions and future work are described in 
Sect. 5.

2 � Review of related work

We review the methods on general image classification 
and the methods on water image classification here. Liu 
et al. [11] proposed a method for scene classification based 
on ResNet and an augmentation approach. The method 
adapts multilayer feature fusion by taking advantage of 
inter-layer discriminating features. However, the scope of 
the method is to classify general scene images but not 
water images. Liu et al. [10] explored a deep learning ker-
nel function for image classification. The main ideas of the 
method are to use sparse representation to design a deep 
learning network. In addition, the optimized kernel func-
tion is used to replace the classifier in the deep learning 
model, which improves the performance of the method. 
Li et al. [9] proposed deep multiple instance convolutional 
neural networks for learning robust scene representation. 

The aim of the approach is to extract local information 
and spatial transformation for classification unlike most 
existing methods, which use global features. The method 
obtains patches with labels to train the proposed network 
to study local information in the images. Li et al. [8] pro-
posed a method for image scene classification based on an 
error-tolerant deep learning approach. The method identi-
fies correct labels of the data and it proposes an iterative 
procedure to correct the error caused by incorrect labels. 
To achieve this, the approach adapts multiple features of 
CNNs to correct the labels of uncertain samples. Nanni 
et al. [14] proposed a method for bio image classification 
based on neural networks. The approach combines multi-
ple CNNs as a single network and it includes handcrafted 
features for training the network. The method shows that 
the combination of handcrafted features and deep fea-
tures extracted by multiple CNNs is better than individual 
networks and features.

In summary, it is noted from the above methods that 
the approaches introduced deep learning models in differ-
ent ways for learning and solving the classification prob-
lem. From the experimental results of the methods, one 
can infer that the performance of the methods depend 
on the number of samples with correct labels. Therefore, 
when a dataset does not have enough samples and it is 
hard to find relevant samples, the methods may not per-
form well. In the case of classifying polluted water type 
images, it is hard to predict the nature of the contamina-
tion. Therefore, the scope of the method is limited to scene 
images but not water type images.

Similarly, we review the methods developed for water 
image classification as follows. The methods proposed in 
the past use color, spatial and texture features for water 
image detection. Rankin and Matthies [21]   proposed a 
method for water image detection using color features. 
Water body detection is undertaken by studying the 
combination of color features. Rankin et al. [20] proposed 
to use sky reflections for water image classification. The 
method estimates similarities between pixel values. The 
above two approaches perform well for detecting large 
water bodies but not small water bodies. Zhang et al. [29] 
proposed a flip invariant shape descriptor for water image 
detection. The method uses edge features to trace con-
tours of reflections. Prasad et al. [18] proposed a method 
based on the use of quadcopters for stagnant water image 
detection. The method explores color and directional fea-
tures for water image detection.

Santana et al. [22] proposed an approach for water 
image classification based on segmentation and tex-
ture features analysis. For extracting texture features, 
the method explores entropy. It exploits water flow and 
directional features to study the ripples. However, the per-
formance of the method degrades for the polluted water 
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image type. Qi et al. [19] explore deep learning models for 
feature extraction and analyze texture features of water 
images. The main objective of the method is to classify 
scene images, and water images reconsidered a type of 
scene image for classification. The method requires a large 
number of labeled samples for training the proposed 
model. Mettes et al.’approach (2017) explores spatio-tem-
poral information for water image classification. However, 
the method expects clear object shapes in images for suc-
cessful water image classification. In addition, the method 
is limited to video but not still images.

Zhuang et al. [33] proposed a method for water body 
extraction based on the tasseled cap transformation from 
remote sensing images. The method explores tasseled 
transformation and spectrum photometric methods for 
water body and non-water body classification. The method 
is good for two class classification but not classification 
of different water type images. Patel et al. [16] proposed 
a survey on reviver water pollution analysis using high-
resolution satellite images. The work discusses the quality 
of the water images based on machine leaning concepts. 
The methods discussed in this work are limited to the 
quality of the water images but not for classifying differ-
ent water type images. Wang et al. [25] proposed water 
quality analysis for remote sensing images based on an 
inversion model. The method proposes spectral reflec-
tance and water quality parameters for analyzing the qual-
ity of the images. The focus of the method is not to classify 
the water type of images, rather to analyze the quality of 
water images. In addition, the methods are developed for 
remote sensing images. Zhao et al. [31] proposed a dis-
criminant deep belief network for high-resolution SAR 
image classification. The method explores deep learning 
model for learning features at a high level by combining 
ensemble learning with deep belief networks in an unsu-
pervised way. However, the method was developed for 
images captured by synthetic aperture radar but not the 
images captured by normal cameras as in the proposed 
work. In addition, the method was considered to be com-
putationally expensive.

In light of the above discussions, one can understand 
that most of the methods are confined to specific water 
type images and expected video information. Therefore, 
when we input different water images, including polluted 
water images and different clean water images, these 
methods may not perform well. Thus there is a need to 
propose a new approach that can cope with the chal-
lenges of both clean and polluted water images. Further-
more, the features, namely, color and texture, are good 
for images of clean water but not polluted water images, 
where unpredictable water surfaces are expected due to 
the presence of objects. However, recently, Wu et al. [26] 
proposed a method for the classification of clean and 

polluted water images by exploring the Fourier transform 
[26]. The approach divides the Fourier spectrum into sub-
regions to extract statistical features, such as mean and 
variances. The extracted features are passed to an SVM for 
the classification of water type images. It is noted from 
the experimental results that the method achieves better 
results for two classes and reports poor results for multi 
classes. This is because the proposed features are not suffi-
ciently robust and inadequate to cope with the challenges 
of multiple classes. In contrast to this work, the proposed 
work considers 10 classes for classification and achieves 
better results. To overcome the limitations of the above-
mentioned methods, Wu et al. [27] proposed a method for 
clean and polluted water image classification by exploring 
an attention neural network. The method extracts local 
and global features through a hierarchical attention neu-
ral network approach. The main limitation of this work is 
that if any one of the stages introduces an error, the sub-
sequent stages fail to extract the expected information 
because in the case of the hierarchical approach, it ensures 
that each stage should deliver correct results. Otherwise, 
the hierarchical system does not work well. In addition, the 
method is too expensive and it lacks generalization ability.

Inspired by the method in [12], which stated that the 
HSV color space could mimic human color perceptions 
well, we explore the same observations for different situ-
ations in this work. It is evident from the literature that 
color features are considered prominent for water image 
detection. We noted that gradient direction is insensi-
tive to poor quality and blur (Lee and Kim 2015), thus 
we propose to explore the dominant direction given by 
the gradient to generate Directional Coherence (DC) 
features based on Eigen value analysis for color com-
ponents, which results in enhanced images. However, 
when an image is scaled up or down, the gradient may 
not give consistent features [30]. Therefore, we propose 
Gaussian first order derivative filters to obtain stable fea-
tures for different scaled images, which are named as 
Scale Invariant Gradient Orientations (SIGO). Since the 
problem under consideration is complex, as it involves 
intra and inter-class variations, we further propose some 
features to investigate the texture of water images in a 
different way to strengthen the above-features. Inspired 
by the success of LBP and Gabor wavelets for texture 
description [3], we propose the combination of Gabor 
wavelets and LBP to extract texture features for DC 
images, which are called Gabor Wavelet Binary Patterns 
(GWBP). Finally, to utilize the strengths of deep learning, 
we use a VGG16 model for feature extraction [24]. As a 
result, the proposed method combines SIGO, GWBP and 
the features of VGG16 to obtain a single feature matrix, 
which is subjected to a Gradient Boosting Decision Tree 
(GBDT) for the classification of water images [7].
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3 � Proposed method

As discussed in the previous section, for each input 
image, the proposed method obtains HSV color com-
ponents. Then color components are used for obtaining 
DC images based on Eigen value analysis and gradient 
distributions, which results in two Eigen images for each 
color component. This process outputs enhanced images 
as it combines the advantages of gradient and color 
information. We believe that the insights made based 
on observations from the images are as effective as a 
theoretical justification. The features are extracted based 
on observations and insights in this work. For instance, 
the brightness and gradient information are good fea-
tures for representing different clean water images, 
whilst color and texture information are good for rep-
resenting different polluted water images as shown in 

Fig. 2a. It is illustrated in Fig. 2, where it is noted that the 
behavior of the histograms of gradient with Gaussian 
filters is better than the behavior of the histograms of 
gradient without Gaussian filters in representing clean 
and polluted water images. For the sample images of 
clean and polluted water as shown in Fig. 2a, we perform 
histogram operations for the values of gradient orienta-
tions without Gaussian filters over HSV components by 
quantizing orientations into 16 bins as shown in Fig. 2b. 
At the same time, we perform histogram operations for 
the values of gradient orientations with Gaussian filters 
as shown in Fig. 2c. It is observed from Fig. 2b, c that the 
behaviors of the histograms in Fig. 2b appear almost the 
same, while the behaviors in Fig. 2c appear different. This 
is because the gradient helps us to enhance pixel values, 
while Gaussian filters remove noise created during gradi-
ent operations. This observation motivated us to explore 
the combination of gradient orientations and Gaussian 

Fig.2   Clues from gradient, Gaussian filters for extracting features
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filters. With this notion, for each DC image, we propose 
SIGO based on different standard deviations of the 
derivatives of Gaussian filters for studying texture prop-
erties of water images. In the same way, we propose to 
explore the combination of Gabor-wavelets with binary 
patterns for DC images to study the texture properties of 
water images, namely, GWBP. In addition, the proposed 
method extracts features using VGG16 Deep Learning to 
take advantage of its inherent properties. Furthermore, 
the proposed method combines the features of SIGO, 
GWBP and VGG16, which generates the final feature 
matrix. The feature matrix is fed to a GBDT for the clas-
sification of water images. The reason to explore GBDT 
is that the GBDT is an efficient classifier, which does not 
require a large number of samples for training in con-
trast to deep learning models. In addition, GBDT has the 
ability to balance the features from imbalanced features 
through optimization.

The framework of the proposed method is shown in 
Fig. 3. In this work, if the input image contains too little 
pollution, the method may not perform well due to inad-
equate information for the proposed method. Therefore, 
the scope of the proposed work is limited to the images, 
which contain a certain amount of pollution to extract dis-
tinct features, as shown in the sample images in Fig. 2b.

3.1 � Directional Coherence Images (DC) Detection

For each input image of clean and polluted water, as 
shown in Fig. 2a, the proposed method obtains color 
components, H, S, Vas shown in Fig.  4a, where it is 
noted that the H, S and V of clean and stagnant water 
images appear differently. Specifically, the H of clean 
water images preserves fine details compared to that of 

stagnant (polluted) water images,the S of clean water 
images loses brightness compared to that of polluted 
water images, while the V of clean water images lose 
sharpness compared to that of polluted water images. 
This shows that the above-mentioned color components 
provide clues for classifying different types of clean and 
polluted water images. In order to extract such observa-
tions, we define structure tensor [6], as in Eq. (1), for each 
patch p of the color components, which extracts the pre-
dominant direction of gradient in neighboring regions 
of a pixel. Besides, it summarizes the dominant direction 
and coherence of directions on the patch.

where Ix , Iy denote the gradient of a pixel in the horizon-
tal and vertical directions, respectively, and p denotes a 
patch of size 16 × 16. Based on the above discussion, we 
define directional coherence as structure tension coher-
ence as defined in Eq. (2), where Eigen images, �1 and �2 
are computed from Eigenvalue decomposition of a matrix 
LST(p). The effect of Eigen value decomposition, �1 and �2 
is illustrated in Fig. 4b, c respectively for clean and pol-
luted water images. In Eq. (2),  �1 and �2 denote the relative 
magnitude of the dominant orientation of the gradients 
in the patch and its perpendicular direction, respectively. 
It is noted from Fig. 4b, c that the dominant information is 
enhanced compared to the images in Fig. 4a.
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Fig.3   The framework of the proposed method
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3.2 � Scale invariant gradient orientation (SIGO) 
features

The gradient information is inconsistent for different scales 
due to the calculation of a partial differentiation for each 
pixel in the patch. Therefore, in this work, we propose 
gradient orientations given by the first order derivative 
along with different standard deviations of Gaussian filters. 
In other words, the proposed method uses the Gaussian 
first order derivative filters to calculate the derivatives and 
select the scale invariant gradient orientations in a new 
way. To achieve this, we quantize the value into 16 bins 
and perform histogram operations. The bin which gives 
the highest values in the histogram is considered as the 
stable scale-invariant orientation.

Specifically, the steps for obtaining SIGO features for the 
two DC images are as follows. For each patch of  �1 and �2 
images, we obtain the Gaussian first order derivative filters 
to calculate the derivatives as defined in Eq. (3) and Eq. (4):

(3)Gx
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2��2
i

e
−
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2�2
i ⋅ −

x

�2
i
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where �i denotes the standard deviation of the Gauss-
ian filter, i ∈ {1,2,… , T} , and T is the number of standard 
deviations. With Eq. (3) and Eq. (4), Ix

(
�i
)
= �1 ∗ Gx(�i) and 

Iy
(
�i
)
= �2 ∗ Gy

(
�i
)
 are calculated. Then, the gradient ori-

entation for each patch of different standard deviations 
can be calculated as defined in Eq. (5) and Eq. (6):

where,

For each patch p , the gradient orientation �(p, �) is divided 
into 16 states and a histogram is generated as defined in 
Eq. (7):

where hd denotes the distribution of gradient orientations 
and hd can be calculated as defined in Eq. (8):
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Fig.4   Directional coherence images for HSV based on Eigen value and gradient distribution



Vol:.(1234567890)

Research Article	 SN Applied Sciences (2020) 2:2068 | https://doi.org/10.1007/s42452-020-03882-w

where �(x) is a function defined as Eq. (9):

Therefore, the stable scale-invariant gradient orientation 
for each patch is calculated by a histogram as defined in 
Eq. (10):

Note: In this work, we set the standard deviation of the 
Gaussian filter �i = 1.2i , where i ∈ {1,2,… , T} . The value 
of 1.2 is determined empirically in this work.

3.3 � Gabor wavelet binary patterns (GWBP) features

As discussed in the proposed method section, the features 
extracted in the previous section alone are not sufficient 
for achieving better results. Therefore, we propose a new 
combination for extracting texture features to strengthen 
the extracted features. The proposed method performs 
LBP for Gabor wavelet responses. To make LBP robust to 
noise, we propose to perform LBP over images filtered by 
Gabor wavelets. In other words, the proposed method first 
utilizes a Gabor wavelet filter bank to filter the input tex-
ture image at different resolutions and orientations. Then, 
the proposed method computes several binary patterns 
based on filter responses. It results in GWBP features.

The formal steps of the method are as follows. For each 
color component of the input image, the proposed 
method divides the image into different patches of the 
same size. Let GWs,�k

 be the complex Gabor filter at scale s 
and orientation �k = k�∕K  in the spatial domain. Here, we 
empirically determine K  = 8. Since the Gabor filter is com-
plex, the real and the imaginary parts of GWs,�k

 are denoted 
as GWr

s,�k
 and GWi

s,�k
 , respectively. For each pixel in patch 

p , multiplying pixel value I(p) by each Gabor filter in a 
point-wise manner results in the response for patch p as 
defined in Eq. (11)-Eq. (13):
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The proposed method performs LBP operations for each 
pixel in each patch of the input image. Let 
Ress
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= [Res
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j
] be the vector of the 

magnitude of Gabor responses, and 
−
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j
 be 

the mean magnitude of Gabor responses of all the pixels 
in patch p , where P is the number of pixels in patch p . Then 
a rotation-invariant binary code �s

j
 is computed for the 

pixel j as defined in Eq. (14):

where

and sgn(x) is a sign function as defined in Eq. (16):

To consider the amount of the deviation of Gabor filter 
magnitude from the mean magnitude of Gabor responses, 
the proposed method defines the deviation as.
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The above three binary codes are illustrated in Fig. 5, 
where we can see the clear discrimination for clean and 
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polluted water images. In Fig. 5, the feature values are 
divided into 8 bins on the X axis, and the frequencies 
of the binary code are on the Y axis. In this work, we 
consider 4 levels of Gabor wavelets at 8 orientations 
based on experimentation. Furthermore, the proposed 
method performs histogram operations for each binary 
code discussed in the above and concatenates all the 
three histograms, which results in GWBP.

Convolutional Neural Networks (CNNs) have been 
widely used for image classification and feature extrac-
tion [24]. One such CNN is VGG16, which consists of two 
parts, namely, feature extraction and a classifier. The fea-
ture extraction can translate an image into feature vectors. 
However, we use the former for feature extraction from 
input images. The complete architecture of the feature 
extractor can be seen in Fig. 6. In this set up, we use a 
trained VGG16 for initialization instead of training from the 
very beginning. For each input image, the VGG16 model 
extracts 1000 dimensions.

A deep convolutional neural network (VGG-16) is sim-
ple and efficient compared to other networks, such as 
ResNet. Since the main objective of the proposed work is 
to explore the combination of hand-crafted and deep fea-
tures for achieving better classification results, we propose 
to use a simple architecture rather than a heavy/complex 
architecture such as ResNet. The reason is that collecting 
a large number of samples, which represent different pol-
luted water images, is a difficult task. This is because the 
nature of polluted water images is unpredictable. There-
fore, it is necessary to propose a method that can with-
stand the challenges caused by adverse effects of contami-
nation. To overcome this problem, rather than developing 
end-to-end deep learning models, which depend heavily 
on a number of samples and labels, the proposed method 
focuses on feature extraction such that the method can 
work well with a smaller number of samples. This work 
uses a simple VGG-16 model for feature extraction but 
not for classification. In contrast, the heavy network like 
ResNet compared to VGG-16 requires a large number of 

Fig.5   Histogram of three binary codes for clean and polluted water images
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labeled samples to obtain accurate results for complex 
problems. Otherwise, the network may not perform well 
due to the problem of overfitting.

3.4 � Gradient boosting decision tree (GBDT) 
for water image classification

As discussed in the previous section, the dataset does 
not provide a large number of samples, and the varia-
tions in intra-class and inter-classes are unpredictable. 
Hence, there is a need to propose a method, which does 
not depend much on having a large number of samples 
to achieve better results. Since the proposed method 
extracts features that have the ability to differentiate dif-
ferent water images, a simple classifier is enough to extract 
such differences to obtain good classification results. Fur-
thermore, it is also noted that GBDT is a well-known opti-
mized and efficient classifier. It has the ability to balance 
the features when the extracted features are imbalanced. 
Therefore, in order to avoid the problems of overfitting 
with end-to-end deep learning models, the proposed work 
uses GBDT for classification in this work.

GBDTs are popular for achieving high accuracy, and 
are one of the effective methods of statistical learning in 
classification [7]. Therefore, we use GBDT for the classifica-
tion of different types of water images in this work. Before 
applying GBDT, the proposed method uses augmentation 
for balancing training samples for unbalanced sub-classes. 
For the GBDT, the proposed method fuses the features 
extracted using SIGO, GWBP and VGG-16 as a single fea-
ture matrix, as shown in Fig. 7 where it can be seen that 
three different features are fused. For fusion, the proposed 
approach uses simple concatenation operations to obtain 
a single feature matrix. The GBDT model is illustrated as 
follows. It is the sum of the products of several basis func-
tions with their weights as defined in Eq. (21):

where b is a basis function, and W is the weight of the basis 
function. The objective of the algorithm is to minimize the 
expected value of the loss function as defined in Eq. (22).

(21)f(x) =

N∑
n=1

Wnb
(
x;�n

)

where L is the loss function. It is not optimal to use N clas-
sifiers in parallel at the same time. Therefore, the proposed 
method uses one function with their coefficient sequen-
tially. This process results in minimum values, gradually as 
defined in Eq. (23):

To obtain the minimum value of the loss function, we set 
the basis function as defined in Eq. (23):

where � means step size.When the process reaches n , we 
calculate the residual as defined in Eq. (25).

Based on this, the proposed method fixes the n-th basis 
function with 

(
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)
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the input space into j spaces, namely, R1n, R2n,… , Rjn , and 
its output of each space is denoted by �jm . The n-th tree is 
defined as Eq. (26).

Then, the proposed method searches for the best step size 
in each region of the decision tree linearly. The step size 
is combined with �jm as mentioned above, and the n-th 
objective function is defined as in Eq. (27):
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Fig. 7   Fusing features with the feature extracted by the VGG-16 model for classification with GBDT
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where �jn denotes the item, which combines the step size 
with �jn.Finally, the objective function is selected as the 
softmax function, as defined in Eq. (28):

where k denotes the dimension of the data.
The distributions of features for two classes and mul-

tiple classes are shown in Fig.  8a, b, respectively. It is 
observed from Fig. 8a, b that there is a clear discrimina-
tion for two classes, but slightly poorer discrimination for 
multiple classes compared to two classes. Figure 8 shows 
that the X and Y axes indicate the first and second dimen-
sions containing the largest variance of features, respec-
tively. The proposed approach estimates a covariance 
matrix for the feature matrix using Principal Component 
Analysis. Furthermore, the proposed approach finds Eigen 
vectors corresponding to the maximum two Eigenvalues, 
and those values are multiplied by the feature matrix. This 
outputs the 2-dimensional space as illustrated in Fig. 8.

The parameters used in the GBDT classifier are max_
depth = 5, objective = ‘multi:softmax’, learning_rate = 0.01, 
gamma = 0.1. The values of the parameters are determined 
empirically by conducting experiments on 500 random 
samples chosen across classes. Therefore, the values of the 
parameters do not have a significant effect on the overall 
performance of the proposed method.

4 � Experimental results

Since there is no benchmark dataset for water images of 
different types, especially for polluted water images, we 
collected images from Google, Bing and Baidu, as well as 
our own resources. In addition, we also collected images 

(28)�(z)j =
ezj∑K

k=1
ezk

from [13], which provides clean water images of different 
types. The dataset includes images of different sizes or res-
olutions, and images captured from different height dis-
tances, images with complex backgrounds and poor qual-
ity, etc. In total, the dataset consists of 1000 images, which 
includes 500 for clean water image classes and 500 for pol-
luted water image classes for evaluating the proposed and 
existing methods. The clean water image classes are Foun-
tains, Lakes, Oceans and Rivers, as shown in Fig. 9a, where 
we can see water with different backgrounds. In case of 
ocean and lake images, one expects the presence of tides 
and waves to make visible differences as shown in Fig. 9a. 
Whereas the polluted water image classes include Algae, 
Animals (which may be alive or dead), Fungi, Industrial 
Pollution, Oils and Rubbish, as shown in Fig. 9b, where it 
can be seen the images are complex compared to those of 
clean water due to background and foreground variations. 
In total, 10 classes are considered for experimentation. The 
reason to choose more than 10 classes in this work is that 
as per our knowledge, those classes commonly arise in 
locations of interest, and present significant health risks 
to certain segments of society. Note that for all the experi-
ments in this work, we consider 75% for training samples 
and 25% for testing. To support reproducibility of research, 
our dataset and code of the proposed method will be 
released publicly1.

To evaluate the performance of the proposed and exist-
ing methods, we use standard measures, namely, Recall, 
Precision, F-measure as defined in Eqs. (29–31), respec-
tively. The definitions for the above measure are as fol-
lows. True Positive (TP) is the number of images detected 
correctly in the positive class,True Negative (TN) is the 
number of images detected correctly in the negative class; 
False Positive (FP) and False Negative (FN) are the numbers 
of images detected incorrectly in positive and negative 
classes, respectively.

Fig.8   Distribution of features after fusion in different classes
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There are a few methods for the classification of both 
clean and polluted water images. However, we choose 
relevant and state-of-the-art methods for a compara-
tive study with the proposed method to demonstrate its 
effectiveness. Mettes et al. [13] proposed water detec-
tion through spatio-temporal invariant descriptors. The 
method focuses on video for clean water image classifi-
cation by exploring motion properties of water. Qi et al. 
[19] proposed dynamic textures and scene classifica-
tion by transferring deep image features. The method 
explores deep learning for feature extraction to detect 
water images. It is noted from the above two methods 
that their main objective is to detect clean water images 
but not polluted water images. In addition, the methods 

(29)Pr ecision(P) =
TP

TP + FP

(30)Recall(R) =
TP

TP + FN

(31)F1 − score (F) =
2 ∗ Precision ∗ Recall

Precision + Recall
�

are developed for video but not still images. However, 
for experimentation on our dataset, we considered each 
image as a key frame and created duplicate frames for the 
existing methods. The method [31] explores deep learn-
ing for extracting high level features for classification of 
images captured by radar containing water. The method 
[26] explores the Fourier spectrum for extracting features 
and it classifies water images from the polluted water 
images. The scope of the former method is limited to radar 
images and the latter method is limited to two classes. The 
reason to choose the method [31] is to show that the deep 
learning model developed for radar images may not work 
well for the images captured by a normal camera. Simi-
larly, we selected the method due to [26] to demonstrate 
that the extracted features are not sufficient to achieve 
better results for multi-classes. We also implemented a 
method [27] which proposes an attention neural network 
for classification of clean and polluted water images. Since 
the objective of the method is the same as the proposed 
method, and to show that the deep neural network may 
not be sufficient to achieve consistent results for different 
experiments, the proposed method is compared with this 
method. Furthermore, to show that conventional features, 

Fig. 9   Examples of different types of clean and polluted water images
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such as color histogram-based features do not have the 
ability to classify accurately, we extracted color histogram-
based features as presented in [1] to undertake compara-
tive study with the proposed method.

The proposed method requires approximately 6.18 min 
for training and 0.3 s for testing with the following sys-
tem configuration. 2.4 GHz 24-core CPU, 62G RAM, no 
GPU device. However, it is noted that the processing time 
depends on several other factors also, such as coding, plat-
form and programming, operating system etc. Since the 
scope of the proposed work is to classify water images, we 
do not focus on developing an efficient method.

4.1 � Ablation study

The proposed method comprises three key steps, 
namely, Scale Invariant Gradient Orientation (SIGO) fea-
tures, the Gabor Wavelet Binary Pattern (GWBP), and fea-
ture extraction using the VGG-16 model for the classifica-
tion of clean and polluted water images. To validate the 
effectiveness of each step, we conducted experiments on 
clean, polluted water images and all the classes to com-
pute the measures as reported in Table 1. In addition, to 

test VGG-16 model against RestNet-50 when the dataset 
is small, we calculated the measures using only RestNet 
without hand-crafted features as reported in Table 1. 
Note that in this work, we use pre-trained VGG-16 and 
ResNet models for experimentation. The main reason is 
the lack of labeled samples, and the proposed method 
does not require a deep learning models. When we look 
at the average precision, recall and F-measure of all the 
classes over three experiments, the proposed method is 
the best at all the three measures compared to the other 
experiments. At the same time, the results of SIGO and 
GWBP are almost the same for 4, 6 and 10 class classifica-
tion. This shows that both SIGO and GWBP are effective 
in achieving the best results by the proposed method. 
When we compare the result of ResNet and VGG-16, the 
results of VGG-16 are better than ResNet for the three 
experiments. Therefore, one can infer that for a small 
dataset, ResNet does not work well because of overfit-
ting. On the other hand, the VGG-16 model reports bet-
ter results than SIGO and GWBP. Therefore, the VGG-16 
model is also effective in achieving the best result for 
the classification by the proposed method. In summary, 

Table 1   Analyzing the effectiveness of the key steps and the proposed method for classifying 4, 6 and 10-class classification (Bold indicates 
the best results). Here P, R and F represent Precision, Recall and F-measure, respectively

Methods SIGO GWBP ResNet50 VGG-16 Proposed

P R F P R F P R F P R F P R F

Clean water (4 classes) Fountain 0.86 0.86 0.86 0.83 0.71 0.77 0.82 0.81 0.81 0.84 0.82 0.83 0.86 0.86 0.86
Lake 0.59 0.52 0.55 0.61 0.58 0.59 0.6 0.62 0.61 0.61 0.63 0.62 0.62 0.64 0.63
Ocean 0.69 0.74 0.71 0.65 0.7 0.67 0.71 0.7 0.7 0.7 0.7 0.7 0.71 0.74 0.72
River 0.58 0.59 0.58 0.56 0.56 0.56 0.61 0.59 0.6 0.63 0.6 0.61 0.67 0.62 0.64
Average 0.68 0.68 0.68 0.66 0.64 0.65 0.69 0.68 0.68 0.70 0.69 0.69 0.72 0.72 0.71

Polluted water (6 classes) Algae 0.2 0.5 0.29 0.33 0.5 0.4 0.46 0.6 0.52 0.38 1.00 0.55 0.74 0.76 0.75
Animal 0.75 0.33 0.46 0.75 0.33 0.46 0.71 0.42 0.51 0.75 0.41 0.53 0.62 0.64 0.63
Funguses 0.62 0.36 0.46 0.53 0.36 0.43 0.64 0.4 0.5 0.69 0.41 0.51 0.71 0.74 0.72
Industrial 0.46 0.73 0.56 0.47 0.73 0.57 0.5 0.87 0.63 0.52 0.9 0.65 0.67 0.62 0.64
Oil 0.75 0.18 0.29 0.67 0.24 0.35 0.58 0.23 0.35 0.61 0.26 0.36 0.84 0.84 0.84
Rubbish 0.69 0.83 0.75 0.75 0.89 0.81 0.76 0.8 0.78 0.78 0.82 0.8 0.62 0.64 0.63
Average 0.58 0.49 0.47 0.58 0.51 0.50 0.61 0.55 0.55 0.62 0.63 0.57 0.70 0.71 0.70

Clean + Polluted (10 classes) Fountain 0.86 0.86 0.86 0.63 0.71 0.67 0.7 0.9 0.78 0.72 0.92 0.81 0.78 1 0.88
Lake 0.59 0.52 0.55 0.53 0.55 0.54 0.54 0.53 0.54 0.56 0.53 0.55 0.59 0.58 0.58
Ocean 0.6 0.7 0.65 0.6 0.65 0.62 0.64 0.66 0.65 0.63 0.64 0.63 0.65 0.67 0.66
River 0.49 0.56 0.52 0.54 0.56 0.55 0.5 0.55 0.53 0.52 0.56 0.54 0.5 0.46 0.48
Algae 0.33 0.5 0.4 0.00 0.00 0.00 0.25 0.4 0.3 0.25 0.4 0.3 0.25 0.5 0.33
Animal 0.75 0.33 0.46 0.75 0.33 0.46 0.71 0.4 0.51 0.74 0.43 0.53 0.8 0.44 0.57
Funguses 0.56 0.23 0.33 0.56 0.45 0.5 0.52 0.41 0.46 0.57 0.44 0.49 0.59 0.45 0.51
Industrial 0.43 0.59 0.5 0.43 0.59 0.5 0.41 0.61 0.48 0.41 0.66 0.53 0.47 0.73 0.57
Oil 0.33 0.12 0.18 1.00 0.12 0.21 0.6 0.22 0.34 0.61 0.23 0.34 0.67 0.24 0.35
Rubbish 0.69 0.83 0.75 0.74 0.79 0.76 0.72 0.78 0.75 0.76 0.8 0.78 0.78 0.85 0.81
Average 0.56 0.52 0.52 0.58 0.48 0.48 0.56 0.55 0.53 0.58 0.56 0.55 0.61 0.59 0.57
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the steps used in the proposed method are effective and 
contribute equally for achieving the best results.

4.2 � Experiments on two‑class classification

Sample results of the proposed method for clean and 
polluted water image detection are shown in Fig. 10a, 

b, respectively, where it can be seen that the proposed 
method classifies images with different backgrounds, 
successfully.

Quantitative results of the proposed and existing meth-
ods are reported in Table 2, where it is noted that the pro-
posed method is the best at F-measure compared to exist-
ing methods. When we compare the results of the existing 
methods [13, 19, 26, 27, 31] and Color based features of 

Fig. 10   The proposed method classifies clean and polluted water images successfully

Table 2   Performance of the proposed and existing methods for clean and polluted water image classification (two-class classification) 

(Bold indicates the best results)

Here P, R and F represent Precision, Recall and F-measure, respectively

Method Proposed Mettes et al. 
[12]

Qi et al. [18] Wu et al. [25] Zhao et al. 
[30]

Color Histo-
gram Features

Wu 
et al. 
[26]

Clean water P 0.95 0.62 0.88 0.91 0.87 0.28 0.96
R 0.98 0.59 0.93 0.89 0.84 0.35 0.97
F 0.96 0.60 0.90 0.90 0.85 0.31 0.96

Polluted water P 0.98 0.61 0.92 0.88 0.90 0.35 0.96
R 0.94 0.63 0.87 0.91 0.88 0.32 0.95
F 0.96 0.62 0.89 0.89 0.89 0.33 0.95
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[1], the method [27] is better than all other existing meth-
ods. This is because of the advantage of the attention-
based deep network model, which combines both local 
and global information in the images for classification, 
while most of the existing methods extract global infor-
mation for classification. However, the results of Wu et al. 
[27] are lower than the proposed method. This is because 
of the combination of hand-crafted features and deep 
features, which do not depend heavily on the number of 
samples unlike Wu et al.’s [27] method. It is observed from 
Table 2 that the color-based features and the method in 
[13] report poor results compared to the proposed and 
other existing methods. The main reason is that the meth-
ods extract conventional features, which may not be as 
robust as those features extracted by deep learning mod-
els. Although other existing methods use deep learning 
models for classification, the methods report poor results 
compared to the proposed method. This is because of the 
inherent limitations of the existing methods. In addition, 
the models are not robust for obtaining good results on 
small datasets. On the other hand, the proposed method 
involves hand-crafted features (which are invariant to rota-
tion, scaling) and deep learning-based features, which 
enhances the robustness and generalization ability. Hence 
the proposed method is best for classification compared 
to the existing methods.

4.3 � Evaluation on multi‑class classification

To test the effectiveness of the proposed method on multi-
class classification, we conducted experiments on multiple 
classes of clean, polluted water images and together 10 
classes of water mages. Quantitative results of the pro-
posed and existing methods for 4 classes of clean water, 
6 classes of polluted water and 10 classes of both clean 
and polluted water images are reported in Table 3. It is 
observed from Table 3 that the proposed method is the 
best at average precision, recall and F-measure for 4 and 
6 classes while it is the best at average recall for 10-class 
classification. As mentioned in the previous section, the 
method due to Wu et al. [27] outperforms all other exist-
ing methods. The reason is that the method is developed 
for clean and polluted water image classification, as in the 
case of the proposed method. However, this method does 
not consider the advantages of hand-crafted features for 
classification, and hence it reports poor results compared 
to the proposed method especially for 4- and 6-class clas-
sification. For 10-class classification, Wu et al. [27] reports 
almost the same results as the proposed method. This 
shows that the complex deep network proposed in Wu 
et al. [27] is effective when the dataset has a large number 
of samples for training. Since the deep network proposed 
in Wu et al. [27] is complex compared to the VGG-16 model 

used in our method, it is considered too computationally 
expensive. Therefore, one can conclude that the proposed 
method is accurate as well as effective for classifying 4, 
6 and 10 classes compared to the existing methods. The 
reason for the poor results of the existing methods is the 
same as discussed in the previous section.

To show the proposed method is invariant to rotation, 
scaling and is to some extent robust to noise and blur, 
which are common causes introduced by open environ-
ments in real-time situations, we conducted experiments 
on 10 classes to compute the measures as reported in 
Table 4. In this experiment, the Gaussian noise (mean 0 
and the variance varies from 0.01 to 0.1), blur (kernel of 
size 5 × 5 and the value sigma varies from 1 to 5) at dif-
ferent levels is added to the input images. In addition, 
the images in the dataset are scaled up and down and 
rotated randomly to validate the invariance property of 
the proposed features. It is noted from the average pre-
cision, recall and F-measure reported in Table 4 that for 
the images affected by different scenarios, the proposed 
method reports poor results compared to the unaffected 
images. However, for the rotated and scaled images, the 
results are better than the images affected by noise, blur 
and the results are almost the same as the results of unaf-
fected images. This shows that the proposed features 
have the ability to handle different rotation and scaling of 
the images. For noise and blurred images, the proposed 
method reports poor result compared to normal images. 
This is because the features proposed in the method are 
sensitive to noise and blur, which is a limitation of the pro-
posed work and it is beyond the scope of this research. 
Thus, there is a scope for improvement in the near future.

However, sometimes, the proposed method misclassi-
fies images such as those shown in Fig. 11a, b, where it 
is seen that when images include water with other con-
tent, such as objects, the proposed method misclassifies 
clean water images as polluted water ones and vice versa. 
This is understandable because it is hard to define shapes 
of background objects in water images since they are 
unpredictable.

5 � Conclusions and future work

In this work, we have proposed a new method for classify-
ing water images of clean and polluted water. The pro-
posed method explores Eigen value analysis and gradient 
distributions for enhancing fine details in the images. The 
contributions of the proposed method can be concluded 
as follows. (i) The proposed method adapts the concepts 
of SIGO, GWBP and VGG16 for feature extraction in new 
way to solve the complex problem of multiple-class clas-
sification of clean and polluted water images. (ii) The way 
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the proposed work integrates the features extracted from 
the above concepts with the help of GBDT for classification 
is something new compared to the existing work. (iii) The 

combination of hand-crafted features and deep features 
are better than deep learning-based methods alone. (iv) 
Experimental results show that the proposed method is 

Table 4   The performance of the proposed method for the images affected by noise, blur, scaling and rotation

(Bold indicates the best results)

Here P, R and F represent Precision, Recall and F-measure, respectively

Classes Methods Proposed Different scaled and 
rotated images

Gaussian blur Gaussian white noise

P R F P R F P R F P R F

Clean + Polluted 
(10 classes)

Fountain 0.78 1 0.88 0.72 0.85 0.78 0.69 0.7 0.69 0.68 0.72 0.70
Lake 0.59 0.58 0.58 0.56 0.55 0.55 0.5 0.51 0.50 0.51 0.5 0.50
Ocean 0.65 0.67 0.66 0.62 0.63 0.62 0.57 0.59 0.58 0.58 0.6 0.59
River 0.5 0.46 0.48 0.49 0.45 0.47 0.45 0.4 0.42 0.44 0.41 0.42
Algae 0.25 0.5 0.33 0.25 0.48 0.33 0.22 0.43 0.29 0.21 0.43 0.28
Animal 0.8 0.44 0.57 0.81 0.46 0.59 0.72 0.43 0.54 0.73 0.41 0.53
Fungi 0.59 0.45 0.51 0.53 0.42 0.47 0.5 0.41 0.45 0.5 0.39 0.44
Industrial Pollution 0.47 0.73 0.57 0.45 0.71 0.55 0.42 0.68 0.52 0.41 0.67 0.51
Oil 0.67 0.24 0.35 0.65 0.22 0.33 0.55 0.21 0.30 0.57 0.2 0.30
Rubbish 0.78 0.85 0.81 0.75 0.83 0.79 0.72 0.84 0.78 0.73 0.85 0.79
average 0.61 0.59 0.58 0.58 0.56 0.55 0.53 0.52 0.51 0.54 0.52 0.51

Average 0.60 0.59 0.57 0.58 0.56 0.54 0.53 0.52 0.50 0.53 0.51 0.50

Fig.11   The limitations of the proposed method
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better than existing methods for both two and multiple 
class classification. (v) It is also noted from experimental 
results that the proposed method is robust to rotation 
and scaling and to some extent to noise and blur at dif-
ferent levels. (vi) Sometimes, when the images share the 
extracted features, the proposed method misclassifies the 
images as shown in the sample misclassification results 
in the experimental section. (vii) When we observed the 
classification results on multiple- class classification, the 
results are not very high. In order to improve the results, 
we need to further investigate robust deep learning archi-
tectures with different features.

As mentioned in the Introduction Section, real time 
applications, such as monitoring stagnant water is also 
one of the key applications and hence the proposed work 
can be considered as a reference or base work for investi-
gating new ideas, such as tackling the challenges caused 
by drone images at different angles and height distances 
in different weather conditions. This is very challenging 
because when angle and height distance changes, the 
complexity increases in terms of quality, contrast, size, 
resolution and distortion. Developing a method to cope 
with such challenges requires a new direction for research-
ers. In order to support the reproducibility of the research, 
we have a plan to release the dataset publicly along with 
the code after acceptance. The link can be found on Page 
23 at footnote.
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