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Abstract
This study aims to determine the watermark resistance to different attacks as well as the PSNR level, both of which are 
essential requirements of watermarking. In our research, we came up with an intelligent design based on NSCT-SVD that 
fulfills these requirements to a great extent and we managed to use different-sized images for watermark instead of 
using logos on the host images. Yet we were able to improve PSNR levels and resistance to various attacks. In this paper 
an NSCT-SVD-based smart watermark model is proposed. We first compare the PSO and PSO-GA algorithms for greater 
stability using larger SFs obtained by the PSO-GA-AI algorithm. The resulting host image is then decomposed by NSCT 
transform to obtain images below the low frequency range. Stationary Wavelet Transform (SWT) is performed once on 
these coefficients and the low frequency coefficients are fed to SVD. Afterwards, SWT transform is performed on the 
watermark image and the transform is once again taken from the HL coefficients and the LL frequencies are given to the 
SVD conversion. The rest of image process is insertion. This insertion process dramatically increases the visual transpar-
ency and PSNR value. The experiment shows that such a model is able to resist the repeated image attacks with better 
visibility and power. These results are compared before and after using SWT. We have used a PSO-based algorithm for 
better results on the False Positive rate in the embedding phase.
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Abbreviations
SWT	� Stationary wavelet transform
DWT	� Discrete wavelet transform
PSNR	� Peak signal-to-noise ratio
SSIM	� Structural similarity index
NCC	� Normalized cross-sectional correlation
CT	� Contourlet transform
ANN	� Artificial neural networks
MSSIM	� Mean structural similarity index measure

1  Introduction

With the increasing expansion of the world wide web and 
social networks, the use of copyright and the prevention of 
illegal copying in such a way that the proprietorship of the 
copyrighted work can be proven, has become more popu-
lar. In fact, digital watermarking can be a good solution to 
this problem [1–3]. With the development of Internet and 
digital media, creation of multimedia works has become 
easier than ever before and the security of this volume 
of information raises concerns [3]. Watermarking can be 
called the art of hiding information in a way that is not rec-
ognizable to others. This process should be accompanied 
by minimal alteration to the host image [2].
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The most damaging kind of attack are the geomet-
ric attacks that do not actually remove the treasure but 
manipulate the watermarked object in such a way that the 
person extracting the treasure cannot extract it from the 
watermarked data [4]. Therefore, it is important to ensure 
the host image stability before inserting the watermark 
into the host image. Watermarks are generally divided into 
two categories of space domain and frequency domain. 
The former offers no effective protection against repeti-
tive attacks [5]. In the frequency domain, conversions such 
as DFT, DCT, and DWT are used to insert the message. In 
the methods of this group, the watermarking operation is 
done in the field of sound conversion in such a way that 
first the whole image or any of its blocks are transferred 
to another domain and then watermarking is done in 
the corresponding field and the image is returned to the 
image domain again to obtain the watermarked image. 
What distinguishes the methods of this group from each 
other is the type of conversion function chosen and how 
the information is inserted in the field of conversion. In 
general, watermarking in the field of conversion has less 
storage capacity than the image domain, but instead 
exhibits greater resistance to any sabotage aimed at the 
image [6, 7]. DWT-based watermarking algorithms insert 
watermarks in areas with less sensitivity. In DCT-based 
methods, the host signal is broken into different frequency 
bands and the watermark can be inserted into different 
frequency bands [8]. In [9], an algorithm based on the 
combination of DWT and DCT is presented.

Contourlet transformation, which is another form of fre-
quency domain transformations, creates boundaries with 
great accuracy. It is multi-scale and, unlike other transfor-
mations, offers a variety of directions [10]. Authors in [12] 
presented two algorithms which insert the watermark in 
coefficients with larger absolute values. Zaboli et al. [13], 
proposed a new method for non-blind watermarking of 
gray images that used the features of the human visual 
system and a new entropy-based method for the water-
marking process. It decomposes the main image into four 
levels and the watermark is an image mixed with random 
noise sequences stored in the cover image. In Ref. [14], 
a new contourlet Conversion called Sharp Frequency 
Local contourlet is introduced which proposes a new 
structure of contourlet conversion claiming that it solves 
the non-positioning problem of the original contour-
let conversion. The main case involves a combination of 
the Laplacian pyramid, Directional Filter Banks (DFB) and 
multi-resolution image interpretation. According to this 
article, filters are used in the new contourlet conversion 
more than the original contourlet conversion and sam-
ple increment and subtraction operations continue to be 
used. They used the new conversion in combination with 
SVD, which is another frequency domain transformation. 

GA is a population-based meta-heuristic algorithm [15]. 
Ref. [16] proposes a DCT-DWT-SVD-based algorithm using 
PSO which is another meta-heuristic algorithm based on 
Genetic Programming (GP) to modify single image val-
ues. In our simulations we have used a type of conversion 
called NSCT, which is actually an optimized version of con-
tourlet conversion for further directions along with finer 
details provided in image parsing than other watermark-
ing conversions. Also because contourlet outperforms 
in receiving smooth contours and provides more robust 
edges in many high frequency areas without disturbance. 
So we expected to be able to provide better results and 
since one of our goals was to achieve a method where 
the PSNR was increased, the redundant DWT which is a 
frequency-domain conversion is used. To fully assess our 
method, MSSIM, and MSE were also used in addition to 
PSNR. The SF coefficient, indicating the stability of the 
method against attacks, was compared with the stand-
ard test images in four ways using PSO, PSO-GA, PSOGA-
AI, and PSO-AI to see in which mood the best result is 
obtained. We also tested the plan results with different 
dimensions of the host and watermark image to accurately 
evaluate it against the attacks. These results are presented 
in Sect. 4.

This paper develops an intelligent watermarking 
method using the contourlet and SVD combination and 
utilizing SF which is an algorithm to find the most robust 
image for insertion of watermark using an optimized 
PSO that combines neural networks with GA. It evaluates 
watermark visibility through the peak signal-to-noise ratio 
(PSNR) and structural similarity index (SSIM) and tests 
power with normalized cross-sectional correlation (NCC). 
Also using SWT algorithm, the PSNR value is increased. 
These parameters are compared before and after applying 
this algorithm.

The experiment showed that such a pattern had bet-
ter watermark and visibility as well as better information 
security. We also used this algorithm to hide an image in 
a second image rather than inserting a few bits or a logo. 
The rest of this article is organized as follows: Sect. 2 intro-
duces the relevant principles, Sect. 3 shows the proposed 
model, and Sect. 4 presents the results.

2 � Background

2.1 � Contourlet transform

The directions applied for embedding the watermark are 
limited in conventional wavelet transform because it has 
only three horizontal, vertical, and diagonal directions, 
while the Contourlet transform is a single transform in 
which the number of directional bands can be determined 
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by the user at any given resolution [10]. In fact, this trans-
form provides a multi-resolution representation of the sig-
nal. It is also an integral directional 2D transform used to 
describe fine curves and details in images and efficiently 
describes the smooth contours that are key components 
in images. The contourlet expansion is a multi-resolution 
directional expansion of the basic functions. One of the 
most important features of this transform is that it can 
specify multiple multidirectional analyses at each level of 
the multi-resolution pyramid [11]. The contourlet trans-
form is done by a two-filter set to go from the space to the 
frequency domain. The first filter uses the Laplacein Pyra-
mid (LP) to receive point discontinuities and then connects 
the point to the linear DFB via a directional filter bank, and 
then the presented image is obtained with the main ele-
ments of the contour sections [17].

CT can be divided into two main parts: Laplacian Pyra-
mid (LP) decomposition and directional filter bank (DFB). 
The original image is decomposed into a low-pass image 
and a band-pass filtering image via LP method. Each 
band-pass filtering image is then parsed with DFB. If the 
same steps are repeated with the low-pass image, we can 
achieve multi-directional and multi-solution parsing. Fig-
ure 1 shows the CT structure. NSCT is obtained by coupling 
a non-sample pyramid structure (NSP) with a non-sample 
DFB (NSDFB). The NSCT structure is also shown in Fig. 2. 
Due to the basic properties of anisotropy and orientation 
that are not common in wavelets, Contourlet is superior 
to other transformations in image processing [10]. Also 
due to the fact that we witnessed a better set of direc-
tions and shapes compared to wavelets, the contourlet 

outperformed in receiving smooth contours. Considering 
the more powerful capacity of hidden edges, Contourlet 
is more suitable for hiding data in many high frequency 
areas without disturbing the original image [18].

For the mathematical formulation of the process, 
suppose x[n] = f ,�L,n is an image signal for each 
f = L2

(

R2
)

,�L,n , which is an orthogonal scaling function. 
Then, the discrete contourlet transform of x is:

In which, aJ and d(l)

j,k
 are the complete and approximate 

coefficients, including:

In which, �(l)
j,k,n

 is the basis function of the directed filter 
bank and �L+J,n is the basis function of LP [19].

2.2 � SVD function in watermarking

SVD decomposes a symmetric matrix into three matri-
ces. These three decomposed matrices are, in particular, 
the singular matrices U, S, and V. If we assume that Y is a 
symmetric matrix, SVD can be obtained by the following 
equation:

(1)
x
Contourlet transform

⇒

(

aJ , d
(l)

j,k

)

, j = 1,… J;

k = 0,… 2l j − 1

(2)aJ[n] = f , �L + J, n

(3)d
(l)

j,k
[n] = f , �

(l)

j,k,n

(2,2) 

Original 
image 

Band-pass 
filtering 

Band-pass 
filtering 

Band-pass 
filtering 

Low-pass 
filtering 

Low-frequency 
sub-band 

High-frequency 
sub-band 

High-frequency 
sub-band 

Fig. 1   CT Filter Bank Structure
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In Eq. (4) we have U UT = In and VVT = In . The columns U are 
orthogonal eigenvectors YYT , as the degree of the matrix Y, 
the elements of the diagonal matrix S can satisfy the rela-
tion in Eq. 5, and we can also rewrite the matrix Y as Eq. 6 
shown below. In Eq. (6),μi and Vi are the i-th eigenvectors U 
and V and δi is considered equal to the i-th singular value.

where δi and Vi are the ith eigenvectors of U and V and δi 
is the i-th singular value.

2.3 � Stationary wavelet transform

Stationary Wavelet Transform (SWT) is a waveform conver-
sion algorithm designed to overcome the translation-in-
variance of Discrete Wavelet Transform (DWT). The trans-
lation-in-variance is a result of removing the downstream 
and upstream samplers in the DWT and the upstream sam-
pling of the filter coefficients by factor 2j−1 at the j-th level 
of the algorithm. SWT is intrinsically redundant, since the 
output of each level of SWT contains a number of samples 

(4)USV
T = SVD(Y)

(5)�1 ≥ �2 ≥ … ≥ �r ≥ �r+1

(6)= �r+2 = … �n = 0.

Y =

r
∑

r=1

�i�iVi

equal to inputs. For N surface decomposition, there is N 
redundancy in the wavelet coefficients [20, 21].

The 2D SWT divides the image into four sub-bands. LL is 
the approximate image of the input image, known as the 
low frequency sub-band. LH, HL and HH sub-bands repre-
sent the horizontal, vertical and diagonal features of the 
original image, respectively. Figure 3 illustrates the imple-
mentation of the SWT up to three levels. In our experi-
ments, we found that this conversion increased PSNR. 
The application of this conversion to the Barbara image 
in three levels is shown in Fig. 3 and SWT conversion to 
Barbara image is shown in Fig. 4.

2.4 � PSO combined with GA

As mentioned, Genetic Algorithm is a search-based algo-
rithm which is based on natural selection and genet-
ics [22]. In problems where the objective function is 
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Fig. 2   NSCT filter bank structure

Fig. 3   SWT Filter Bank
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non-derivative and the design variables are continuous 
or discrete, this algorithm seems appropriate. The genetic 
algorithm is presented based on the Darwinian principle 
of evolution, which is based on the struggle for survival 
as well as the survival of the fittest. Each member of the 
population is considered as a chromosome and the fit is 
obtained from the objective function. This function must 
also be optimized. Operators such as mutation, composi-
tion, and selection are used to evolve the original popu-
lation. Those members of the population who are more 
fit will have a better chance of reproducing. After several 
repetitions, the population reaches a steady state. So at 
this point, the algorithm converges and most of the popu-
lation members will be the same, indicating a near-optimal 
answer to the problem. Genetic algorithm control is per-
formed by three operators: mutation rate, composition 
rate and size. Like other search algorithms, the optimal 
response is obtained in the genetic algorithm after many 
iterations, the repetition rate of which is determined by 
chromosome length and population size. However, evolu-
tionary algorithms, especially GA and PSO, which are also 
used in our design, have advantages and disadvantages 
[23]. The operators used in GA are random and this algo-
rithm is very sensitive to the initial values ​​selected by the 
user. Also, the convergence rate to the response in this 
algorithm is low. The PSO algorithm has a more accurate 
performance. However, like GA, this algorithm is sensitive 
to the initial value. To overcome the limitations of PSO, its 
combination with GA has been proposed. The basis for this 
is that such a combined approach is expected to have the 
simultaneous benefits of PSO and GA. One of the advan-
tages of PSO over GA is its algorithmic simplicity. Another 
obvious difference between the two is the ability of con-
vergence control [24].

Considering the advantages and disadvantages of 
the two algorithms, the PSO-GA combination was first 
proposed by Angelin and Eberhard as a new algorithm 

to outperform each individual algorithm [25, 26]. In the 
hybrid algorithm, the speed of finding a response is sig-
nificantly increased and the accuracy of the response will 
be more acceptable. This algorithm can be used for many 
optimization problems. The hybrid algorithm is a one-
objective algorithm. In this scheme, we first run PSO and 
then GA. And for all members of the population, the best 
update is done and the children inherit the best memory 
from their parents and the speed of the first child ran-
domly takes one of the speeds of the first and second par-
ents and the remaining parent reaches the second child.

2.5 � Artificial neural networks (ANN)

In the artificial neural network (ANN), attempts have been 
made to model the nervous systems of living organs, espe-
cially the human brain. ANN is made up of a large num-
ber of highly interconnected processing elements, such 
as neurons, that perform tasks together. ANNs have the 
ability to be trained and, like the brain, to learn by see-
ing different examples. A neural network is created from 
parallel processing units that are interconnected. Each of 
these units receives input from the other units. This unit 
then takes the sum of the inputs and calculates the out-
put, and this output is sent to the other units to which 
it is connected [2]. In fact, artificial neural networks are a 
powerful technique for controlling the information con-
tained in the data and arise from the generalization of this 
information. Teaching neural networks is not something 
that can be done through programming. Programming is 
generally time consuming for the analyst and forces him to 
examine and determine the exact behavior of the model. 
In fact, it can be said that neural networks learn patterns 
in data [11]. Neural networks are much more flexible in 
changing environments. Neural networks can also perform 
very complex interactions, so they can easily use inferen-
tial statistics or programming logic to model data that is 
very difficult to model [12].

2.6 � Neuronal identifiers

This procedure begins with the selection of a neural model 
defined by its structure and related learning algorithm. 
Since neural networks are capable of learning, they can 
begin learning when neural models and input and out-
put data are available. Different structures are trained and 
compared using the learning set and the simulation data 
set and the criterion (error target).

The best structure for us is a structure with the smallest 
unit (neurons). The artificial neural networks have an input 
layer (buffer layer), one or more oblique nonlinear hidden 
layers, and a linear/nonlinear output layer [25, 26]. Hybrid 

Fig. 4   SWT conversion to Barbara image
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identifiers can identify simple nonlinear systems and can-
not identify complex ones [26–28].

Figure 5 shows the structure of the NID multilayer neu-
ral network identifier with two nonlinear hidden layers. 
The size of the neural network is crucial in the design of 
the entire structure. There is no mathematical formula for 
calculating the optimal size of such networks. However, 
with large free units, NID quickly learns. The fundamen-
tal limitation in increasing the size of hidden layers is the 
limitation of the hardware structure of the system used in 
experimental work that requires powerful hardware. Fig-
ure 5 shows the multilayer neural network identifier struc-
ture, forward feeding NID with two nonlinear hidden layers 
[27]. In the proposed scheme, we use a multilayer neural 
network to optimize PSO and PSO-GA.

3 � Method

In this section we present our proposed algorithm. The 
proposed algorithm consists of two algorithms with/with-
out SWT transform. In the results section, all the results 
with/without the use of SWT algorithm are expressed. It is 
worth noting that the flowchart of the algorithm is given 
in Fig. 6. Our algorithm consists of two parts. SF calculation 
step and watermark insertion.

3.1 � Watermark insertion

Step 1   Reading the host I and W images as watermarks.

Step 2   Implementing the contourlet transform (here 
NSCT is used which is the newer and better contourlet 
transform) on I image to obtain a low-pass image and 
directional pass-through images.

coeffs = nsctdec(double(I), nlevels, dfilter, pfilter)

nlevels = [0, 1, 3] equals decomposition level
And the parameters “Pyramidal filter and the Directional 

filter” are set to be equal to the following values
pfilter = ’maxflat’
dfilter = ’dmaxflat7’

Step 3   Obtaining 2D SWT transform from coeffs {1}
(coeffs is obtained in step 2)

Step 4   Applying redundant DWT
Obtaining SWT2 transform from HL coefficients of the 

previous step.
[LL, LH, HL, HH] = swt2(coeffs{1},1)

Step 5   Extracting singular values and Watermark embed-
ding [28].

SVD operation is performed for each sub-band of the 
host image, AK = UK

∑

k
VT
K
 , where k is equal to the fre-

quency sub-bands. We also perform SVD on watermark 
image W ⇒ UW

∑

W VT
W

 , then we will obtain the main com-
ponents of watermark image.

We put the main components of watermarking in the 
singular values of the host image in each 

∑k

I
=
∑

k
+Δ • 

AWa sub-band. Δ scaling factor is obtained from PSO algo-
rithm. At this point, the product between the principal 
components and the scaling factor (which we will explain 
below) is a point product and the coefficients corrected 
for each sub-band are equal to

Step 6   Calculation of the scaling factor for image embed-
ding using PSO is as follows:

Step 7   We obtain the Inverse Discrete Wavelet Transform 
(IDWT) on the modified coefficients for each subgroup Ak

w
 

[28].
Singular PSO is obtained in the scaling factor Δ using 

the objective function. For each iteration in the PSO, the Δ 
value is examined for several attacks. At the end of the PSO 
iteration, we obtain the near optimal scaling factor [28]

Step 8   Taking the inverse SWT transform from the 
obtained coefficients in the previous step.

We have evaluated our proposed algorithm with all the 
criteria stated in Sect. 3. Four standard images in image 
processing are used in our experiments as shown in Fig. 1. 
All 4 images were used as input images or hosts. Besides 
being host, image D was also used as watermark image. 
Both of our proposed algorithms were able to accept 
255 × 255 and 512 × 512 images as both the host and the 

Ak

w
= UK

k
∑

I

VT
k

Fig. 5   Multilayer neural network
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Watermark image. This showed the increased potential 
of our method. All experiments were performed with a 
computer with CPU Core i3 and all coding and resulting 
extractions were performed by MATLAB 2018.

This article uses NCC to examine the Watermark power. 
A larger NCC represents a better certainty of the water-
mark. To evaluate the power of the proposed model, the 
watermarked image was tested according to the common 
image processing operations such as mean filter, median 
filter, cropping, and salt-and-pepper noise according to 
the following table. Figure 7 shows the host images.

In both algorithms, the parameters for the contourlet 
transform were defined as follows: The decomposition 
rate was 3, and the pyramidal and directional filters were 
7.9 and PKVA, respectively. The GA-PSO parameter was 
c1 = c2 = 1.4962 and was considered to be 5 in Formula 
W1. In addition, the population was 100, with 10 replicates.

In addition to using the MATLAB standard images com-
monly used by researchers, we decided to use images from 
other databases to further evaluate our proposed plan. 
Figure 8 shows our selected images from other databases 
for the Host image.

Begin

Initlialize optimized PSO- GA  
By the neural network

Final Iteration 

Run Scaling Factor 
algoritm 

Read the host image I

Implement the NSCT 
transform on I 

Run Scaling Factor 
algoritm 

Embeded watermark according to the formulas 
A = U ∑ V  ,W⇒U ∑ V , ∑ = ∑ + Δ • A    

Read the watermark  
image(I )

Add 7 Attackon Watermark

Calculate Fitness Value

Update Personal Best 
And Global Best

Update velocity ,location 

yes 

NO 

Output the Optimization SF 
algoritm 

Apply the inverse NSCT 
and  SWT transform to get 

the watermarked  image

First 
section 

Second section 

Calculation of the scaling 
factor for image embedding 

using PSO 

End

Fig. 6   Flowchart of the proposed algorithm
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4 � Results

SSIM and PSNR were used to test watermark visibility 
and the values were expressed before the attacks. Table 1 
shows the PSNR, NCC, and SSIM values after attacks when 
the Barbara watermarked image was 255 × 255 and the 
host image dimensions were 255 × 255 and it is visible by 
applying the first proposed algorithm (without SWT trans-
form). Table 2 also shows the NCC values extracted after 
significant geometric attacks.

As shown in Table 1, all values represented accept-
able results of the corresponding algorithm. According to 
the values in Table 1, the algorithm showed good results 
against the geometric attacks. The best results were for the 
median filter 3 × 3. Flip in vertical flip + horizontal + vertical 
is the rotation around one dimension. The image has been 
rotated in three directions: vertical, horizontal, and again 
vertical. The weakest result was related to the crop attack 
with Baboon image. But the remarkable point was that the 
best result was in the same attack and for Lena’s image.

To test the capacity of the proposed algorithm, we 
tried not to use the logo images as watermarks, and 
instead used large images. Table  3 shows NCC values 
for the extracted watermarked image when the Barbara 
watermarked image was 512 × 512 and the dimensions 
of the host image were 512 × 512 by applying the second 

Fig. 7   Images used: a Barbara, b Baboon, c Pepper, d Lena

Fig. 8   Images used: a Moon, b Lighthouse, c) Sunrise, d zoneplate

Table 1   Values of PSNR, NCC and SSIM with 255 × 255 watermarked 
image

Image Lena Peppers Barbara

PSNR 29 29.5 29.1
NCC 0.9159 0.9083 0.9180
SSIM 0.8365 0.8387 0.8567

Table 2   NCC values for the extracted watermarked image 255 × 255 
under common noise application

Image Lena Peppers Barbara Baboon

Average 3 0.9224 0.9136 0.9226 0.9053
Average 5 0.9281 0.9205 0.9288 0.9087
Crop 1.0518 0.9130 1.1525 0.6775
Gaussian 0.8969 0.8862 0.8954 0.8812
Histogram equalization 0.8754 0.8761 0.8554 0.8885
Median filter 3 × 3 0.9171 0.9078 0.9167 0.9994
Median filter 5 × 5 0.9181 0.9098 0.9971 0.9980
Salt & pepper 0.9124 0.9031 0.9128 0.8982
Scale 0.9154 0.9071 0.9159 0.8997
Vertical flip + horizon-

tal + vertical
0.7365 0.7328 0.7321 0.8233
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proposed algorithm (without using SWT transform). Also 
Table 4 shows PSNR, NCC, and SSIM values when the Bar-
bara watermarked image was 512 × 512 and the of the 
host image were 512 × 512 by applying the second pro-
posed algorithm.

It can be deduced from Tables 3 and 4 that by increasing 
the size of the watermarked image, algorithm 1 has shown 
acceptable results. The weakest result was related to the 
vertical flip + horizontal + vertical flip attack for the Lena 
image and the best result was again for this image when it 
was under crop attack showing that this image was more 
robust under this attack in our algorithm.

But the results presented in the following tables were 
extracted by applying algorithm 2 (i.e. without applying 
SWT). The PSNR, NCC and SSIM values are shown in Table 4 

when the Barbara watermarked image was 512 × 512 and 
host image dimensions were 512 × 512. As can be seen, all 
the results under this algorithm performed much better. 
The PSNR values have improved significantly.

Also the SSIM index which was related to the water-
mark visibility shown in Table 5 showed a better value than 

Table 3   NCC values for the extracted watermarked image 512 × 512 
under common noise attacks

Image Lena Peppers Barbara Baboon

Average 3 0.9809 0.9814 0.9814 0.9883
Average 5 0.9844 0.9850 0.9833 0.9887
crop 0.9760 0.8571 1.2089 0.7638
Gaussian 0.8980 0.8882 0.8954 0.8873
Histogram equalization 0.8729 0.8782 0.8626 0.8982
Median filter 3 × 3 0.9183 0.9086 0.9174 0.9045
Median filter 5 × 5 0.9193 0.9095 0.9165 0.9092
Salt & pepper 0.9141 0.9048 0.9141 0.9024
Scal 0.9177 0.9082 0.9172 0.9040
Vertical flip + horizon-

tal + vertical flip
0.7519 0.7317 0.7229 0.8168

Table 4   PSNR, NCC and SSIM values with watermarked image 
dimensions 512 × 512

Image Lena Peppers Barbara Baboon

PSNR 29 39.5 29 28.5
NCC 0.9176 0.9083 0.9180 0.9050
SSIM 0.8535 0.8387 0.8567 0.8877

Table 5   MSE, PSNR, NCC and SSIM values for 512 × 512 water-
marked image

Image Lena Peppers Barbara Baboon

MSE 0.321873 0.237126 0.238238 0.107003
PSNR 32 33 34.5 35
NCC 0.9946 0.9961 0.9965 1.0000
SSIM 0.9999 0.9999 0.9999 1.0000

Table 6   NCC values for the 512 × 512 extracted watermarked image 
under common noises

Image Lena Peppers Barbara Baboon

Average 3 0.9974 0.9995 1.0008 1.0049
Average 5 1.0000 1.0025 1.0017 1.0053
Crop 0.9938 0.9959 0.9963 1.0000
Gaussian 0.9585 0.9596 0.9599 0.9660
Histogram equalization 0.8821 0.8849 0.8715 0.9117
Median filter 3 × 3 0.9953 0.9966 0.9974 1.0029
Median filter 5 × 5 0.9964 0.9973 0.9966 1.0030
Salt & pepper 0.9899 0.9914 0.9912 0.9959
Scal 0.9961 0.9961 0.9964 1.0000
Vertical flip + horizon-

tal + vertical flip
0.8608 0.8442 0.8132 0.9220

Table 7   NCC values for the 255 × 255 extracted watermarked image 
under common noises

Image Lena Peppers Barbara Baboon

Average 3 1.0003 1.0003 1.0003 1.0032
Average 5 1.0054 1.0054 1.0054 1.0054
Crop 0.9933 0.9933 0.9933 1
Gaussian 0.9574 0.9562 0.9565 0.9635
Histogram equalization 0.8640 0.8640 0.8640 0.9014
Median filter 3 × 3 0.9955 0.9955 0.9955 0.9994
Median filter 5 × 5 0.9971 0.9971 0.9971 0.9980
Salt & pepper 0.9882 0.9880 0.9892 0.9934
Scal 0.9935 0.9935 0.9935 0.9976
Vertical flip + horizon-

tal + vertical flip
0.8822 0.8222 0.8222 0.9309

Table 8   MSE, PSNR, NCC and SSIM values when host images are 
512 × 512 and watermarked images 255 × 255

Image Lena Peppers Barbara Baboon

MSE 0.453965 0.453965 0.453965 0.207003
PSNR 38.50 39.33 40.5 41.3
NCC 0.9936 0.9936 0.9936 0.9977
SSIM 0.9999 0.9999 0.9999 0.9999
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when we used algorithm 1. That is, this algorithm has been 
able to minimize the watermark sensitivity1 to a minimum. 
Also, the values ​​listed in Table 6 show a large improvement 

over when we used algorithm 1. Also, the weakest result 
for NCC was equal to 0.8608 for the vertical flip + horizon-
tal + vertical flip attack applied to the Lena image which is 
still a good result.

Tables  7 and 8 also show values for 512 × 512 host 
images and 255 × 255 watermarked images.One can 
see the reconstructed (extracted) image in Fig. 9, which 
is obviously of high visual quality. In the following, the 
results of the first part of the algorithm, i.e. SF calculation, 
are shown. Figure 10 illustrates the Iteration to Best Cost 
ratio by the PSO algorithm for the Lena host image with 

Fig. 9   The reconstructed image

Fig. 10   SF results for PSO algorithm

Fig. 11   COST diagram for PSO-AI

Table 9   Results for PSO-AI

Elapsed time Best solution Best fitness

17888.978352 s. 10 8.2279

Fig. 12   COST related to PSO-GA

Fig. 13   COST related to PSOGA-AI

Table 10   Results related to PSO-GA

Elapsed time Best solution Best fitness

21790.977543 s. − 10 8.2277

1  It does not cause changes that are recognizable to the human 
eyes.
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the Barbara watermarked image. Number of iterations 
were set to be 10 times. c1 = 1.4 and c2 = 1.4 and number 
of population members is equal to 10. The graph shows 
that the algorithm is successful after 4 iterations.

Figure 11 shows the results of PSO algorithm optimized 
with artificial intelligence (AI) with the same previous 
images with Swarm Size equal to 10. Table 9 shows the 
run-time of the PSO-AI in the proposal, Best Solution and 
Best Fitness.

Figure 12 shows the results of the PSO optimized with 
GA. Here the iterations are 10 and C1 and C2 are 2. The 
blue graph represents the cost. Best Fitness in the table 
indicates a decrease in this parameter relative to PSO-AI.

Figure  13 shows the results of PSO optimized with 
neural networks and genetic algorithm. The number of 
iterations is 10 and C1 and C2 are 2. The blue graph rep-
resents the cost. Best Fitness shown in Table 10 indicates 

a decrease in this parameter compared to PSO-AI. In this 
algorithm, first the PSO is run once and then the GA.

Table 11 shows the results for PSOGA-AI. According 
to the results, Best Fitness for PSO was 8.2279 which was 
higher than other algorithms and outperformed the opti-
mized PSO algorithm. The results showed that PSO had 
the weakest results. Due to the high computational cost 
of PSOGA-AI and lower cost of this algorithm, its appli-
cation was not cost effective. Therefore, we would have 
better results for computing SF with this algorithm in the 
proposed plan and each having higher Cost will be more 
stable in choosing images with this algorithm. As was 
mentioned earlier, it is concluded from our experiments 
that PSO-AI algorithm gives better results. Therefore, SF 
is estimated for other test images, so that the higher Cost 
implies higher SF. Figures 14, 15 and 16 show the results, 
taking into account the tables associated with implement-
ing attacks to the images. The most stable images are: (1) 
Baboon, (2) Peppers, (3) Lena, and (4) Barbara.

There are two ways to obtain the false positive:

1.	 Calculating false positive for watermark image and 
extracted watermark image:

In this case, we first calculate the difference between the 
original and the extracted watermark images, thus counting 
the pixels that are not equal to zero (i.e., pixels that are mis-
takenly detected as correct). The number of pixels divided 
by the total number of pixels will show false positive.

Table 11   Results for PSOGA-AI

Elapsed time Best solution Best fitness

94894.572299 s. − 10 8.2277

Fig. 14   Result of “Peppers” host image

Fig. 15   Result of “Barbara” host image

Fig. 16   Result of “Baboon” host image

Table 12   Values of false positive rate with 512 × 512 watermarked 
image

Image Lena Peppers Barbara Baboon

False Positive 0.99357 0. 97647 0.36217 0.99524
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2.	 Calculating false positive in the extraction step:

After watermarking algorithm, a series of input pixels 
change. In the extraction step, we consider pixels which 
are mistakenly referred to as watermarked pixels as false 
positives. Table 12 shows the false positive rate.

As mentioned at the beginning of this section, for the 
second part of our tests, we also used images from other 
databases. We used 2 images of 512 × 512 size as a host 

image and also a Baboon image of the same sizes as a 
watermark.

In order not to prolong the number of article pages, we 
only used the same sizes for the 4 selected images from 
other databases. It should be noted that in this step, the 
second section algorithm has been applied to the images. 
The results are listed in Tables 13 and 14. The Moon image 
is weak against the Histogram attack. The best results 
belong to the Sunrise image.

The results of Best Cost with 10 repetitions are given 
in Fig. 17. As can be seen in this figure, the best results 
belong to the Sunrise image and the weakest to the Moon 
image. Table 15 show the false positive.

5 � Discussions

In this section we compare the results of our method with 
several other references. The results of other references are 
presented in Tables 16 and 17. Ref. [29, 30] used 512 × 512 
images a host and a logo(32 × 32) for Watermark. Refer-
ence 32 used 512 × 512 images as a host image and a logo 
(64 × 64) used as a Watermark image. Reference 33 used 
512 × 512 images and the logo (64 × 64) for Watermark 
and Ref. [33] used 512 × 512 images a host and a logo 
(512 × 512) for Watermark.

As noted above, SSIM and PSNR, which are key water-
marking factors, are used to test watermark visibility, 
and the results compared to other references indicated 

Table 13   PSNR, NCC and SSIM values when host images are 
512 × 512 and watermarked images are 512 × 512

Image Moon Lighthouse Sunrise Zoneplate

PSNR 42.30 37 44.97 40
NCC 0.9970 0.9934 0.9992 0.9948
SSIM 0.9983 0.9998 0.9999 0.9998

Table 14   NCC values for the 512 × 512 extracted watermarked 
image under common noises

Image Moon Lighthouse Sunrise Zoneplate

Average 3 1.0207 1.0001 1.001 1.0450
Average 5 1.0419 1.0003 1.0035 1.0260
Crop 0.9941 0.9953 0.9982 0.9931
Gaussian 0.9608 0.956 0.9934 0.9726
Histogram equalization 0.1505 0.8516 1.0065 0.9945
Median filter 3*3 0.9970 0.9915 0.9996 1.020
Median filter 5*5 0.9969 0.9811 1.0000 0.9985
Salt & pepper 0.9753 0.9880 0.9956 0.9908
Scal 0.9972 0.9933 0.9993 0.9945
Vertical flip + horizon-

tal + vertical flip
0.3322 0.7672 0.6487 0.9948

Fig. 17   Results of Host image a Moon, b zoneplate

Table 15   Values of false positive

Image Moon Lighthouse Sunrise Zoneplate

False Positive 0.99977 0.99582 0.99741 0.99635
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the desirable status of our design. The PSNR value has 
increased substantially even when watermark and cover 
image sizes have increased. It should also be noted that 
our watermark image was not a logo. SSIM is also com-
petitive. As can be seen from all references, with respect to 

watermark and host image size, better results are obtained 
for attacks, especially for PSNR.

Table 16 shows the PSNR and SSIM values and Table 17 
shows the NCC values in other references. In [30] two logo 
images were used as Watermark image, so two values are 
given for PSNR and SSIM. We tried to select references 
close to our proposed design for comparison. However, 
comparing all the cases tested in our design required sev-
eral other references which would increase the number 
of pages further.

As shown in the tables in Sect. 3, the results of the 
experiments show that the NCC rate in our design is even 
more acceptable with increasing size of the cover image 
and watermark compared to the references and the PSNR 
value of our design is much larger. To avoid prolongation, 
we only mention SSIM and PSNR again for Lena’s image. 
Compared to other references, it is evident that the resist-
ance of the proposed design is acceptable, especially the 
PSNR value.

In Tables 18 and 19, the results of factors similar to the 
two other works performed in 2018 and 2019 are given for 
further comparison. Table 18 shows the results in Ref. [33]. 
For similar images in this reference, PSNR value is 38.5365. 
Table 19 also shows the results of Ref. [34]. Both references 
also used SVD conversion.

In Tables  20 and 21, we cite two recent works that 
evaluated their proposed algorithm structure differently. 
Table 20 shows the results in Ref. [35] which has used a 
new method based on the entropy-based logarithmic 
quantity of information in the range of the wavelet. Our 
method outperformed in the case of SSIM criteria and our 
PSNR value is closer to the desired value. Also, Table 21 
shows the results of the common cases of the article [36], 
in comparison with this reference, our results seem to be 

Table 16   PSNR and SSIM 
values in other references

Our metod Ref. 
[29]

Ref .[30] Ref. [31]

Images PSNR SSIM PSNR PSNR A SSIM A PSNR B SSIM B PSNR with 
with MSFs

PSNR with SSF

Baboon 79.633422 1.0000 – 35.196 0.988 37.118 0.992 50.734 53.051
Lena 74.856413 0.9999 48.58 42.763 0.985 44.334 0.989 55.729 53.306
Pepper 77.893393 0.9999 47.94 43.097 0.987 44.682 0.991 52.152 52.091

Table 17   NCC values in other references

Attacks Ref. 
[30]

Ref. [31] Ref. 
[32]

Baboon Lena Baboon Lena Lena

Gaussian noise 0.001 0.890 0.708 0.973 0.981 –
JPEG compression 0.994 0.979 0.989 0.984 –
Gaussian low pass filter 

[3 3]
0.865 0.866 0.959 0.990 –

Salt and pepper noise 
0.005

0.920 0.900 0.979 0.982 –

Salt and pepper noise 
0.002

– – – – 0.8382

Median filter [3 3] 0.812 0.834 0.918 0.986 0.8626
Sharpening
Cropping centre 12.5%

0.938
0.952

0.913
0.980

0.990
0.924

0.993
0.991

–
–

Low pass Filtering 
[3 × 3]

– – – – 0.9309

Re-sizing [512–256–
512]

– – – – 0.9403

Table 18   NCC values in Ref. [33]

Lena Pepper

Resize (512 → 1024 → 512) 0.9837 0.9742
Average filtering (3 × 3) 0.9907 0.98460.9865
Median filtering (5 × 5) 0.9865 0.9865
Histogram equalization 0.9250 0.9260
Cropping (1/4) area remaining 0.9921 0.9948

Table 19   NCC values in Ref. [34]

Salt and pepper noise 0.9988
Gaussian noise 0.9993
Median filtering (5 × 5) 0.9724
Average filtering (3 × 3) 0.9741
Average filtering (5 × 5) 0.9690

Table 20   Reference results [35]

Images Ref .[35] with block size 32 
and watermark length 4096

Ref. [35] with block 
size 64 and watermark 
length 8192

PSNR SSIM PSNR SSIM

Lena 49.4738 0.9991 45.4725 0.9873
Barbara 50.1853 0.9986 46.1507 0.9882
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generally better. The reference states that applications 
such as multimedia data security and medical imaging, 
which are highly complex, are not suitable, and presents 
a new robust and blind marking scheme based on DCuT 
and RDWT.

6 � Conclusion

In combination with Contourlet Transformation, this 
paper proposes a watermark pattern based on PSO and 
SVD decomposition which includes insertion and extrac-
tion algorithms. This work shows that this method is not 
only in accordance with the principal conditions of digital 
watermarking, but also has a good resistance to common 
image attacks, namely filtering, noise, and cut. Further-
more, using the two proposed algorithms, we were able 
to prove that the presented algorithms have a great capac-
ity, one of which gave considerably better results in terms 
of stability factors studied, as well as PSNR and SSIM. We 
also showed that improving the meta-heuristic algorithms 
by neural networks would give better results, compared 
the algorithms in this regard, and concluded that the 
PSO algorithm optimized by neural networks yields lower 
computational cost and higher performance. So, it is more 
optimal for estimating SF.
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