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Abstract
This paper presents fraud detection problem as one of the most common problems in secure banking research field, 
due to its importance in reducing the losses of banks and e-transactions companies. Our work will include: applying the 
common classification algorithms such as logistic regression (LR), random forest (RF), alongside with modern classifiers 
with state-of-the-art results as XGBoost (XG) and CatBoost (CB), testing the effect of the unbalanced data through com-
paring their results with and without balancing, then focusing on the savings measure to test the effect of cost-sensitive 
wrapping of Bayes minimum risk (BMR), we will concentrate on using F1-score, AUC and Savings measures after using 
the traditional measures duo to their suitability to our problem. The results show that CB has the best savings (0.7158) 
alone, (0.971) when using SMOTE and (0.9762) with SMOTE and BMR, while XG has the best savings (0.757) when using 
BMR without SMOTE.

Keywords  Machine learning · Example-dependent cost-sensitive · Random forest (RF) · Extreme gradient boosting 
(XGBoost-XG) · CatBoost (CB) · Synthetic minority over-sampling technique (SMOTE) · Bayes minimum risk (BMR) · Fraud 
detection (FD)

Abbreviations
FD	� Fraud detection
ML	� Machine learning
LR	� Logistic regression
RF	� Random forest
GBM	� Gradient boosting machine
XGBoost	� Extreme gradient boosting
DT	� Decision tree
ANN	� Artificial neural networks
SVM	� Support Vector machine
Acc	� Accuracy
ROC	� Receiving operating characteristic
AUC​	� Area under the ROC curve
Down	� Under-sampling
Over	� Over-sampling
SMOTE	� Synthetic minority over-sampling technique
Cost	� Wrapped with cost-sensitive

TP	� True positive
FP	� False positive
TN	� True negative
FN	� False negative

1  Introduction

From the beginning of the monetary transactions, the 
fraudsters have tried to gain money in multiple illegal 
ways, so using protection methods was a necessity.

The communications development and moving 
towards electronic monetary transactions make the fraud 
more common specially with the ease of exchanging expe-
riences between the fraudsters and gaining access to the 
victim companies.
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The huge losses of banks and other financial institu-
tions caused the increase of interest in research to pre-
vent fraud and decrease its effects. However, methods and 
techniques could not be revealed to the public, because 
of the privacy imposed by the supporting companies of 
these researches, one reason is the high competition in 
the field, the other is to make sure that fraudsters cannot 
benefit from the results in improving their methods.

For the same reasons there was no standard dataset for 
research until 2015 when researchers published the fraud 
detection dataset [1].

Many researchers worked in this field and still, not only 
to solve a scientific problem but to help real companies 
and financial institutions to reduce their daily losses. 
However, some of them used statistics meanwhile oth-
ers used machine learning approaches, supervised or 
unsupervised. In spite of the large number of researches 
which most of them are applied in real world systems, the 
researchers have never stopped improving their methods.

The contributions of this paper can be summarized as 
follow:

•	 Study the problem as a supervised binary classification 
and example-depended cost-sensitive.

•	 Use the boosting binary classifiers as they are highly 
recommended due to their good results and high per-
formance.

•	 Use SMOTE [2] algorithm as a preprocessing balancing 
step.

•	 Compare the boosting classifiers with Logistic Regres-
sion and Random Forest.

•	 Suggest a combination of SMOTE with the best resulted 
binary classifier and an after training cost-sensitive 
wrapping (BMR [3]) to reach the best Savings.

In this paper, we will continue the introduction by intro-
ducing the FD problem with a brief description of the 
class-sensitive problems, focusing on example-depend-
ent, and why our problem is considered one. Followed 
by a brief mention of the existing techniques commonly 
used to solve this problem in Sect. 2, machine learning in 
particular. Next, we will give the used dataset description 
with the measures we used to compare, after describing 
it in details in Sects. 3 and 4. The end will be the results 
from testing common classifiers (LR, RF, XGBoost [4] and 
CatBoost [5]) by the traditional measures and then a com-
parison between them and the cost-sensitive versions with 
and without SMOTE over-sampling by manually imple-
mented Savings measure.

1.1 � Fraud detection

Companies practically use human investigators to detect 
fraud. However, these investigators cannot process the 
huge amounts of daily transactions, along with the rela-
tions among them to detect patterns, so the institutions 
are developing smart systems to help them detect the sus-
picious transactions, which then are sent to investigators 
for wider investigation, resulting confirmation or denial 
of the fraud. That led to speed up the FD process while 
minimizing the cost.

The credit cards fraud detection problem is considered 
one of the most suitable problems to test the calculation 
intelligence algorithms [6]. There are many challenges in 
this case, one is the highly unbalanced classes, because of 
the small percentage of fraud transactions regarding the 
overall number of transactions, (no more than 0.1% [1]). 
Another is the concept drift, because of the tide relation 
with the human development through time, which can 
be explained mathematically as a changed distribution 
through time problem.

The main reason of the unbalanced data is the unbal-
anced distribution, it is not the data that is unbalanced, 
but the distribution which the data is drawn from [7].

To solve the unbalance problem in our data we can 
use data-level or algorithmic-level techniques. Data-level 
strategies are used as a pre-processing step to rebalance 
the dataset so the two classes have a relatively close num-
ber of samples, before any algorithm is applied and it can 
be grouped into five main categories as mentioned in 
[1]: sampling, ensemble, cost-based, distance-based and 
hybrid. Meanwhile the algorithmic-level, algorithms which 
are less effected by the unbalancing problem, they can 
be either specifically designed classifiers deal with unbal-
anced distribution or classifiers that minimize overall clas-
sification cost.

Our problem is binary classification because of the two 
classes, fraud/not fraud, as results. There are plenty of 
algorithms commonly used, and we will mention some in 
details in a later section.

1.2 � Cost‑sensitive problems

In most of the classification methods, there is no difference 
between the cost of the correctly classified and misclassi-
fied examples and they only focus on the accuracy. But in 
some real-world problems this is not enough. As in FD, to 
classify a transaction as fraud but in reality it is not (False 
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Positive), that will cost what is called “The Administrative 
Cost” [8], which is related to analyzing the transaction by 
the human investigators and contacting the card hold-
ers, meanwhile, classifying a transaction as not fraud but 
in reality it is (false negative) will cost the amount of the 
transaction that we have lost, which will vary from one 
transaction to another.

The literature in cost-sensitive classification can dif-
ferentiate between class-dependent problems where 
the cost of misclassification is associated with the class 
(Fraud or Not-Fraud), and example-dependent problems 
where the cost of misclassification is associated with each 
example [9], as in our case. The class-dependent is highly 
restrictive, as assuming that the different costs are con-
stant within the same class which is not realistic in fraud 
detection.

Another way of categorizing the algorithms in the lit-
erature is the time the cost-sensitive is applied in the train-
ing process [9], which is: prior training, during training and 
after training shown in Fig. 1.

In this paper we will apply the Bayes minimum risk as a 
wrapping step to the classifiers, which some of them are 
new as XGBoost and CatBoost and have achieved state-of-
the-art results in multiple fields, with and without SMOTE 
as a re-balancing step, and we will compare the results 
using F1-score, AUC and Savings.

2 � Related work

The high importance of this problem urges the research-
ers to pay attention to find solutions, that was by using 
existing methods or developing new ones. In [10] the 

researchers compare 11 classifiers tested on 71 datasets 
and they conclude that Gradient Boosting Decision Trees 
(GBDT) has sometimes better and most of the time faster 
results comparing to SVM or RF, this encourage us to use 
the boosting family of classifiers.

Meanwhile in [11] the researchers worked with fraud 
detection using three classifiers: RF, balanced bagging 
ensemble (BBE) and Gaussian Naïve Bayes and they con-
cluded that BBE has the best prediction but RF is the most 
acclimatized with large data size, in [12] the researchers 
proposed a classifier combined of number of classifiers 
and compare it with RF and XGboost using the traditional 
measures. All the previous studies had compared clas-
sifiers without rebalancing or cost-sensitive approach 
using the traditional measures, but others had looked to 
the fraud detection problem as unsupervised problem 
and proposed solutions accordingly, like in [13] they used 
anomaly detection technics (one-class SVM and T2 con-
trol charts) using real-word data which gave them high 
accuracy and low FP rate, and in [14] they used autoen-
coders with Restricted Boltzmann Machine. In our work 
we focused on the supervised approach while considering 
the unsupervised in the future.

However, there was plenty researches discussing the 
problem as cost-sensitive, like in [15] the researchers 
improve the known decision tree (DT) to a cost-sensitive 
version and the results were better than the algorithms 
(DT, ANN, SVM) using SLR (saved loss rate) and TPR (true 
positive rate) measures in fraud detection problem. 
Meanwhile, the researchers in [16] have been working on 
improving the SVM to be able to handle the unbalanced 
data problems with cost-sensitive, which show that the 
cost-sensitive SVM has better results in most of the used 
datasets which were 21 datasets, using AUC to compare. In 
[17], one of their methods to improve credit scoring results 
was cost-sensitive logistic regression and they used AUC 
as a measure. However, they train it on credit scoring data 
set and the result was that proper variable discretization 
and cost-sensitive logistic regression with the best class 
weights can reduce the model bias and/or variance. [8] 
also worked in improving DT, it proposes an example-
dependent cost-sensitive decision tree algorithm using 
three real-world applications: credit card fraud detection, 
credit scoring and direct marketing, which showed better 
results for the three datasets using accuracy, F1 and Sav-
ings as measures.

Although, [3] used BMR wrapping and they used LR, RF 
and DT as classifiers they have not used SMOTE to rebal-
ance the data, instead they used under-sampling.

Cost Sensi�ve Approches

Prior Training

Cost-
propor�onat

e rejec�on 
sampling

Cost-
propor�onat

e over 
sampling

During Training

Cost-
sensi�ve 
logis�c 

regression

Cost-
sensi�ve 
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trees

A�er 
Training

Bayes 
minimum 
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Fig. 1   Categorizing cost-sensitive algorithms accourding to the 
training process stage [9]
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In [18] they altered the cost function of SVM to produce 
a cost-sensitive version and they trained it on 21 datasets 
from KDD98 not including fraud detection dataset, they 
even compare the results with balancing using SMOTE, 
they compared the results using AUC (and risk for only 
datasets with costs included) and their proposed algo-
rithm had the best results in most of the datasets, mean-
while in [19] the researchers propose a cost-sensitive ran-
dom forest based ensemble learning technique and their 
algorithm outcome two existing cost-sensitive implemen-
tation of random forest.

Although [20] have altered three boosting classifiers to 
be cost-sensitive it didn’t use XGBoost nor CatBoost, how-
ever the researchers managed to get better results using 
F-score and Cost as measures.

In this paper, we will compare the example-dependent 
cost-sensitive BMR wrapping of four algorithms (LR, RF, 
Xgboost and CatBoost) with and without using SMOTE as 
a rebalancing pre-process step, while using the F1-score, 
AUC and Savings (the latter is implemented manually) 
measures.

Table 3 shows a comparison between the related and 
our work.

3 � Datasets

One of our problem’s difficulties was not having standard 
datasets for research purposes until 2015, in this paper we 
will use the Credit Card Dataset which consists of 284,807 
transaction with 492 fraud cases (0.172% fraud) [1].

The known features are:

•	 Time the seconds between each transaction and the 
first transaction in the dataset.

•	 Amount is the transaction amount, (which will be used 
for example-dependent cost-sensitive learning).

•	 Class is the response variable and it takes value “1” in 
case of fraud and “0” otherwise.

The meaning of the other 28 features is not revealed for 
confidentiality reason. Also, they have been transformed 
by means of principal components.

The cardholder identifier is not given in the dataset, so 
each transaction can be considered independent from the 
others. Which was the reason why we could not use this 
dataset to study the concept driven in our problem.

4 � Measurement/metrics

There are many metrics to measure performances, but 
they vary depending on the data we are using. First, we 
will mention the most common metrics, then we will 
explain which is more suitable in our case and why.

The coincidence or confusion matrix is defined as fol-
lows [21].

The numbers in the upper-left and the lower-right rep-
resent the correct decisions made, meanwhile the others 
represent the errors. The true positive rate (recall or Sensi-
tivity) of a classifier is estimated by dividing the correctly 
classified positives (the true positive count) by the total 
positive count ( Sensitivity = TP

P
 ). The overall accuracy of a 

classifier is estimated by dividing the total correctly classi-
fied positives and negatives by the total number of sam-
ples ( Accuracy = TP+TN

P+N
 ) [21].

These metrics are commonly used in classification prob-
lems and even in FD as in [22], but they are not preferred 
in our problem because the data is unbalanced, there-
fore any classifier, even random classifier, will give a high 
accuracy if it classifies all the transactions as not fraud. It 
is more accurate to use other measures as ROC (receiving 
operating characteristic), AUC (Area Under the ROC Curve) 
in this type of problems, where ROC curve draws the rela-
tion between True Positive percent and False Positive 
percent and the AUC measure the area under this curve, 
where the higher AUC the better [21].

Although these measures derived from the confusion 
matrix are very common, they assume the misclassifica-
tion errors carry the same cost, so they may not be the 
most suitable for evaluation in our problem. Thence, 
we can use the proposed cost matrix in [23] which is 
example-dependent.

And from this matrix we can calculate the cost and sav-
ings respectively as follows:

N: the number of examples. Costl : the cost of not using any 
algorithm and predict all the examples as not fraud.

(1)Cost =

N∑

i=1

yi
(
1 − ci

)
Amti + ciCa …

(2)Savings = 1 −
Cost

Costl
,…

(3)where Costl =

N∑

i=1

yiAmti …
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5 � Methodology

In our work we used the OSEMN process shown in Fig. 2 
described in [24] which consists of five steps: Obtain, 
Scrub, Explore, Model and iNterpret. For the training phase 
the Obtain was from an CSV file (the dataset) meanwhile, 
the prediction was from a stream (NiFi simulation). The 
Scrub has only the scaling (there was no null values in the 
data and we did not delete outliers for their importance). 
In the Explore we tested the correlation between the fea-
tures, and between them and the class. The Model, it has 
the model parameters setting (with/without SMOTE and 
with/without BMR) and the cross validation, and in the 
end the iNterpret, compares one or more model with the 
F1-score, AUC and Savings measures.

Figure 3 shows the details of all the previous steps.
In this paper, we will discuss four main algorithms 

(LR, RF, Xgboost, CatBoost), which some of them is sensi-
tive to unbalanced data (ex: RF) and the others are not, 
then we will combine them with data-level sampling 
algorithm (SMOTE) and finally, we will wrap them with 

example-dependent cost-sensitive method (BMR) and 
compare them using Savings measure among others.

5.1 � Smote

“Synthetic Minority Over-sampling Technique, is an algo-
rithm which over-samples the minority class by taking 
each minority class sample and introducing synthetic 
examples along the line segments joining any/all the ‘k’ 
minority class nearest neighbours” [2]. The idea is to form 
new minority examples by interpolating between samples 
of the same class. This has the effect of creating clusters 
around each minority observation. By creating synthetic 
observations, the classifier builds larger decision regions 
that contain nearby instances from the minority class.

5.2 � Binary classifiers

As we already mentioned, our problem is supervised 
binary classification, where the dataset includes examples, 
each is consisted of input and output to train the model, 

Obtain Scrub Explore Model iNterpret
Start End

Fig. 2   OSEMN process [24]

Obtain Scrub

ExploreModel

Upload Data 
File

check

Not accepted

Accepted
Make 

DataFrame
Show Data 
Description

Show 
Correlation

Scaling

Feature Pair 
Plot

Set Cost Matrix

Rebalance data 
with SMOTE

Train the Model 
with Validation

Features 
Histogram and 

Distribution

BMR Wrapping

Start

Show Results

Fig. 3   OSEMN in our work
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and predict the output of a new example by having the 
input features.

In our work we will use y ∈ {0, 1} to refer to the output, 
where “1” means fraud and “0” means not a fraud.

5.3 � Random forest

“RF is the algorithm which has solved the overfitting prob-
lem in Decision Trees. It consists of a collection of decision 
trees” [25]. The prediction of the random forest is obtained 
by a majority vote over the predictions of the individual 
trees. To specify a particular random forest, we need to 
define the algorithm each tree applies and the distribution 
over its independent and identically distributed random 
variables.

The reason why we used LR and RF is to have some base 
to compare with, duo that these classifiers are some of 
the traditional yet still used tremendously in the literature.

5.4 � Boosting

“Boosting is a powerful technique for combining multiple 
‘base’ classifiers to produce a form of committee whose 
performance can be significantly better than that of any 
of the base classifiers” [26]. Although, base classifiers or 
known as weak learners, can perform only slightly better 
than random, boosting gives good results in most cases. 
The main reasons why we are using boosting are:

•	 Our data is heterogeneous data.
•	 Results can be interpretable.
•	 More useful for a medium dataset.
•	 Training time is relatively very fast.
•	 Require short time to tune parameters.

Although boosting is not new, but many new interpre-
tations and versions appear every year. So, we are using 
the two latest boosting algorithms in our work, Xgboost 
and CatBoost.

5.5 � XgBoost

Extreme Gradient Boosting is a scalable tree boosting 
algorithm which is widely used by data scientists, it pro-
vides state-of-the-art results on many problems. It han-
dles sparse data and it proposes a theoretically justified 
weighted quantile sketch for approximate learning [4].

5.6 � CatBoost

A new gradient boosting toolkit introduced by [5], 
this algorithm competes other available boosting 

implementations in terms of quality. CatBoost introduces 
two advances, according to researches:

•	 The implementation of ordered boosting, alternative 
to the classic algorithm.

•	 Algorithm for processing categorical features.

These two advances will solve the target leakage in 
currently existing implementations of gradient boosting 
algorithms.

5.7 � BMR

In this paper we will use a cost-sensitive wrapping to the 
classifiers after training using the estimated probability 
and the cost matrix. The Bayes Minimum Risk is the way 
to wrap our classifiers, it takes the estimated probability 
resulted after the classifier’s training and calculate the risk 
of predicting each of the classes, and choose the one with 
the minimum risk (Table 1). 

As [3] the risk of the fraud and non-fraud classes respec-
tively is defined as:

where pf , pl : are the prediction of fraud and non-fraud; 
yf , yl : are the true label of fraud and non-fraud; L(a|b) : is 

(4)R
(
pf |x

)
= L

(
pf |yf

)
P
(
pf |x

)
+ L

(
pf |yl

)
P
(
pl|x

)
…

(5)R
(
pl|x

)
= L

(
pl|yl

)
P
(
pl|x

)
+ L

(
pl|yf

)
P
(
pf |x

)

Table 1   Binary confusion matrix [21]

True class

p n

Hypothesized 
class

Y True positives False negatives
N False negatives True negatives
Column totals P N

Table 2   Example-dependent cost-sensitive matrix

Where ci is the predicted class, yi is the true class, Ca the administra-
tive cost, Amti is the amount of the transaction which we have lost 
because it is a false negative

True class

yi = 1 yi = 0

Hypothesized ci = 1 Ca Ca

ci = 0 Amti 0
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the loss function when a transaction is predicted as a and 
the real label is b . P

(
pf |x

)
, P
(
pl|x

)
 are the estimated prob-

abilities for fraud and non-fraud classes.
The transaction will be predicted as fraud if:

In our problem this will mean:

According to Table 2. 

6 � Experimental

In our work, we used R (Rstudio) then python (Jupyter 
Notebook), and we experiment the following:

•	 As we explored the dataset, we noticed that the “Time” 
and “Amount” features have different scale from the 
others, so we started by pre-processing these two fea-
tures with Standard Scaler (Table 3).

•	 When using SMOTE, it has increased the number of 
samples from 284,807 to 568,630 with 284,315 fraud 
sample instead of 492. Then we pre-process the data 
with Standard Scaler.

•	 We also validate our models using 5 splits k-fold cross 
validation.

We first start by testing the classifiers (LR, RF, XGBoost, 
Catboost) with traditional measures and the results are 
shown in Table 4, and then we focused on the Savings, 
F1-score and AUC measures which are more useful in our 
problem, in Table 5 with SMOTE rebalancing and Table 6 
without it.   

In Table 7 we show the results of the wrapped classi-
fiers using BMR also with and without SMOTE using the 
Savings, F1-score and AUC measures.

And we will compare with the cost-sensitive implemen-
tation of RF proposer in [9] in the CostCla library (CSRF).

The parameters tuning was implemented by cross-val-
idation using R, and the following parameters were used 
depending on the best AUC:

•	 Logistic Regression: threshold = 0.5
•	 Random Forest: mtry = 16.
•	 XGBoost: nrounds = 100, gamma = 0.3, max_depth = 10, 

objective = binary:logistic.
•	 CatBoost: default parameters.

(6)R
(
pf |x

)
≤ R

(
pl|x

)
,…

(7)CaP
(
pf |x

)
+ CaP

(
pl|x

)
≤ AmtiP

(
pf |x

)
…

7 � Results and discussion

As mentioned before the main challenges in our problem 
is the unbalanced data and the concept drift, in this paper 
we were concerned with the first challenge, meanwhile 
the dataset cannot be used to study the second one, due 
to the independence of the transactions. As we already 
mentioned the dataset was altered for privacy reasons by 
deleting the id of the credit card so we cannot connect 
two or more transaction belongs to the same credit card.

In addition, we scaled the Time and Amount features so 
they will have the same effect as the others, but we used 
the Amount to weight the risk in BMR wrapping and again 
in the Savings measure.

As we can see in Table 4 the results show the traditional 
measures after tuning the classifiers (the parameters will 
be mentioned in Appendix) the confusion matrix values 
show the difference between the classifiers, where XG has 
the worst FN after LR, but it has the best FP, which mean 
although it couldn’t discover that much of frauds as the 
others (RF, CB) but at least it gives the least false alarms. 
This difference will be highly considered from the one 
working in this field, what is more important, the amount 
of the discovered cases no matter the overhead of the 
wrongly predicted cases, or discovering as much as pos-
sible with minimal overhead.

Meanwhile in Table 5 even without SMOTE or BMR the 
CB is giving the best Savings with the best F1-score, but 
XG has the best Savings at the expense of F1-score when 
using BMR only as shown in Table 7.

Tables 6 and 7 shows that SMOTE has enhanced results 
for all the model especially for the RF which has improved 
a lot and outperform the rest, CB has the best results as the 
RF when using SMOTE.

Noticeably, our proposed wrapping using BMR outper-
forms the CostCla cost-sensitive implementation of RF in 
Savings and F1-score.

From Figs. 4 and 5 we can see that using SMOTE increase 
the savings with increasing the F1-score which indicates 
that increasing the detected fraud cases, meanwhile BMR 
increase the savings on the expense of the F1-score, which 
indicates less number of detected fraud cases but detect-
ing higher amounts.

Figure 6 compares the AUC of the classifiers where we 
can see that RF was the worst.

To choose the wrapping while using SMOTE is for sure 
the best choice regarding the savings, but it will cause an 
overhead regarding the performance, in the end it will 
depend on the problem, the number of the training exam-
ples and the training process repeating rate.
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8 � Conclusion

In this paper we studied the fraud detection problem in 
credit cards, presenting the methods to reduce the unbal-
ancing of the data using resampling SMOTE as a preproc-
ess. We compare some common classifiers with and with-
out cost-sensitive wrapping by F1-score, AUC and Savings 
measures. Finally, we found that XG has given good Sav-
ings when wrapped with BMR, but CB and RF has outper-
formed when using SMOTE.

As future work, we can consider testing XG and CB for 
example-dependent cost-sensitivity by modifying their 
loss function as future work, which consider during train-
ing cost-sensitive implementation. In addition, we con-
sider using another dataset to study the concept driven, 
which must have a connection between the transactions 
made by the same card to study the user profile and this is 
not provided by the used dataset in this paper, and need 
a longer period of collected data.

Table 4   The classifiers results with traditional measures

Bold value indicate the maximum result in each column/measure

LR RF (Down) RF (SMOTE) XGBoost CatBoost

TP 58 84 84 72 80
FP 8 928 540 5 617
FN 34 8 8 20 11
TN 56,861 55,941 56,329 56,864 56,253
Acc 0.9993 0.9836 0.9904 0.9996 0.989
Recall 0.6304 0.9130 0.9130 0.7826 0.8791
NPV 0.9994 0.9999 0.9999 0.9996 0.9998
PPV 0.8788 0.083 0.1346 0.9351 0.1148

Table 5   The classifiers with and without SMOTE

Bold value indicate the maximum result in each column/measure

F1-score AUC​ Savings

LR 0.7318 0.9723 0.5084
RF 0.8448 0.9475 0.6408
XG 0.8470 0.9699 0.7024
CB 0.8624 0.9688 0.7158

Table 6   The classifiers with SMOTE

Bold value indicate the maximum result in each column/measure

F1-score AUC​ Savings

LR + SMOTE 0.9802 0.9973 0.9282
RF + SMOTE 1.00 0.9999 0.9704
XG + SMOTE 0.9876 0.9994 0.9424
CB + SMOTE 1.00 0.9999 0.9710

Table 7   The wrapped classifiers with and without SMOTE

Bold values indicate the maximum result in each column/measure

F1-score AUC​ Savings

CSRF 0.5510 0.9398 0.6262
LR + BMR 0.3420 0.9723 0.7426
RF + BMR 0.3574 0.9475 0.730
XG + BMR 0.2890 0.9699 0.7570
CB + BMR 0.5694 0.9688 0.7460
LR + SMOTE + BMR 0.7666 0.9973 0.9720
RF + SMOTE + BMR 0.8192 0.9999 0.9760
XG + SMOTE + BMR 0.7656 0.9994 0.9726
CB + SMOTE + BMR 0.8250 0.9999 0.9762
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Fig. 4   Comparison of F1-score 
with and without BMR
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Fig. 5   Comparison of Savings 
with and without BMR
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