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Abstract
The present study investigates experience-based contrast effect as a factor that affects users’ decision to rely on deci-
sion support systems or not. Two types of experience-based contrast effects were evaluated: “hands-on” and “hard first, 
simple second.” In the first study, testing “hands-on” contrast, we examined its effect by giving users experience with a 
task before introducing them to a hard-to-use decision aid to carry out the same task. In the second study, examining 
“hard first, simple second” contrast, the effect was evaluated by introducing users first to a hard-to-use decision aid and 
thereafter to a simple decision aid. In both studies, participants took part in two successive sessions in a simulation-based 
supply chain game. Results demonstrated that both types of contrasts reduced participants’ reliance on the decision aids. 
Hence, when encouraging users to rely on a decision aid, one should consider the experience-based contrast effects and 
use them carefully. The implications from this work can contribute to our understanding of the role of experience-based 
contrast effect when relying on a decision aid.
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1 Introduction

In recent decades, many fields have seen the develop-
ment of decision support systems (DSSs). These systems 
equip human decision makers with knowledge and tools 
to help make reasoned decisions that in the past were 
based almost solely on intuition and cumulative experi-
ence. DSSs are commonly used for forecasting in a wide 
range of situations that require long-term planning, from 
finance to climate science [1–6]. Other areas where DSSs 
have been applied include road safety, e.g., decision sup-
port for drivers at intersections [7, 8]; health care, e.g., sys-
tems that use patient data to generate case-specific advice 
for physicians [9–12]; and business strategy [13, 14].

DSS users, who can potentially improve their decision 
making with this powerful tool, are also prone to two phe-
nomena that hamper them from using the DSS effectively. 

These are overreliance, when users accept bad decisions 
offered by the system [15, 16], and under-reliance, when 
users fail to exploit the system’s capabilities [17–19]. The 
present paper is concerned with the latter situation.

Relying on the aid of a DSS is influenced by past experi-
ence with the DSS’s effectiveness and the way it contrib-
utes to the decision making process. The DSS’s efficiency 
(whether it leads to faster or effortless decision making) 
and accuracy (whether its aids are helpful) are factors 
considered by the users deciding whether to accept the 
decision aid [20]. Usually, reliance on the DSS develops 
concurrently with ongoing experience with the system 
and exposure to its performance [21–27].

The performance aspect of the DSS, however, is appar-
ently not the only parameter that is important to users 
when deciding to rely (or not) on the aid. Many other fac-
tors—not linked directly to the DSS’s actual efficiency and 
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effectiveness—can affect users’ acceptance level of the 
decision aid. For example, Spain and Madhavan [28] dem-
onstrated that participants tended to trust and comply less 
with a decision aid given in a rude manner than when the 
same decision aid is given in a natural and polite manner. 
Lacson et al. [29] showed that in an aided signal detection 
task, framing the system’s reliability in terms of 80% cor-
rect versus 20% incorrect led to higher reliance among 
the “80% correct” group. In addition, the same advice of 
an expert system is perceived differently if it is given in 
full sentences compared to being given in a production 
rule style [30]. Also, interestingly, background information 
about an emergent decision support system, including its 
functions and the fact that it was a recently developed 
system whose credibility had yet to be established, led 
participants to increase their trust in and utilization of the 
system [31].

We contribute to the above literature by studying the 
influence of experience-based contrast effects on users’ 
reliance on a decision aid in a DSS. The contrast effect 
occurs when the person’s judgment about someone or 
something is influenced by his prior exposure to some-
thing, which can serve as a benchmark to the to-be-
judged object. The contrast effect is well known in the 
literature. For example, animals were judged as less fero-
cious or less large when participants were first presented 
with extremely ferocious or extremely large animals [32]. 
Women that were exposed to photographs of idealized 
thin physique models decreased their self-esteem and 
increased their self-consciousness, social physique anxiety 
and body dissatisfaction [33]. The contrast effect was even 
demonstrated in newborns, who sucked less water when 
they were given 15% sucrose before given the water com-
pared to a group that were given only water [34]. Other 
examples can be found in Chen and He [35]; Dawes et al. 
[36]; Di Lollo and Beez [37]; Oikawa et al. [38]; Schuh [39]; 
Smither et al. [40]; and many more.

However, not many studies focused on the contrast 
effect when relying on a decision aid in a DSS. Rice et al. 
[41] demonstrated that an exposure to positive or nega-
tive exemplars of automation affected trust in a decision 
aid and the actual use in it. Yang et al. [42] showed that 
the human operator evaluates an automated technology 
by benchmarking it against his own ability, rather than 
against predetermined objective criteria.

In this paper, we contributed to the above literature by 
examining experience-based contrast effects on the users’ 
reliance on a DSS. We performed two studies to evaluate 
how different types of experience-based contrasts, termed 
“hands-on” and “hard first, simple second,” affect the reli-
ance on a decision aid given in a supply chain manage-
ment setting. In the first study, a “hands-on” contrast effect 
was evaluated. Users acquired experience with a task 

before being introduced to a hard-to-use decision aid. In 
the second study, a “hard first, easy second” contrast effect 
was evaluated. We presented a hard-to-use decision aid 
(identical to the one used in the first study) before intro-
ducing a simple decision aid.

Our hypotheses regarding the “hands-on” versus the 
“hard first, easy second” contrast effects were that the 
first would decrease reliance on the decision aid, and 
the second would increase it. For the “hands-on” contrast 
effect, we hypothesized that previous experience with the 
task without a decision aid would convince participants 
that the task can be done without the aid, and hence, 
they would be less inclined to rely on the decision aid we 
offered, especially when it is hard to use. (In Yuviler-Gavish 
and Naseraldin’s study [43], using a simple decision aid 
instead of an hard to use one did not make participants 
with previous task experience relying on the aid less.) 
This hypothesis is based on both Yang et al.’s [42] finding 
about the way users benchmark the decision aid against 
their own ability and several studies which demonstrate 
that users with grater subject matters expertise are less 
likely to rely on automation that novice users are [44–46]. 
Although participants will not become expert after such 
a short period of interaction with the task, their bench-
mark will change. For the “hard first, easy second” contrast 
effect, we hypothesized, based on the many studies on the 
contrast effect, that the reliance on a simple decision aid 
will be higher compared to no benchmark condition, since 
participants would perceive their investment in adopting 
the simple aid as lower if they had already experienced 
working with a more demanding decision aid.

Two pilot studies were performed, one for each con-
trast effect, to ensure that the system works well, partici-
pants understand the task and the instructions, and that 
the duration of the experiment is no more than 1 h. The 
protocols were amended according to the pilots’ results.

2  Study 1: “Hands‑on” contrast effect

2.1  Method

This study used the same simulation-based supply chain 
management system used in Yuviler-Gavish and Naseral-
din’s [43] work and a very similar method.

2.1.1  Design

Seventy-three students from ORT Braude College took 
part in the study. Participants were invited to a computer 
laboratory for two successive sessions with a simulation-
based supply chain game. In the first session, 27 of the 73 
participants were given an algorithm at the start of the 
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first session and informed that using this algorithm could 
help them improve their decision making (Aid group). 
Twenty-six of the remaining 46 participants were given the 
algorithm at the start of the second session (Mid-term Aid 
group), and the remaining 20 participants continued with 
no support (No Aid group). Participants were randomly 
assigned to each of the three groups, ensuring that the 
total number of participants in each group will be 20 or 
more, and that the percentages of males and females will 
be similar among the groups. The design is illustrated in 
Table 1.

2.1.2  Participants

All 73 participants were undergraduate students from ORT 
Braude College, Israel (65% males, 35% females: 56% males 
in the Aid group, 69% males in the Mid-term Aid group and 
75% males in the No Aid group). All participants were engi-
neering students, to ensure that they have the mathemati-
cal understanding needed for this task, to decrease the 
variability in the results, and because the task was from the 
type of engineering problems that they might face with 
during their future careers. Participants’ average age was 
25.6, with a range of 20–35. None of the participants had 
participated in Yuviler-Gavish and Naseraldin’s [43] study. 
Participants were paid a fixed amount of NIS 40 (about 
USD 10) for their participation, along with bonuses based 
on their performance in the game (see below). The best 
performer in each condition received a bonus of NIS 100, 
and four runners-up in each group received a bonus of NIS 
50 each. This research complied with the American Psy-
chological Association Code of Ethics and was approved 
by the Ethical Committee at ORT Braude College. Informed 
consent was obtained from each participant.

2.1.3  Apparatus and procedure

The experiment took place in a computer laboratory at the 
college; each computer had a 19-in. monitor. Participants 
were invited in groups of up to 10, but worked individu-
ally at their own desktops. The dedicated program for this 
experiment was downloaded to each computer (see under 
“3.1.4”). Participants were given paper, pencils and calcula-
tors to use during the experiment.

Each group was assigned randomly to one experimen-
tal condition and was blind to the other conditions. On 
average, the entire experiment took about 45 min and no 
more than 75 min. An experimenter remained in the labo-
ratory throughout the experiment, gave participants the 
appropriate instructions and presented the algorithm to 
the relevant groups at the relevant stage.

Participants first signed a consent form and completed 
a personal details questionnaire. Following this, the 
experimenter read aloud the instructions for the game, 
explained the various menus and screens that participants 
would encounter, and showed participants how to input 
their data and decisions into a table. Participants were also 
given a written manual containing the game instructions. 
Participants then used a self-tutorial incorporated in the 
game program to practice playing the game for three peri-
ods (“days”; see “3.1.4”). Following this exercise, which took 
about 5 min, the experimenter confirmed that all partici-
pants understood how to play the game.

At this stage, in the No Aid condition, participants 
played the game at their own pace for one session cov-
ering 30 periods (“days”), recording their data and deci-
sions (“orders”; see below) for each day as instructed. 
After a short break, participants again played the game 
for a second session, this one totaling 30 periods (days). 
At that point, participants were thanked and paid for their 
participation.

The procedure for the Aid and Mid-term Aid groups 
was the same, with the following exceptions. For the Aid 
group, the decision support algorithm was distributed 
and read aloud by the experimenter after the self-tutorial 
and confirmation by the experimenter that participants 
understood the game (i.e., at the start of Session 1). For 
the Mid-term Aid group, the decision support algorithm 
was distributed and read aloud at the start of Session 2. 
The experimenter made no mention of the algorithm to 
any group at any point other than upon first introducing 
it where relevant. Participants were not given practice 
sessions with the algorithm, but were told that using it 
would be the most effective way to improve their scores 
(see below).

Participants’ decisions and performance during the sec-
ond session were recorded and analyzed.

2.1.4  Experimental task

The experimental task was a variation of the Beer Distribu-
tion Game, which was developed at MIT in the 1960s and 
has been widely used to educate graduate students and 
business managers about supply chain dynamics [47–50]. 
The version used in the current study was developed by XJ 
 Technologies©, www.anylo gic.com, and was downloaded 
from the site https ://cloud .anylo gic.com/model /b0156 

Table 1  Study 1: Design—X denotes that the aid was given

No Aid group Mid-term Aid 
group

Aid group

First session X
Second session X X

http://www.anylogic.com
https://cloud.anylogic.com/model/b0156f6d-6c04-431b-b48d-1b875b2720e7%3fmode%3dSETTINGS
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f6d-6c04-431b-b48d-1b875 b2720 e7?mode=SETTI NGS 
[51]. Figure 1 presents the experimental task screen lay-
out, and Fig. 2 shows the screen layout with some of the 
explanations seen by participants during the instruction 
stage. Participants were assigned the role of retailer, and 
the computer played the roles of wholesaler, distributer 
and factory. For all four roles, the initial inventory was set 
at 100 units.

The experimental task required participants to deter-
mine the number of units (e.g., cases) of beer to order from 
their supplier each day so as to fulfill all orders from cus-
tomers while minimizing their cumulative costs at the end 
of each session (30 “days” for each of the sessions). Costs 
included each day’s accumulated inventory storage costs 
and backlog costs (the value of any orders from customers 
which the participant was unable to supply—i.e., negative 
inventory).

Play proceeded as follows: each “day,” the “retailer” (the 
participant) received a given order from a “customer” (i.e., 
the computer program). The participant was expected to 
fulfill (“ship”) that order immediately to the extent that the 
number of units required were in storage; any remaining 
units would have to be ordered from the wholesaler. The 
lead time for each order was 4 days, such that, for exam-
ple, a participant who ordered 20 units on day 10 would 
receive those units on day 14. Participants had to decide 
how much to order from the wholesaler on any given day 
based on previous and anticipated orders from customers, 

while taking into account the costs associated with stor-
age and backlogs (on which see below). Selecting an 
amount to order each day ended that period’s play; par-
ticipants then clicked “Next Step” to move to the next day. 
The inventory was updated every day. Participants could 
also see, for each day, the number of units ordered by the 
retailer from the wholesaler and not yet arrived; the num-
ber of units ordered by the customer; and the number of 
units shipped to the customer.

The cost of holding inventory (storage) was set at 0.5 
units of currency per unit of stock per day. For instance, 
storing three units of stock for 1 day would entail a stor-
age cost of 1.5. Backlog costs were incurred when a cus-
tomer ordered merchandise that could not be provided, 
and were set at 1 unit of currency per undelivered unit per 
day. Thus, a backlog of three units (an inventory of − 3) 
over one day would entail a backlog cost of 3. The storage 
and backlog costs accrued from day to day.

Since a backlog unit cost is twice as much as an inven-
tory unit, it was rational for players to prioritize reducing 
their backlog over reducing their inventory. However, no 
formal instructions about this were given to participants.

The program was set so that all participants were 
exposed to the same demand scenarios. That is, each 
participant received identical customer orders, though 
participants were not aware of this. The program was fur-
ther set so that the optimal total cost at the end of each 
session was 177 (based on a cumulative storage cost of 

Fig. 1  Experimental task screen layout (taken from www.anylo gic.com)

https://cloud.anylogic.com/model/b0156f6d-6c04-431b-b48d-1b875b2720e7%3fmode%3dSETTINGS
http://www.anylogic.com
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177 and a cumulative backlog cost of 0, when getting 
rid of the initial inventory and then ordering exactly the 
needed amount for each day), and the optimal mean 
total cost per day was 5.9. The worst possible total cost 
was unlimited, since there was no limit to how much 
participants could order from the wholesaler.

Given perfect knowledge of customers’ future orders, 
players could in theory optimize their total costs by 
keeping their inventory at 0 and placing each day’s 
orders so as to ensure an accurate stock count 4 days 
ahead (the lead time for each order). However, in the 
absence of such perfect knowledge, the algorithm sup-
plied to the Aid group and the Mid-term Aid group pro-
vided a way to calculate orders so as to consistently and 
effectively reduce total costs.

The algorithm and the preamble ran as follows.
Below is an algorithm that will help you calculate order 

quantities so as to most effectively reduce your costs.
The recommendation is to place orders according to the 

following policies:
On Day t:

1. Calculate the forecast for the next day Ft+1 by a formula 
that takes into account the forecast for the current day 
Ft and the customer’s order the same day Dt, and rounds 

the result upwards. The forecast for day t + 1 will be cal-
culated by: 

where the forecast for the first day is 10:

2. After you have calculated this, the amount you should 
order at the end of day t is calculated by a formula that 
takes into account the current day’s forecast, Ft, and the 
next day’s forecast,Ft+1, and rounds the result upwards. 
That is, the amount you should order at the end of day t 
will be calculated by:

Example The customer’s order on day 1 is 10. The forecast 
for day 2 is calculated by:

The amount to order at the end of day 1 is calculated by:

Ft+1 = ⌈0.9 ∗ Dt + 0.1 ∗ Ft⌉

F
1
= 10.

Qt =
⌈
Dt + 4 ∗

(
Ft+1 − Ft

)⌉

F
2
= ⌈0.9 ∗ D

1
+ 0.1 ∗ F⌉

1
= ⌈0.9 ∗ 10 + 0.1 ∗ 10⌉ = ⌈9 + 1⌉ = 10

Q
1
=
�
D
1
+ 4 ∗

�
F
2
− F

1

��
= ⌈10 + 4 ∗ (10 − 10)⌉ = 10

Fig. 2  Experimental task 
screen layout (taken from 
www.anylo gic.com) with 
explanations (as seen by par-
ticipants)

http://www.anylogic.com
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The customer’s order on day 2 is 11. The forecast for day 3 
is calculated by:

The amount to order at the end of day 2 is calculated by:

Based on the customer’s orders, Qt was always greater 
than 0. Perfect use of the algorithm would produce a total 
cost of 977.5 for each session (cumulative storage cost: 
977.5; cumulative backlog cost: 0), with a mean total cost 
per day of 32.6. (Recall that the optimal total cost, based 
on perfect knowledge, was 177, with an optimal mean 
total cost per day of 5.9.)

2.2  Results

Participants’ performance and decisions in the second 
session were analyzed using multivariate analysis. Two 
measures were analyzed: mean total costs per day (i.e., the 
sum of storage and backlog costs for each day) and mean 
deviation from the algorithm (measured as the absolute 
difference between the order quantity recommended by 
the algorithm and the order quantity placed by the par-
ticipant’s, for each day). The first measure, mean total costs 
per day, was used to evaluate participants’ performance. 
The second, mean deviation from the algorithm, was used 
to measure acceptance of the decision aid, although it is 
not a perfect indication of using the algorithm, because 
more advanced methods to evaluate this (e.g., artificial 
intelligence) were not available, and simply asking par-
ticipants is not reliable enough. The full set of results is 
given in Table 2.

A multivariate analysis was performed, with the group 
(Aid, Mid-term Aid and No Aid) as the independent vari-
able; mean total costs per day and mean deviation from 
the algorithm were the dependent variables.

The multivariate analysis revealed a significant effect 
of group [Wilks’ Lambda test on the combined vari-
able: F(4,138) = 3.0, p = 0.02, partial eta squared = 0.08]. A 

F
3
= ⌈0.9 ∗ D

2
+ 0.1 ∗ F⌉

2
= ⌈0.9 ∗ 11 + 0.1 ∗ 10⌉ = ⌈9.9 + 1⌉ = ⌈10.9⌉ = 11

Q
2
=
�
D
2
+ 4 ∗

�
F
3
− F

2

��
= ⌈11 + 4 ∗ (11 − 10)⌉ = 15

positive significant correlation was found between the two 
dependent variables (Pearson r = 0.3, p = 0.03).

We performed a univariate analysis for each vari-

able separately. For mean total costs, the effect of group 
was not significant [F(2,70) = 2.8, p = 0.07, partial eta 
squared = 0.08]. These results are shown in Fig. 3.

For mean deviation from the algorithm, the effect of 
group was significant [F(2,70) = 4.6, p = 0.014, partial eta 
squared = 0.1). A post hoc Tukey HSD test showed that the 
No Aid group deviated significantly more from the algo-
rithm (M = 14.0, SD = 13.2) than the Aid group (M = 4.2, 
SD = 2.7; p = 0.01). The other contrasts were not signifi-
cant: The No Aid group did not deviate significantly more 
from the algorithm than the Mid-term Aid group (M = 8.5, 
SD = 14.1; p = 0.21), and the latter did not deviate signifi-
cantly more than the Aid group (p = 0.3). In other words, 
only participants who had been given the algorithm in 
Session 1 used it significantly more compared to partici-
pants who had not been given it at all. For participants in 
the Mid-term Aid group, who received the algorithm at the 

Table 2  Study 1: Detailed results for each group, second session—means and standard deviations (in brackets)

Variable No Aid group Mid-term Aid group Aid group Optimal policy Expected with 
perfect use of the 
algorithm

Mean total costs 38.1 (26.2) 30.6 (8.4) 27.6 (7.0) 5.9 32.6
Mean deviation from 

the algorithm
14.0 (13.2) 8.5 (14.1) 4.2 (2.7) 0

Fig. 3  Study 1: Second session results: Mean total costs for each 
group (with standard error bars)
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start of Session 2, the difference was not significant. The 
results are shown in Fig. 4.

3  Study 2: “Hard first, simple second” 
contrast effect

3.1  Method

3.1.1  Design

Ninety-one students from ORT Braude College took part in 
the study. Participants were invited to a computer labora-
tory for two successive sessions with a simulation-based 
supply chain game. In the first session, 31 participants 
were given a hard-to-use algorithm at the start of the first 
session and were informed that using this algorithm could 
help them improve their decision making and given a sim-
ple algorithm at the start of the second session (Hard-Sim-
ple Aid group). Thirty-five participants were given only the 
simple algorithm at the start of the second session (Sim-
ple Aid group). Twenty-five participants were not given 
any support at all during the two sessions (No Aid group). 
Participants were randomly assigned to each of the three 
groups, ensuring that the total number of participants in 
each group will be 20 or more, and that the percentages of 
males and females will be similar among the groups. The 
design is illustrated in Table 3.

3.1.2  Participants

The 91 participants were undergraduate students from 
ORT Braude College, Israel (70% males, 30% females: 74% 

males in the Hard-Simple Aid group, 66% males in the 
Simple Aid group and 72% males in the No Aid group). 
Participants’ average age was 25.6, with a range of 20 to 
35. None of the participants had participated in Yuviler-
Gavish and Naseraldin’s [43] study or in Study 1. Payment 
conditions were similar to those described in Study 1. This 
research complied with the American Psychological Asso-
ciation Code of Ethics and was approved by the Ethical 
Committee at ORT Braude College. Informed consent was 
obtained from each participant.

3.1.3  Apparatus and procedure

The apparatus and procedure were similar to those 
described in Study 1.

3.1.4  Experimental task

The experimental task was similar to the experimental task 
in Study 1.

The simple algorithm and the preamble ran as follows:
Below is an algorithm that will help you calculate order 

quantities so as to most effectively reduce your costs.
The recommendation is to place orders according to the 

following policies:
On Days 1, 2, 3 and 4: Order nothing.
On Days 5, 6 and on: Order the average of the customer 

orders over the past 3 days, rounded up. That is, the amount 
that will be ordered on day t will be calculated by:

Example Suppose on days 6, 7 and 8 customer orders are: 
12, 14 and 17, respectively; then the amount of the order 
will be calculated at the end of day 8 by:

This algorithm was considered simple because it con-
tained only one calculation stage instead of two, although 

Qt =

⌈
Dt + Dt−1 + Dt−2

3

⌉

Q
8
=

⌈
D
8
+ D

7
+ D

6

3

⌉
=

⌈
17 + 14 + 12

3

⌉
= 15

Fig. 4  Study 1: Second session results: Mean deviation from the 
algorithm for each group (with standard error bars)

Table 3  Study 2: Design—X denotes that the aid was given

Aid No Aid 
group

Simple 
Aid 
group

Hard-
Simple Aid 
group

First session Simple
Hard to use X

Second session Simple X X
Hard to use
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the actual calculations made by participants were not 
observed. The hard-to-use algorithm was similar to the 
one described in Study 1.

Perfect use of the simple algorithm would produce a 
total cost of 869.5 for each session (cumulative storage 
cost: 869.5; cumulative backlog cost: 0), with a mean total 
cost per day of 29.0.

3.2  Results

Participants’ performance and decisions in the second ses-
sion were analyzed using multivariate analysis with the 
same two measures described in Study 1. The full set of 
results is displayed in Table 4.

We performed a multivariate analysis with the group 
(Hard-Simple Aid, No Aid and Simple Aid) was the inde-
pendent variable; mean total costs per day and mean 
deviation from the simple algorithm were the dependent 
variables.

The multivariate analysis revealed a significant effect 
of group [Wilks’ Lambda test on the combined variable: 
F(4,174) = 2.69, p = 0.03, partial eta squared = 0.06]. A posi-
tive significant correlation was found between the two 
dependent variables (Pearson r = 0.37, p < 0.001).

A univariate analysis was conducted for each vari-
able separately. For the mean total costs, the effect of 
group was significant [F(2,88) = 3.70, p = 0.03, partial eta 
squared = 0.08]. A post hoc LSD test showed that the 
No Aid group had significantly higher mean total costs 
(M = 39.6, SD = 23.3) compared to both the Simple Aid 
(M = 29.8, SD = 9.0; p = 0.02) and the Hard-Simple Aid 
groups (M = 29.8, SD = 13.0; p = 0.02). The contrast between 
the Simple Aid and the Hard-Simple Aid groups was not 
significant (p = 0.99). In other words, participants who got 
the simple algorithm were able to reduce their total costs 
regardless of whether or not they got it after prior expo-
sure to the hard-to-use algorithm. These results are shown 
in Fig. 5.

For the mean deviation from the simple algorithm, the 
effect of group was only close to significant [F(2,88) = 3.70, 
p = 0.06, partial eta squared = 0.06]. A post hoc LSD test, 
however, showed that the No Aid group deviated signifi-
cantly more from the simple algorithm (M = 19.3, SD = 28.4) 
than the Simple Aid group (M = 4.4, SD = 5.6; p = 0.02). The 
other contrasts were not significant: The No Aid group 
did not deviate significantly more from the simple algo-
rithm than the Hard-Simple Aid group (M = 13.5, SD = 32.3; 
p = 0.38), and the latter did not deviate significantly more 
than the Simple Aid group (p = 0.13). In other words, par-
ticipants who had been given only the simple algorithm in 
Session 2 relied on it significantly more compared to par-
ticipants who had not been given it at all. For participants 
in the Hard-Simple Aid group, who also received, in addi-
tion to the simple algorithm in Session 2, the hard-to-use 
algorithm at the beginning of Session 1, the difference was 
not significant. The results are shown in Fig. 6.

To examine whether participants in the Hard-Simple Aid 
group were less willing to rely on the simple algorithm, 

Table 4  Study 2: Detailed results for each group, second session—means and standard deviations (in brackets)

Variable No Aid group Simple Aid group Hard-
Simple Aid 
group

Optimal policy Expected with perfect 
use of the hard-to-use 
algorithm

Expected with perfect 
use of the simple algo-
rithm

Mean total costs 39.6 (23.3) 29.8 (9.0) 29.8 (13.0) 5.9 32.6 29.0
Mean devia-

tion from the 
hard-to-use 
algorithm

35.8 (25.9) 15.8 (32.2) 0

Mean deviation 
from the sim-
ple algorithm

19.3 (28.4) 4.4 (5.6) 13.5 (32.3) 0

Fig. 5  Study 2: Second session results: Mean total costs for each 
group (with standard error bars)
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in opposition to our hypothesis, because they still relied 
on the hard-to-use algorithm in the second session, we 
compared the mean deviation from the hard-to-use algo-
rithm in Session 2 between the Hard-Simple Aid group 
and the No Aid group. The univariate analysis showed 
that the effect of group was significant [F(1,54) = 6.34, 
p = 0.06, partial eta squared = 0.10]. Mean deviation from 
the hard-to-use algorithm was greater for the No Aid 
group (M = 35.8, SD = 25.9) compared to the Hard-Simple 
Aid group (M = 15.8, SD = 32.2), indicating that participants 
in the Hard-Simple Aid group were relying on the hard-to-
use algorithm in the second session also.

4  Discussion and conclusions

The current work evaluated two kinds of experience-based 
contrast effects when relying on a decision aid. In the first 
study, a “hands-on” contrast effect was manipulated via 
previous experience with a task before introducing the 
users to a hard-to-use decision aid, and we hypothesized 
that participants who had previous experience tackling 
the task without any support would make less use of a 
fairly hard-to-use decision aid that was later offered to 
them. In the second study, a “hard first, simple second” 
contrast effect was manipulated via presenting a hard-to-
use decision aid (identical to the one in the first study) 
before introducing a simple decision aid, and we hypoth-
esized that participants would perceive the investment of 
time and effort in using the simple decision aid as lower 
in the presence of prior experience with a hard-to-use 
decision aid, and hence would rely more on the simple 
decision aid.

In the first study, the results of the second session dem-
onstrated a significant difference in relying on the deci-
sion aid between the Aid group and the No Aid group, 
while the difference was not evident between the No Aid 
group and the Mid-term Aid group, suggesting that the 
Mid-term Aid group did not rely on the decision aid. This 
was despite the way the algorithm was presented to them, 
which should have conveyed to participants that they 
would perform better using the algorithm in the second 
session than they had in the first. The results thus validate 
our assumption that the “hands-on” contrast effect reduces 
people’s reliance on a decision aid if it is introduced later 
(after the task has already been carried out without it), 
at least when the aid is difficult to use. In Yuviler-Gavish 
and Naseraldin’s study [43], as mentioned before, a simple 
aid did not result in less reliance. It appears that people 
weigh their confidence in their own ability to handle the 
task against the time and effort they will have to invest to 
use the decision aid, and having previous experience with 
the task shifts the balance toward the former.

For the second study, the results demonstrated that 
in the second session, participants who were given the 
simple aid and did not get any aid before were willing to 
rely it. In contrast to our hypothesis, however, participants 
under the “hard first, simple second” contrast effect con-
dition relied on the simple decision aid less than partici-
pants without this manipulation did. An additional analy-
sis showed that the participants under this contrast effect 
condition continued to rely on the hard-to-use decision 
aid in the second session.

Adherence to the hard-to-use algorithm even when a 
simpler one is suggested might be explained by the “sunk 
cost effect.” The sunk cost effect is the increased tendency 
to persist in an endeavor once an investment of money, 
effort or time has been made. The effect leads to irrational 
behavior since only marginal costs and benefits, and not 
past costs, should influence the decision making [52]. The 
sunk cost effect has been demonstrated in many fields. For 
example, Staw and Hoang [53] showed that the amount 
teams spent for players in the National Basketball Associa-
tion (NBA) influenced how much playing time players got 
and how long they stayed with NBA franchises. McCarthy, 
Schoorman and Cooper [54] demonstrated the escalation 
of commitment in venture capital investment as a repre-
sentative case of the sunk cost effect. This effect was also 
demonstrated in theater attendance: people who bought 
tickets to a show will not miss it even if they really do not 
want to come, e.g., in the situation of a storm [52].

According to the sunk cost effect, it may be that partici-
pants who had already invested time and effort in learning 
how to use the hard-to-use algorithm are less likely to give 
it up and use a simpler algorithm even if it is clear that the 
latter algorithm will save them time. Hence, benchmarking 

Fig. 6  Study 2: Second session results: Mean deviation from the 
algorithm for each group (with standard error bars)
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a simple decision aid under previous experience with a 
harder to use one did not lead to the expected conse-
quence of increasing reliance on the simple decision aid. 
Future research could focus on the contrast effect, but 
with an effort to reduce the sunk cost effect. For example, 
giving participants a less hard-to-use decision aid as the 
benchmark, which may reduce their investment and, in 
turn, the sunk cost effect, or emphasize that the simple 
algorithm can produce at least the same performance 
results.

As for task performance, in the first study adopting 
the algorithm did not result in significantly better per-
formance. As we noted above, the algorithm was not 
designed to produce the same results as perfect knowl-
edge of customers’ future orders, and the difference 
between expected performance with perfect use of the 
algorithm and the best possible performance was quite 
large (mean total costs of 32.6 and 5.9 per day, respec-
tively). Indeed, our findings point to the potential pitfalls 
of encouraging decision makers to use non-optimal deci-
sion aids and particularly the risk of overreliance [15, 16]. 
Interestingly, however, we found no evidence of overreli-
ance on the algorithm in our study. On the contrary, the 
performance of the Aid group was better than the perfor-
mance the group would have achieved with perfect use of 
the algorithm: 31.7 and 27.6 for the first and second ses-
sions, respectively. In contrast, the No Aid group consist-
ently scored worse than they would have with perfect use 
of the algorithm, at 35.3 and 38.1 for the first and second 
sessions, respectively.

We assume that participants who used the algorithm 
generalized their experience with it to develop an even 
better strategy, which improved their performance. More 
precisely, we postulate that while the algorithm used in 
the present study was not optimal, it had the effect of 
moderating variation in participants’ orders, and partici-
pants in the Aid group may have learned to apply this 
strategy. It is even possible that given additional time, the 
improvement in their performance would have been sta-
tistically significant.

For the second study, task performance in the second 
session was similar for the Simple Aid and Hard-Simple Aid 
groups, and better than that of the No Aid group. In other 
words, both groups who got the aids were able to improve 
their performance with these aids, but the investment was 
different. Participants who were exposed to the hard-to-
use decision aid in the first session continued to use it 
even after exposure to a much simpler aid. Participants 
who were exposed only to the simple decision aid adopted 
it. Hence, both groups used the aids and improved their 
performance, but the Hard-Simple Aid group did not take 
the chance to reduce its effort by moving to the simple 
decision aid.

The limitations of the current research are several. 
First, the number of participants in each study was 
limited, and hence, it is possible that the results were 
affected, and small changes in pattern could have been 
statistically significant if the number had been increased. 
Second, although trying to balance the percentage of 
males in each of the groups, since there might be gen-
der differences in relying on a decision aid, the balance 
was not perfect. Third, the participants were all young 
engineering students from the same college, and it is 
possible that performing the study with different popu-
lations would have changed the results. And lastly, the 
external validity of the research is not very high, since 
the task was laboratory-based and only partially imitated 
the real-world conditions.

To conclude, in the current work we contributed to the 
scarce literature of manipulating the contrast effect in rely-
ing on a decision aid in DSS, by examining two experience-
based contrast effects. We showed that these contrast 
effects can affect the reliance on a decision aid and task 
performance, but the effects might not be straightforward, 
and several other factors might contribute to the results 
produced. When a decision aid is hard to use, previous 
experience with the task will reduce reliance on such an 
aid once it is introduced. At the same time, we showed that 
at least in some cases, even when a decision aid is known 
not to be optimal, experience with such a decision aid can 
help users improve their own strategies. In addition, other 
effects such as sunk cost can cause users to adopt unde-
sired behaviors, e.g., adherence to the harder decision aid 
instead of improving efficiency by relying on an easier one 
when it is offered. The current results should be examined 
further in future research using better decision aids, which 
may improve performance, and for other domains and 
tasks. In addition, since the task was laboratory-based and 
we did not tackle real-world problems, an enhancement 
to more realistic tasks is needed in the future.
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