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Abstract
Aiming at the problem of video saliency detection, a strong target constrained video saliency detection method is 
proposed in this paper. In order to detect the salient region fast and effectively, strong target constraints forcing by the 
location, scale and color model are introduced into the video saliency detection. First, a target locating strategy for obtain-
ing the location and scale information is proposed by correcting the result of video tracking with the optical flow result 
and the segmentation result of the last frame. Second, the estimated color model of the target is also calculated by the 
obtained segmentation results. Finally, the strong target constraints are integrated into the saliency model in the way of 
extending the significance hypothesis, and a high quality saliency map is obtained, where segmentation is employed for 
constrained parameters updating. In details, Densecut is initialized by the obtained saliency map to calculate the seg-
mentation result of the last frame. Compared with some state-of-art saliency detection methods, our proposed method 
performs outstandingly, and the results on DAVIS dataset are significantly improved in terms of accuracy and robustness.

Keywords  Saliency target detection · Target tracking · Video saliency · Video segmentation

1  Introduction

As the most common way to connect the outside world 
for human beings, vision can achieve many image-based 
functional purposes, such as face recognition, scene seg-
mentation, target tracking and so on, while receiving a 
large amount of information [1–5]. The human visual sys-
tem focuses on the “saliency” area, so the brain burden is 
greatly reduced by the processing and storage of infor-
mation in the small part of the “saliency” area. There is no 
doubt that this way of focusing on the “saliency” area has 
a unique advantage in visual information processing.

In addition to extensive research in neurobiology [6, 
7], cognitive psychology [8, 9] and other fields, the con-
cept of saliency detection [10–12] also has a very impor-
tant research value in computer vision field. For example, 
using salient region as prior information in image seg-
mentation can automatically locate foreground targets, 

and transform the interactive segmentation algorithm 
into automatic segmentation algorithm [13]. Otherwise, 
the extraction of the salient region can reduce the data to 
be processed, thereby the efficiency of the algorithm can 
be improved. Color contrast is the main feature of salient 
region and other features such as texture features, shape 
features, and space locations. By comparing the features, 
the algorithm determines the saliency of each region. For 
feature contrast, there are two main methods: local con-
trast and global contrast.

The saliency detection algorithm for local contrast is 
mainly based on the comparison between local regions. 
When contrasting features, the current region is compared 
only with some adjacent regions to find out the difference. 
Therefore, the algorithm tends to produce high saliency 
at areas such as the edge of the foreground object and 
noise. This kind of methods have the advantage of high 
execution efficiency. However, due to the locality of the 
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comparison areas, the algorithm is susceptible to noise 
and cannot form a salient region with stable connectivity. 
In order to detect salient regions more accurately, Liu [14] 
proposed a series of new features, including multiscale 
contrast, center-surround histogram, and color spatial 
distribution, and salient regions are detected by forming 
a conditional random field to efficiently combine these 
features.

On the contrary, the global contrast detection algo-
rithm calculates the global contrast relationship of the 
image. It is obvious that the time complexity of the global 
contrast algorithm is very high. In applications, the sali-
ency results are usually used as preprocessing operations, 
and the high time complexity certainly greatly reduces the 
practicability of the algorithm, even if the effect of the sali-
ency detection is quite excellent. Cheng [15] proposed the 
global contrast based saliency detection algorithm by 
simplifying the color feature. The original three channel 
color is quantified from 256 values to 12 values, and color 
with lower probability in the image is ignored. By simplify-
ing the operation, the color contrast in the image can be 
calculated quickly. This saliency method based on global 
contrast has achieved quite excellent results.

As an extension of image saliency in the field of video, 
video saliency [16, 17] has also received extensive atten-
tion. According to the features, the current video saliency 
detection methods can be divided into three categories: 
methods based on space domain [18], methods based 
on time domain [19, 20] and methods based on spatio-
temporal domain [21]. It is generally believed that image 
saliency represents the most salient region in the cur-
rent image, and the region most likely to be labeled as 
foreground. For images, salient region usually satisfies 
two hypotheses: the color difference between saliency 
area and any other region in the image is larger; the sali-
ent region is closer to the image center than the other 
regions [22]. However, the features of videos are richer 
than images. The image can be regarded as a single frame 
of the video, and the target in video often has the motion 
characteristics. After introducing multiple frames in vid-
eos, we can obtain not only the appearance information 
but also the temporal context information of the target 
between frames.

In this paper, we detect the saliency in the video by 
adding strong target constraints consist of location, scale 
and color to image saliency hypotheses, and then a strong 
target constrained video saliency detection (STCVSD) 
method is proposed. First, the location and scale informa-
tion of the target are obtained by correcting the results 
of video tracking with the optical flow result and the seg-
mentation result of the last frame. Second, the color model 
of the target is estimated by the fore/background Gauss-
ian mixture model with the existing segmentation results. 

Finally, the location information, scale information and the 
color model are integrated into the image saliency in the 
form of strong target constraints, and the strong target 
constrained video saliency results can be calculated. At 
the same time, Densecut [23] is initialized by the obtained 
saliency map to calculate the segmentation result of the 
last frame, which is employed for constrained parameters 
updating, and the ground-truth is used to initialize the key 
frame. Through the use of optical flow and target track-
ing, the video saliency detection range is narrowed and 
consequently the speed is accelerated. Besides, by means 
of location information, scale information and color 
model, the corresponding robustness and accuracy are 
also greatly improved. The flow diagram of our proposed 
STCVSD is shown in Fig. 1.

2 � Calculation of location and scale 
information

2.1 � Optical flow information with contour feature

The optical flow algorithm is used to obtain the optical 
flow field in each frame. According to the results of the 
optical flow field, there are two obvious facts in the motion 
region. On one hand, all pixels in the motion region are 
consistent and the region has obvious contour, but pix-
els in the non-moving regions are chaotic, and there is 
no visible contour of the object. On the other hand, the 
motion direction of the edge pixels in the motion region is 
very different from that of the non-moving regions in the 
neighborhood. Therefore, this paper needs to pretreat the 
optical flow according to the above facts, so as to obtain 
more effective optical flow regions [24].

First, the gradient of optical flow field is calculated. In 
this paper, the gradient value at the pixel q is defined as ��⃗fq , 
which represents the speed of the pixel, and the intensity 
of the optical flow gradient at the pixel q can be expressed 
as

where λm is the intensity coefficient.
According to the result of the gradient intensity bm

q
 , it 

is possible to distinguish between pixels on the contours 
of most moving regions and pixels that are not on the 
contours. In particular, the pixel whose gradient is greater 
than a certain threshold Tm is sufficiently salient, so it can 
be immediately determined as the contour pixel of the 
moving region. For pixels whose gradient strength is less 
than Tm, their attribution need to be further determined 
by the difference of motion directions. So, the maximum 
value of the motion direction (angle) difference between 
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each pixel and the neighborhood pixels also needs to be 
calculated as

where ��2
q,q′

 represents the angle difference between pixel 
q and pixel q′, Qq represents the neighborhood of pixel q, 
and λθ is the angle difference coefficient.

According to the gradient intensity value of the optical 
flow field and the difference of motion directions between 
the pixels, the difference of pixel velocity can be got as 
follows.

Because the value of threshold Tm is different in different 
scenes, iterative best threshold based on histogram [25] is 
used to get the threshold Tm. For pixels whose bq is larger 
than 0.5, we identify them as pixels belonging to moving 
region contours.

According the above method, a rough contour of the 
motion region can be obtained. In a video scene where the 
distant view and the near view alternate, the noise inter-
ference in the rough contour cannot be eliminated by the 
morphological processing [26]. Therefore, more accurate 

(2)b�
q
= 1 − exp
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−�� max
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q
, if bm

q
≤ Tm

motion information needs to be further extracted on the 
basis of the rough contour image. It has been observed 
that there are usually no obvious contours of the noise, so 
the noise can be removed according to the contour fea-
ture. Specifically, we take any pixel in the video frame as 
the benchmark, start from 12 o’clock direction, and launch 
a ray clockwise every 45 degrees. A total of 8 rays can be 
obtained, and the intersecting times between the rays and 
the contours of the pixels are counted. Obviously, when 
the pixel is in the enclosed area, the rays and the contour 
should be intersected odd times, as in Fig. 2a. When the 
pixel is located outside the enclosed area, the rays inter-
sects with the contour should be even times, such as 
Fig. 2b. If there are more than 4 rays from the pixel with 
an odd number of times intersected by the contour, the 
pixel is judged to be the inner pixel of the contour, and it is 
regarded as an effective moving pixel. Otherwise, the pixel 
is judged to be an outer pixel and a noisy pixel. The inte-
gral graph algorithm [27] is used to get the result quickly. 
After this processing, the optical flow motion information 
in the video frame can be obtained. Some examples are 
shown in the first column of Fig. 4.

2.2 � Scale‑variable KCF with APCE

Because the optical flow is easily affected by the motion 
background, even if contour feature is used to eliminate 

Location and Scale 
Information

Color Model

Input frame

Optical flow result

Tracking result

Segmentation result of 
last frame

Segmentation result of 
key frame

Target correction

Saliency detection

Constrained parameters updating using segmentation

Initialization

Fig. 1   The flow diagram of our proposed STCVSD
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a part of the noise, the accurate location and scale infor-
mation still cannot be obtained when the background 
motion area is large. So, the target tracking algorithm 
is introduced to rich location and scale information. We 
improve multi-scale target tracking algorithm KCF (Ker-
nelized Correlation Filter) [28] to get the preliminary loca-
tion and scale information of the target. In the original 
algorithm, the width and height of the tracking box are 
changed proportionally, in other words, the width and 
height are multiplied (divided) by the same scale coef-
ficient. For the video whose target is from far to near or 
from the near to the distant, the original tracking method 
cannot adapt to the scale change in time. In this section, 

it is now changed that aspect ratio of the tracking box is 
not fixed, and the width and height multiplied (divided) by 
different proportional coefficients. As a result, the original 
two scale changes (to reduce the same ratio at the same 
time, and to expand the same ratio at the same time) have 
been expanded into 8 scale changes (to reduce the width 
and height, to reduce the width and expand the height, 
to keep the width and reduce the height, to expand the 
width and keep the height, to keep the width and expand 
the height, to expand the width and reduce the height, to 
reduce the width and expand the height, and to expand 
the width and height).

Fig. 2   Effective motion pixel 
discrimination diagram
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In the process of target detection, the feedback of the 
tracking results is often used to determine whether the 
model needs to be updated. In this section, the average 
peak correlation energy metric (APCE) [29] is introduced 
into the KCF tracking algorithm. And the tracking model 
is not updated when the target is obscured or the target 
is temporarily not tracked. APCE reflects the volatility of 
the response map and the confidence coefficient of the 
target detection. If the wave peak is sharp and the noise 
is small, the target obviously appears in the detection 
range, and the APCE value will become larger. If the target 
is obscured or disappearing, the APCE value will be sig-
nificantly smaller. The calculation process is as Algorithm 
I, and several examples of tracking are shown in Fig. 3.

2.3 � Target correction

The target location and scale information cannot be 
obtained accurately through the target tracking algo-
rithm or the optical flow algorithm simply. For example, 
when the movement of the target region is slow, the opti-
cal flow field is chaotic and disordered, while the tracking 
algorithm can effectively get the location and scale of the 
foreground. When the target region is moving intensely, 
the tracking algorithm is easy to lose or offset the target. 
Therefore, optical flow motion information and the seg-
mentation result of the last frame are used to verify and 
correct the tracking result after obtaining the target loca-
tion and scale information by scale-variable KCF with APCE 
preliminarily.

Fig. 3   Comparison between KCF and scale-variable KCF with APCE. 
The yellow rectangles represent groundtruth, the green rectangles 
represent the tracking results of the original KCF, and the black rec-

tangles represent the tracking results of our proposed scale-varia-
ble KCF with APCE
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First, the tracking result is compared with the optical 
flow motion contour, if the difference is small, the cor-
rection is continued in next step. Otherwise, the result of 

video tracking is regarded as the correction result. Sec-
ond, the tracking result and the optical flow result are 
compared with the segmentation results of the last frame 
respectively, and the one with smaller difference is judged 
to be the result of correction. If the difference of the two 
results is very large, the segmentation result of the last 
frame is used as the correction result. Finally, the correc-
tion result obtained by the above operation is enlarged to 
a certain proportion as an effective correction result. As 
a result, we can obtain the accurate target location and 
scale information. The correction process of target’s loca-
tion and scale is as Algorithm II, and some examples are 
shown in Fig. 4.

3 � Estimation of target color model

In addition to the location and scale information of the 
target, the color model of the target is also estimated 
based on the existing target segmentation results. At 
first, an interactive segmentation is performed on the 
key frame, and the accurate target segmentation result 
is obtained. The color model of the target in key frame 
almost represents the color model of the target in the 
whole video. At the same time, it is noticed that the color 
model of the current frame target is the closest to the 
target color model of the last frame. Therefore, the color 
model of the key frame foreground object is used as the 
basic color model, and color model of the last frame is 

Fig. 4   The process and results of information correction for target 
location and scale. Optical flow results are shown in column 1, seg-
mentation results of the last frame are shown in column 2, tracking 

results of scale-variable KCF with APCE (black boxes) are shown in 
column 3, and the final correction results (white boxes) are shown 
in column 4
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weighted into it to estimate the color model of the cur-
rent frame.

A color model Hfore-1 can be obtained by establishing 
a Gaussian mixture model for the target in the key frame. 
For the last frame, the color model of the foreground is 
Hfore-2 and the color model of the background is Hback-2. 
The foreground color model Hfore in the current frame 
can be calculated as

where ς is the weight coefficient of color model, and it is 
set to 0.3 in this paper.

Two consecutive frames in the same video usually 
have similar scenes. Therefore, the background color 
model in the last frame is used to estimate the back-
ground color model of the current frame.

According to the estimated foreground color model Hfore 
and background color model Hback, the probability Hfore (qk) 
of pixel qk belonging to the foreground and the probability 
Hback (qk) of pixel qk belonging to the background can be 
calculated. In order to better determine the probability of 
pixel label assignment, the obtained probability value of 
pixels belonging to foreground or background are both 
normalized as follows.

Foreground probability Hfore−F

(
qk
)
 of pixel qk is obtained 

through (6), and the background probability Hback−F

(
qk
)
 is 

calculated by (7). As a result, the target color model con-
straint can be effectively estimated.

4 � Computation of strong target constrained 
video saliency

On the basis of the traditional image saliency, we extend the 
assumption that the closer the region to the center of the 
image is, the more salient the region is in image saliency. 
For the video saliency, according to the location and scale 
information, it is proposed that the closer the region to the 
target center is, the more salient the region is in this paper. 
And the target color model is further included here that the 
closer the region to the target color model is, the more sali-
ent it is. Therefore, video saliency Sv(rk) can be obtained as

(4)Hfore = Hfore−1 + �Hfore−2

(5)Hback = Hback−2

(6)Hfore−F

(
qk
)
=

Hfore

(
qk
)

Hfore

(
qk
)
+ Hback

(
qk
)

(7)Hback−F

(
qk
)
= 1 − Pfore

(
qk
)

(8)Sv
(
rk
)
= ws

(
rk
)
wo

(
rk
)∑
rk≠ri

e
Ds(rk ,ri )

−�2s w
(
ri
)
Dr

(
rk , ri

)

where Ds (rk, ri) represents the centroid distance between 
region rk and ri, and Dr (rk, ri) represents the color distance 
between region rk and ri. It is supposed b as the target box, 
t is the empirical weight in which t1, t2, t3 is set as 1.5, 1.0 
and 0.5 respectively. T is the empirical threshold for any 
region rk, and T1, T2 is set to 0.5 and 1.0 respectively. The 
interregional distance function dis(rk, b) is used to obtain 
the distance weight ws(rk).

A piecewise function is used here to increase the saliency 
values in the scale and to effectively reduce the saliency val-
ues outside the scale. Further, the weight wo(rk) of the color 
model can be obtained as

where the foreground probability value Hfore-F(rk) of the 
region rk is estimated based on the target color model.

5 � Constrained parameters updating using 
segmentation

In videos, the feature information that can be extracted 
is richer than that in the image, because of the relation-
ship between the last frame and the current frame. In 
this paper,

the segmentation results of the target are extracted 
frame by frame, so the use of the segmented target 
information can provide more help for the calculation of 
video saliency. Due to the space–time context informa-
tion between frames in video scene is closely related, the 
segmentation result of the last frame can provide effec-
tive information for the determination of target location 
and scale by correcting the tracking result of the current 
frame. Simultaneously, saliency results do not have con-
nectivity and obvious boundaries, so existing segmen-
tation results can be used to calculate the color model 
constraints of the target in the current frame.

The traditional video segmentation method usually 
simplifies the video segmentation problem into two parts: 
the extraction of the prior information and the target seg-
mentation. The common video segmentation methods cal-
culate the prior information according to the target color 
model, the contour constraint, the motion information 
and the simple saliency [30]. And the Graph-cut is usually 
selected to perform the segmentation operation. However, 
only fusing a particular feature or a simple feature cannot 

(9)ws(rk) =

⎧
⎪⎨⎪⎩

t1, if dis(rk , b) < T1
t2, if T1 < dis(rk , b) < T2
t3, if T2 < dis(rk , b)

(10)wo(rk) =
1

e−(Hfore−F (rk )−0.5)



Vol:.(1234567890)

Research Article	 SN Applied Sciences (2019) 1:1407 | https://doi.org/10.1007/s42452-019-1483-3

quickly extract effective prior information. At the same 
time, the segmentation method building graph models 
for all video frame pixels is inefficient.

Before calculating the location and scale information 
of the target in the current frame, we have obtained 
the saliency detection result of the last frame. Then the 
Densecut [23] is initialized with the obtained saliency 
map to calculate the segmentation result of the last 
frame, while the groundtruth is used to initialize the key 
frames. As a result, the unknown area is compressed, 
the computation of the target segmentation algorithm 
is reduced, and the accuracy of the segmentation result 
is improved. It also provides reference for accurate cal-
culation of location and scale information at the same 
time. Parts of segmentation results are shown in Fig. 5.

6 � Experimental analysis

6.1 � Environment and dataset

For experimental analysis, the Visual Studio 2013 and the 
OpenCV image library are selected as the development 
tools and the experiment program is written in C++. The 
program runs in the hardware environment of Intel (R) 
Xeon (R) CPU E5-2699 v3, 128 GB RAM.

For dataset, the DAVIS [31] is selected as the test case. 
The DAVIS contains 50 test videos, including a variety of 
challenging video segmentation test sets such as occlu-
sions, motion blur and appearance changes. And the 
DAVIS also comes with the standard segmentation results 
of all 50 videos, which are the manually calibrated Ground-
Truth. Under this dataset, the saliency detection experi-
ments are carried out on STCVSD (our method), RC [15], 

Fig. 5   Segmentation results in DAVIS. The green lines are results of our proposed method and the blue lines are the results of global 
Densecut
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PISA [32] and CA [33], and the experimental results are 
compared and analyzed qualitatively. In addition, the 
segmentation results that are produced during saliency 
detection process can also be compared with the state-of-
art video segmentation methods including BVS [34], CVOS 
[35], FCP [36] and FST [24] on the DAVIS quantitatively. 
Therefore, DAVIS is chosen as the data set in the following 
experiments.

6.2 � Results and analysis

6.2.1 � Verification of scale‑variable KCF with APCE

Experiments on KCF algorithm and scale-variable KCF with 
APCE proposed in Sect. 2.2 are carried out. The improved 
KCF algorithm has better tracking results compared with 
the original KCF for the video whose target is from far 
to the near or from the near to the distant. In Fig. 3, the 
tracking results of the several frames in car-shadow, drift-
straight and motocross-bumps are given. The yellow rec-
tangles in images are groundtruth, the green rectangles 
are the tracking results of the original KCF, and the black 
rectangles are the tracking results of our proposed scale-
variable KCF with APCE.

The target in car-shadow as Fig. 3a is from the near to 
the distant. The original KCF is not able to reduce the scale 
of the tracking box in time when the target is far away, 
resulting in that green boxes are too large in the second 
image and the third image in Fig. 3a. As our improved 
method increases the possible forms of scale change, 
the scale of the tracking box can be reduced in time, and 
the target is located more accurately. The target in drift-
straight as Fig. 3b, motorbike as Fig. 3c is from far to the 
near. For the original KCF algorithm, the smaller scale of 
the tracking box located in the first frame does not adjust 
in time, so that the target cannot be tracked or only a small 
part of the target can be located. While our improved KCF 
can complete enveloping the tracking targets (black rec-
tangles) by adjusting the height and width separately. The 
original KCF tracking result (green rectangle) of the third 
image in Fig. 3b is far from the real target, and APCE is used 
to exclude the situation of losing target in our improved 
KCF so that our result is still accurate as the black rectan-
gle. It can be proved that our proposed scale-variable KCF 
with APCE has certain advantages in determining the loca-
tion and scale of the target.

6.2.2 � Target location and scale correction

In Fig. 4, it shows the process and results of information 
correction for target location and scale, including optical 
flow binary images, segmentation results of last frame, 

improved KCF tracking boxes and the correction results. 
For improved KCF tracking results, the yellow rectangles 
represent groundtruth, and the black rectangles are our 
tracking results. In correction process, the red box is the 
target box obtained directly from the result of the opti-
cal flow, which may quite different from the real target. 
The blue box is the bounding rectangle of last frame seg-
mentation result, and the white box is the final result after 
correcting through the method mentioned in Sect. 2.3. 
According to the optical flow results of Fig. 4a, c, the result 
of optical flow is easy to be affected when there some 
motion interference in the background, so that the red box 
is far larger than the real larger. For the segmentation mask 
of the last frame as shown in Fig. 4b, c, if the segmentation 
result of the last frame is incomplete, the blue box cannot 
be accurately located in the current frame to consider the 
offset of the motion. According to results of improved KCF 
of Fig. 4b, c, even though the tracking algorithm has been 
improved, it is still not sensitive enough to the drastic scale 
change, so the black box in Fig. 4b is larger than the tar-
get, and the black box in Fig. 4c is smaller than the target. 
Finally, the improved KCF tracking results are corrected 
by combining the optical flow result and the last frame 
segmentation result, and the appropriate target location 
and scale corrections (white boxes) are obtained. The final 
accurate target location and scale information not only 
provide accurate feature information for saliency detec-
tion, but also greatly compress the region to be detected. 
Most of the background regions are eliminated, and then 
the accuracy and efficiency of our proposed video saliency 
detection algorithm are further improved owing to the 
reduction of redundant information.

6.2.3 � Video saliency detection with strong target 
constraints

6.2.3.1  Qualitative analysis  Accurate foreground color 
estimation models are obtained through the computa-
tion of video saliency, so accurate segmentation results 
can also be acquired. In Fig.  5, segmentation results 
(green lines) that are produced during saliency detection 
are given to compare with the results (blue lines) of global 
Densecut. According to the segmentation results of bear 
video sequences as Fig. 5a, we can find that for the vid-
eos with small differences between foreground and back-
ground, a high quality of segmentation is achieved for our 
proposed method and it avoids the jitter of segmentation 
results. Besides, for the video scenes of target occlusion 
(such as the bus in Fig. 5b and lucia in Fig. 5c and fast mov-
ing (such as the car-roundabout in Fig. 5d and paragliding-
launch in Fig. 5e), global Densecut without saliency maps 
is easy to segment the background into the foreground 
according to the results (blue lines), because of the lack 
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of more accurate target constrained information, such as 
location, scale, color model and shape.

Aiming at the comparisons of video saliency detection, 
in Fig. 6, the results of our proposed STCVSD method are 
obtained to compare with the results of other saliency 
detection algorithms, which are the state-of-art methods 
on the basis of traditional algorithms, such as RC [15], PISA 
[32], and CA [33]. From the results of Fig. 6c–e, we can find 
that these compared existing state-of-art saliency extrac-
tion algorithms are all mostly in a global chaotic trend. 
In contrast, after using the strong target information con-
straints as proposed in our STCVSD method, as shown in 

Fig. 6b, the saliency is rapidly rising in the target scale to 
obtain more accurate saliency detection results. The rea-
son for that is the traditional saliency detection methods 
usually have no definite scale restriction, maybe just some 
weak central constraints are included, so the correspond-
ing results of them cannot effectively represent the sali-
ency regions when the current target is not in the image 
center or the target is similar to the background. However, 
the results of our proposed STCVSD method show a con-
nectivity trend because of the strong constraints of target 
location, scale information and color model.

Fig. 6   Comparisons of video saliency detection results with other saliency detection methods, a the original image, b our STCVSD, c RC [15], 
d PISA [32], and e CA [33]
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6.2.3.2  Quantitative analysis  Due to the lack of 
groundtruth for video saliency, the quantitative analysis is 
not feasible. The quantitative data of segmentation results 
in the DAVIS is calculated to compare with the state-of-art 
video segmentation methods such as BVS [34], CVOS [35], 
FCP [36], FST [24], so that the validity of STCVSD can be 
verified.

The evaluation criteria IoU (Intersection over Union) in the 
field of image/video segmentation is selected in this paper 
as (11), where AreaV represents the obtained segmentation 
result, and AreaGT represents the foreground in Ground-
Truth. The average of IoU is calculated in (12), where IOUi is 
the IoU value of the ith video, Numi represents the number 
of available frames (except the key frame) in the ith video, 
and videos is the set of test videos.

(11)IoU =
AreaV ∩ AreaGT

AreaV ∪ AreaGT

(12)IoUaverage =

∑
i∈videos IoUi × Numi∑

i∈videos Numi

For different test videos, the experiments are carried 
out by selecting the middle frame and the first frame as 
the key frame respectively. For most videos, selecting the 
middle frame as the key frame can improve the accuracy of 
the tracking algorithm and reduce the influence of the far 
frame on the current frame. There is a certain improvement 
in the effect of saliency extraction and segmentation.

In Fig. 7, the IoU values of our proposed method by 
selecting the middle frame as the key frame are shown, 
and they are compared with other segmentation algo-
rithms. It can be seen that although the accuracy of other 
methods in a few videos is higher than ours, they usually 
go up and down dramatically. By contrast, the accuracy 
of our method undulates slightly, and the overall per-
formance is more stable. In other words, our method 
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Fig. 7   Experimental results and quantitative comparisons (the middle frame as the key frame)

Fig. 8   Experimental results and 
quantitative comparisons (the 
first frame as the key frame)
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Table 1   Averages of quantitative comparisons (the middle frame or 
the first frame as the key frame)

Our method BVS CVOS FCP FST

MAverage 0.728 0.716 0.585 0.662 0.595
FAverage 0.706 0.682 0.459 0.659 0.619
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has superior performance in terms of adaptability and 
robustness.

Since the targets of a few videos are incomplete in the 
middle frame because of the occlusion, blur, drawing and 
so on, it is not appropriate to select the middle frame as 
the key frame for them. In order to reduce the artificial 
interaction and simplify the algorithm, the first frames of 
these videos are selected as the key frames, and the quan-
titative comparisons of IoU results are drawn in Fig. 8. It 
is clearly shown that our method in this experiment has 
obvious advantages for almost all the videos, in addition 
to being more universal and stable, in general, our method 
also achieves the best accuracy.

As shown in Table 1, the MAverage denotes the IoU 
average value of the videos with the middle frame as 
the key frame, which is 0.728, exceeding the BVS algo-
rithm 0.12. And the FAverage denotes the IoU average 
value of the videos with the first frame as the key frame, 
which is 0.706, exceeding the BVS algorithm  0.024. 
Besides, compared with the deep learning based RFC-VGG 
[37] whose IoU is 0.6984, our method is also more superior. 
Therefore, our segmentation results are better than these 
state-of-art video segmentation algorithms on the whole. 
And it is also proved that the STCVSD method proposed in 
this paper is effective.

7 � Conclusion

In this paper, a video saliency detection method based 
on strong target constraints is proposed by fusing loca-
tion, scale and color information. Traditional optical flow 
algorithm is included to extract contour features, KCF 
tracking method is improved to be scale-variable and 
APCE is used to enhance accuracy, and these improved 
algorithms are used to correct location and scale of the 
target with previous segmentation results. The color 
model is calculated from the segmentation results of 
the key frame and the last frame. Finally, these loca-
tion, scale information and the color model are fused to 
constrain the saliency calculation. According to experi-
mental results, our proposed video saliency detection 
method STCVSD can effectively extract the real saliency 
region in video sequences. For the qualitative results, our 
method shows a connectivity trend which is better than 
other saliency detection methods, and the intermediate 
segmentation results are superior to Densecut without 
saliency. For the quantitative results, the average IoU 
of our segmentation results is higher than other state-
of-art video segmentation methods including the deep 
learning based method on DAVIS dataset. As a result, 
our proposed STCVSD method is verified to be excellent.
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