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Abstract
Combined predictive modelling approach that couples the 2D far-field model and the 3D near-field computational 
fluid dynamic model has been developed to compare the performance of different turbulence models in predicting the 
flow kinematics around an open offshore intake structure. The k–epsilon (k–ε), k–ε renormalized group (RNG), k–omega 
(k–ω) and large eddy simulation (LES) models are used in this study. The objective is to select an appropriate turbulence 
model for simulating the flow field around the open offshore intake. The simulated water level and current speed of these 
turbulence models were compared with the field sampling results obtained at the vicinity of an existing open offshore 
intake structure located in the Penang Strait of Malaysia. Through the analysis, it can be concluded that the simulated 
water level for all turbulence models are broadly consistent with the major trend of measured values with k–ε model 
reporting the best performance. Comparison of the simulated current speed with the field measurements show that the 
k–ε RNG model fits better than the other models. The analysis reveals that the LES model has slightly lower accuracy in 
predicting current speed around the existing intake structure.

Keywords  Open offshore intake · Turbulence model · Flow kinematic · 2D far-field model · 3D near-field CFD model

1  Introduction

Seawater intake structures are often used by coastal power 
plants and desalination plants to draw in ambient seawa-
ter with certain quality characteristics which are required 
for specific functions. Thermal power plants required large 
volumes of water to refrigerate the circuit, while desalina-
tion plants turn seawater into drinking water. Constructing 
seawater intake structures is a major aspect of engineering 
works, forming a significant proportion of capital costs for 
these projects’. They may also present the area of great-
est risk for such projects. In order to design the seawater 
intake structure, it is necessary to understand the flow 
field characteristics around the structure. The impact of 
the water extraction will be minimized if the suction veloc-
ity is low. Fishes may be able to swim away from the intake 
to avoid impingement or entrainment [1]. Furthermore, 

where greater turbulence forms around the intake struc-
ture, larger amounts of sediment from the seabed will be 
sucked up—causing siltation problems in the seawater 
intake system [2]. Johnson [3] presents an overview of the 
parameters to be considered in the design of hydropower 
intakes and highlighted that the sediments are one of the 
major design factors in the intake design.

Various studies have been conducted and indicated 
that the flow field influnces the sediment transport rate. 
Khanarmuei et  al. [4] experimentally investigated the 
effect of vortex formation on sediment transport at dual 
pipe intakes and concluded that the rate of transported 
sediment was increased by increasing the strength of 
formed vortex. Moghadam et al. [5] conducted experi-
mental tests to investigate the sediment entry into water 
intakes. Results showed that the sediment delivery ratio 
is depends on the main channel Froude number. They 
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also indicated that the sediment delivery ratio is mini-
mum when the Froude number is between 0.35 and 0.45. 
Emamgholizadeh and Torabi [6] performed an experimen-
tal investigation to study the effects of submerged vanes 
in the exclusion of inflow sediment to the water intakes. 
Their results indicated that the submerged vanes have 
effectively limited the inflow bed and suspended load sed-
iments into the water intakes. They also asserted that the 
combination of vane-induced circulation and streamwise 
velocity will cause helical flow created by the vortex at the 
downstream of the vanes, resulting in sediment transport 
in a direction transverse to the flow direction.

With the advancement in computational modelling 
techniques, 3D Computational Fluid Dynamics (CFD) mod-
els have been successfully tested and utilized to explain 
the fundamental principles of the flow turbulence gen-
erated by the intake structures. Karami et al. [7] utilized 
the FLOW3D CFD model code to simulate flow patterns 
at rectangular lateral intake with different dike and sub-
merged vane scenarios. They evaluated three turbulence 
models: k–ε, RNG and k–ω, with laboratory experiments 
and indicated that RNG model provides more accurate 
results. Sefidkoohi et al. [8] examined five turbulence mod-
els: Prandtl mixing length, Turbulent energy, k–ε, RNG and 
LES, in the simulation of flow pattern in a lateral intake. 
By comparing the results of these numerical predictions 
to laboratory observations, they concluded that the RNG 
model has the highest precision, whilst the LES model has 
the lowest accuracy in predicting the flow field around the 
intake structure. Tataroglu [9] investigated the vortex for-
mation in a horizontal water intake structure composed of 
a reservoir-pipe system. They claimed that RNG model did 
not yield reasonable results. He asserted that RNG model 
is not suitable to be used in low-intensity turbulence flows 
due to the dissipative effect of RANS model. He compared 
the LES model with laminar model and concluded that 
LES model is better in capturing the vorticity generated 
close to the sidewalls. Ruether et al. [10] numerically inves-
tigated the flow field and the sediment transport at the 
Kapunga water intake in Tanzania using the k–ε model 
to predict the turbulence. Yeganeh-Bakhtiary et al. [11] 
employed the RANS equations, closured with k–ε turbu-
lence model for a fluid phase of a Euler–Lagrange coupling 
two-phase flow model to investigate the current-induced 
live-bed scour beneath marine pipelines. Gonzalo et al. 
[12] conducted a case study in hydro-combined power sta-
tions to identify the capabilities and limitations of two tur-
bulence models: RNG and LES for predicting the discharge 
flow, averaged depth of water, pressures averages, and dis-
charge flow for engineering purposes. They observed that 
both RNG and LES turbulence models can provide suffi-
cient representations of generic hydraulic performance for 
the power station operating in spillway mode. Cheng and 

Ying [13] performed a series of 3D numerical simulation 
based on the k–ε turbulence model. They investigated the 
flow characteristics of the eclipsed form arrangement and 
the March-past method for water intake-outlet arrange-
ment in power plants. Their simulation results are in basic 
agreement with those of the previous experiments. Zhao 
and Nohmi [14] used the LES model instead of RANS turbu-
lence model for simulating free water surface flow in pump 
intakes. They observed that the LES model can capture 
the peak of circular velocity around the vortex core and 
that the results show good agreement with experimental 
observations. Lucino and Gonzalo Dur [15] conducted a 
study to verify the ability of a commercial CFD code to 
predict the formation of vortices in a pump sump. They 
used the LES model, claiming that other turbulence mod-
els do not realistically represent the highly unstable and 
intermittent phenomena involved. Lu et al. [16] conducted 
a comparative study of turbulence models by simulating 
separation processes for inorganic suspended solids (ISS) 
with different particle sizes in a vortex-type grit chamber. 
Among the k–ε RNG, Real k–ε and Shear Stress Transmis-
sion (SST) k–ω turbulence models, they concluded that 
the k–ε RNG model agreed well with the experimental 
results for particles with d ≤ 200 µm. However, for particle 
size that exceeded 200 µm, the Real k–ε model provided 
the best results. Catalano et al. [17] provided evidence to 
show that the LES model is more accurate than the RANS 
model for unsteady flow with Reynolds numbers between 
0.5 × 106 and 1 × 106. However, it is worth noting that their 
computational solutions are inaccurate at higher Reyn-
olds numbers and the Reynolds number dependence is 
not captured in their study. RANS models can reduce the 
computational costs by solving the statistically averaged 
equation system and are most widely used nowadays 
[18]. Kaheh et al. [19] concluded that the k–ε RNG model 
is more accurate for predicting issues arising where shear 
forces are too high, as compared to the k–ε model. Their 
findings bear a close resemblance to the findings pub-
lished by Yakhot and Smith [20] which showed that the 
RNG model presents more accurately for flows with strong 
shear regions and low-intensity turbulence flows.

The principal goal in examining the flow kinematics is 
in understanding the accuracy of the simulated flow tur-
bulence generated around the open offshore intake. It is 
proven that the accuracy of flow turbulence simulation is 
influenced by different turbulence models. Unfortunately, 
there is no single turbulence model accepted as superior 
for all types of problems. This study was carried out to 
compare the performance of different turbulence models 
in predicting the flow kinematics around an open offshore 
intake structure. Four turbulence models, namely the 
standard k–epsilon (k–ε), k–ε renormalized group (RNG), 
k–omega (k–ω) and Large Eddy Simulation (LES) models 
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were tested in this study. Water level and current speed 
predicted by these turbulence models were compared 
with the field measurement results. From the analysis of 
various turbulence models, a turbulence model which is 
suitable to be applied for flow field simulation around the 
open offshore intake structure was selected.

2 � Methodology

This study combined predictive modelling approaches 
that utilize the Delft3D far-field model and the FLOW3D 
near-field CFD model. The Delft3D far-field model was 
used to model the hydrodynamic conditions from the far-
field which covered up to few kilometers away. The hydro-
dynamic results from the far-field model will be used as the 
boundary condition to the FLOW3D near-field CFD model. 
This coupled modelling approach can use the simulated 
far-field ambient conditions in the near-field computations 
to accurately determine the flow kinematics around the 
intake structure.

2.1 � Field measurement for model validation

To validate the models used in this study, field measure-
ments were conducted around an existing open offshore 
intake located in the Penang Strait of Malaysia. The intake 
structure was used to draw ambient seawater for power 
plant usage. Field measurement has the advantage of 
being able to observe the outcome in a natural setting 
rather than in a contrived laboratory environment [21]. 
Data screening and checking will however be conducted 
to ensure the consistency and reliability. The following 
field measurements were conducted:

•	 Bathymetric survey
	   Bathymetric survey was conducted to capture the 

bed level around the intake structure. The survey cov-
ered 2 km alongshore distance and extending 1.3 km 
seaward as shown in Fig. 1. The survey line is taken at 
50 m intervals with a spot interval of 10 m. Three cross-
check lines were also measured to ensure consistency 
of the bathymetric data. The bathymetric survey was 
conducted by using echo-sounder to determine the 
water depth by transmitting sound waves into the 
water and measuring the travel time of the echo to 
return from the bottom of the water. The echo-sounder 
was calibrated with the bar check which enables the 
echo sounder to be set correctly for the sound velocity.

•	 Water level and current measurements
	   Water level and current measurements were con-

ducted at 4 locations as shown in Fig. 2. The meas-
urements were carried out by deploying an Acoustic 

Fig. 1   Bathymetric survey coverage

Fig. 2   Location for water level and current measurements
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Doppler Current Profiler (ADCP) to capture the data 
at 10-min intervals. ADCP uses the Doppler effect to 
measure current velocity profiles in the water column. 
It transmits the sound at a fixed frequency and then 
listening to the echo returning from sound scatter-
ing in the water, to determine the velocity and depth. 
ADCP1 which was located approximately 450 m from 
the intake structure was used for 2D far-field model 
validation. It was measured from 7th to 21st July 2017 
for successive 14 days to cover spring and neap tides. 
ADCP2, ADCP3 and ADCP4 which were located approx-
imately 2 m, 1 m and 0.5 m respectively from the intake 
structure, were used for 3D near-field CFD model vali-
dation. It measured from 7 to 16th July 2017 to cover 
high and low tides.

2.2 � Delft3D

Far-field modelling is performed by using the Delft3D 
modelling system to simulate hydrodynamic processes 
due to tides and coastal currents. The Delft3D modelling 
suite comprises several modules (the details of this model 
are explained in detailed by Lesser et al. [22]). In this study, 
the FLOW module was utilized to perform simulation of 
hydrodynamic flow under the shallow water assump-
tion, where the vertical accelerations are assumed to be 
small compared to the gravitational acceleration. Delft3D-
FLOW uses a finite differences-scheme, which solves the 
Navier–Stokes equations for an incompressible fluid into 
two (depth-averaged) or three dimensions. The model 
consists of the horizontal momentum equation, the con-
tinuity equation, the transport equation, and a turbulence 
closure model. However, in far-field modelling, the grid is 
coarse, and the time step is too large to resolve the turbu-
lent scales of motion [23]. Therefore, the turbulent pro-
cesses will be resolve in the FLOW3D near-field CFD model.

2.3 � Model setup

A 2D far-field model was setup in the Penang Strait to 
test the ability of the combined predictive modelling 
approach at predicting the flow kinematics around an 
existing open offshore intake structure. The Penang Strait 
is located within The Malacca Strait and separates Penang 
Island from mainland Peninsular Malaysia. A model grid 
was setup to cover the Penang Strait that is approximately 
21 km long and 15 km wide (as shown in Fig. 3). The model 
grids are gradually reduced from 93 to 2 m spacing at the 
vicinity of the intake structure. To include the large-scale 
oceanic flows from the Malacca Strait, open boundaries 
are specified at the North and South of the model. Tidal 
forces were extracted from Delft dashboard by using 
the TPXO7.2 global tidal database [24]. Astronomic tidal 

forcing is applied to the model domain for the O1, K1, P1 
and MP1 diurnal constituents and the M2, N2, S2, K2 and 
MU2 semidiurnal constituents. The open boundaries are 
also forced with the long-term constituents of SA and SSA. 
The model bathymetries around the intake structure were 
derived from the bathymetric survey data. Areas not cov-
ered by this data were filled using digitalized Admiralty 
Charts. All transitional data sources were smoothed to 
optimally fit the surrounding data point. Figure 4 shows 
the model bathymetry for the 2D far-field model.

2.4 � FLOW3D

Near-field CFD model is performed by using FLOW3D to 
solve the Navier–Stokes equation to simulate 3D flow kin-
ematics around the seawater intake structure. The FLOW3D 
solver is based on the fundamental law of mass, momen-
tum and energy conservation in which the finite difference 
method was applied to solve the equations. The primary 
goal of any flow model is to estimate the influence of turbu-
lent fluctuations on the flow quantities. This influence is usu-
ally expressed by adding the diffusion terms in the following 
mass and momentum transport equations. The general mass 
continuity equation is written in Eq. (1), where u,v and w 
are fluid velocities in the Cartesian coordinate directions (x, 
y, z), Ax, Ay, and Az are the fractional areas open to flow in 
the x, y, and z axis. VF is the fractional volume open to flow, 

Fig. 3   2D far-field model grid
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ρ is the fluid density, R and ξ are coefficients that depend 
upon the choice of coordinate system. RDIF and RSOR are 
the turbulent diffusion and mass source terms, respectively 
and are defined in Eqs. (2) and (3) where υρ = Sχμ/ρ, in which 
Sc is the turbulent Schmidt number and μ is the coefficient 
of momentum diffusion. The 3D equations of motion (refer 
Eq. 4) are solved with the following Navier–Stokes equations 
with some additional terms:
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where t is the time, gx, gy and gz are accelerations due to 
gravity, fx, fy and fz are viscous accelerations, and bx, by, and 
bz are the flow losses in porous media.

2.5 � Turbulence models

The turbulence models tested in this study were the k–ε, 
k–ε RNG, k–ω and LES models. The FLOW3D turbulence 
models differ slightly from others’ formulations by general-
izing the turbulence production with buoyancy forces at 
non-inertial accelerations and by included the influence 
of fractional areas/volumes of the FAVOR™ method [25]. 
The k–ε model [26] is calculated by two transport equa-
tions (refer Eq. 5) for the turbulent kinetic energy (kT) and 
dissipation rate (εT). The equation for Diffε is illustrated in 
Eq. (6) and kinematic turbulent viscosity (T) in all turbu-
lence transport models is computed from Eq. (7).

where PT and GT are the turbulence productions due to 
shearing and buoyancy effects, respectively. Diffε is the dif-
fusion of dissipation, CDIS1 is the production coefficient, 
CDIS2 is the decay coefficient and CDIS3 is the buoyancy 
coefficient. R is the multiplier of viscosity used to compute 
the turbulent diffusion coefficient, and CNU is the coef-
ficient of turbulent viscosity evaluation. CDIS1, CDIS2, 
CDIS3, R, and CNU are all adjustable parameters and have 
defaults of 1.44, 1.92, 0.2, 1.0 and 0.09, respectively for the 
k–ε model.
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Fig. 4   Model bathymetry
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The k–ε RNG model [27] extend the capabilities of k–ε 
model to provide better coverage of low intensity tur-
bulence flows and flow in areas with strong shear. This 
approach applies statistical methods to the derivation of 
the averaged equations for turbulence quantities (i.e. kT 
and εT). In k–ε RNG model, the default values for CDIS1, 
CNU, and R are different from k–ε model and are 1.42, 
0.085 and 1.39, respectively. The CDIS2 is computed from 
the kT and PT terms and CDIS3 remain as 0.2.

The k–ω model [28] difference from k–ε and k–ε RNG 
model models by defining the second variable as turbu-
lent frequency (ω) not as turbulent dissipation (εT). The 
equations for turbulence kinetic energy and specific dis-
sipation rate for Wilcox’s k–ω model are written in Eqs. (8) 
and (9), respectively.

The closure coefficients and auxiliary relations are:

The LES model directly resolves most of the turbulent 
fluctuations and does not use scalars to represent average 
turbulent kinetic energy. It requires more computational 
efforts and finer meshes compared to the RANS based 
models; however, it does provide more extensive statistics 
of the turbulent flow. When the effects of turbulence are 
too small to be computed, the LES model will represent 
them as an eddy viscosity. The LES kinematic eddy viscos-
ity is shown in Eq. (11).

where c is a constant value between 0.1 and 0.2, L indi-
cates the length scale and eij denotes the strain rate tensor 
components.
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2.6 � Model setup

(a)	 Intake structure and model bathymetry

The structure of the intake model is constructed based 
on an existing open offshore intake structure utilized by 
a power plant which located at Prai Malaysia. The intake 
model is composed of 4 major components: velocity 
cap, screen bar, intake riser and intake pipe as shown in 
Fig. 5. The measured bathymetric data was imported into 
the model using a universal terrain representation raster 
format to provide a realistic bed level for modelling. The 
intake structure was built with CAD software and input 
into the model as solid geometry that was placed on the 
model bathymetry to mimic the actual site condition.

(b)	 Model domain and model grid

A model with domain sizes 41.2  m × 45.2  m × 18  m 
was constructed to study the performance of different 
turbulence models in predicting flow kinematics around 
the intake structure. Two mesh blocks, coarse and fine 
meshes, were used in this study. The model domain was 
resolved with a coarse mesh of 0.4 m resolution in the 
region extended 15 m from the intake structure. Fine mesh 
of 0.2 m resolution was used at the vicinity of the intake 
structure to increase the accuracy of the computations. 
Figure 6 shows the model domain and model grid used in 
the 3D near-field CFD model.

(c)	 Boundary conditions (BC)

Fig. 5   Dimensions and components of the intake model



Vol.:(0123456789)

SN Applied Sciences (2019) 1:1266 | https://doi.org/10.1007/s42452-019-1320-8	 Research Article

The boundaries of the model domain are categorized 
as velocity (V), pressure (P), wall (W) and volume flow rate 
(Vfr). The velocities were prescribed at the left and right 
boundaries of the model domain where the kinetic energy 
and dissipation rate are calculated based on the compu-
tational formulas of turbulence quantities. All the calcula-
tion parameters, such as the inlet velocities and Reynolds 
numbers are based on the 2D far-field model. The seaward 
and shoreward boundaries were defined as pressure-type, 
using tidal level extracted from the far-field model. The 
bottom of the domain was prescribed with a wall surface 
with no tangential velocities. The upper boundary of the 
model domain is open to the atmosphere, assigned pres-
sure type with the fluid fraction equal to zero. By setting 
the fluid fraction as zero, the boundary is defined as a 
void layer and will remove water from this boundary. The 
outlet of the intake structure was prescribed with volume 
flow rate BC, and mass momentum sources were added 
to withdraw water from the model domain at the rate of 
25.43 m3/s. The boundary conditions are shown in Fig. 7.

3 � Results and discussion

(a)	 2D far-field model validation
	   The numerical model is only valid if it accurately 

represents reality. We validate the model by com-
paring output from the model with corresponding 
measured values. The 2D far-field model validation 
was carried out by comparing the predicted water 
levels and depth-averaged current speeds, with the 
measured values at ADCP1 for 14 days continuously, 
covering spring and neap tides. Root Mean Square 
Error (RMSE) was calculated to compare the measured 
and predicted values. Figure 8a, b illustrate the com-
parison between measured and simulated water level 
and current speed, respectively. The time series com-
parisons show that the simulated results are in good 
agreement with the measured data. The 2D far-field 
model can predict the tidal and current fluctuations 
during spring and neap tides. The results show that 
the RMSE value for water level and current speeds are 
5.4% and 14.4%, respectively. Given that our findings 
are based on field survey where data were collected 
in an uncontrolled environment, slightly higher error 
percentage shall be accepted, compared to the pre-
dicted data with the field survey values. The average 
differences between simulated and actual measured 
values shall be less than 10% and 20% for water level 
and current speed respectively, based on the guide-
lines for preparation of coastal engineering hydraulic 
study and impact evaluation prepared established by 
the Malaysian government [29]. Based on the field 
measurement validation, the 2D far-field model can 
be used to provide the tidal and current boundary 
conditions to the 3D near-field CFD model.

(b)	 Comparison of performance for different turbulence 
models

	   A typical 12-h time series of flood-ebb tidal cycles 
were extracted from the 2D far-field model and 
input as the velocity and tidal boundaries conditions 
for the 3D near-field CFD model. The 3D CFD model 
was setup to evaluate the performance of different 
turbulence models in predicting the water level and 
depth-averaged current speed at ADCP 2 and ADCP3. 
Three statistical indexes were used to compare the 
turbulence models (root mean square percentage 
error (RMSE), squared of Pearson product-moment 
correlation coefficient (R2) and mean absolute error 
(MAE)).

Figures 9 and 10 show the comparison of the simulated 
and measured water level at ADCP2 and ADCP3, respec-
tively. The red line represents the linear trendline. The 

Fig. 6   Model grid

Fig. 7   Boundary condition
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Fig. 8   a Comparison of meas-
ured and simulated water level 
at ADCP1 and b comparison of 
measured and simulated cur-
rent speed at ADCP1

Fig. 9   Comparison of the simu-
lated and measured water level 
at ADCP2 for various turbulent 
models
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results show that there is a significant positive correlation 
between simulated and measured water level for all tur-
bulence models with R2 of 0.99. RMSE for k–ε, k–ε RNG and 
k–ε turbulence models are 8.10% and 7.50% for ADCP2 
and ADCP3, respectively. RMSE values for the LES model is 
slightly higher than other turbulence models, with 8.15% 
and 7.51% for ADCP2 and ADCP3, respectively. The LES 
model also reported highest MAE of 6.67 cm while the k–ε 

model has the lowest of 6.26 cm. In general, the simulated 
water level for all turbulence models are broadly consist-
ent with the major trend of values within the k–ε model 
reported to have the best performance.

Figures 11 and 12 depict the comparison of the simu-
lated and measured depth-averaged current speed at 
ADCP2 and ADCP3, respectively. Overall, good positive 
correlation is found between simulated and measured 

Fig. 10   Comparison of the 
simulated and measured water 
level at ADCP3 for various 
turbulent models

Fig. 11   Comparison of the 
simulated and measured 
depth-averaged current speed 
at ADCP2 for various turbulent 
models
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current speeds for all turbulence models. The average 
results of ADCP2 and ADCP3 show that the k–ε RNG model 
(with R2 of 0.76, RMSE of 10.31% and MAE of 5.06 cm/s) is 
a better predictor of current speed, compared with the 
other turbulence models. The analysis reveals that the LES 
model has slightly lower accuracy in predicting current 
speed around the existing intake structure. R2, RMSE and 
MAE for the LES model are reported as 0.75, 10.55% and 
5.22 cm/s, respectively.

These comparisons reveal that the k–ε RNG model 
more accurately represents water level and current speed 
around an existing open offshore intake structure. Our 
findings support previous studies that indicated that the 
k–ε RNG model is more accurate when simulating low-
intensity turbulence flows [18–20]. In contrast, the LES 
model has slightly lower accuracy in predicting water level 
and current speed. This may attribute to the fact that the 
LES model may require finer meshes and more computa-
tional efforts compared to the RANS based models. In the 
context of engineering application, computational cost 
and solution accuracy must be carefully balanced. With 
the same model meshes, k–ε RNG can provide good accu-
racy and reduce the computational costs compared with 
the LES model.

(c)	 3D far-field model validation
	   The k–ε RNG model was selected to conduct the 

validation for the 3D near-field CFD model. 3D far-
field model validation was carried out by compar-
ing the simulated water level and depth-averaged 

current speed, throughout the continuous 8 days’ 
time series, with measured data at ADCP2, ADCP3 
and ADCP4. Figures 13 and 14 show the comparison 
between the simulated and measured water level 
and current speed, respectively. The comparative 
results show that the simulated water level and cur-
rent speed are in good agreement with the measured 
values. However, all current speed simulation results 
are slightly lower than the measured values. This may 
likely be attributed to the influence of wave action 
which was not considered in this study. RMSE values 
for water level and current speed at ADCP2, ADCP3 
and ADCP4 are tabulated in Table 1. The RMSE value 
is less than 6% and 13% for water level and current 
speed respectively, which are acceptable for compar-
ing the simulated data with the field measurements. 
Based on the 3D model validation, the k–ε RNG tur-
bulence model was selected as the viscous model to 
simulate the flow kinematics around the open off-
shore intake structure.

4 � Conclusion

A combined predictive modelling approach that couples 
the 2D far-field model and the 3D near-field CFD model 
was developed to compare the performance of differ-
ent turbulence models in predicting the flow kinematics 
around an open offshore intake structure. It is important 

Fig. 12   Comparison of the 
simulated and measured 
depth-averaged current speed 
at ADCP3 for various turbulent 
models
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Fig. 13   a Comparison between 
the measured and simulated 
water level at ADCP2, b com-
parison between the measured 
and simulated water level 
at ADCP3 and c comparison 
between the measured and 
simulated water level at ADCP4
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Fig. 14   a Comparison between 
the measured and simulated 
current speed at ADCP2, b 
comparison between the 
measured and simulated 
current speed at ADCP3 and 
c comparison between the 
measured and simulated cur-
rent speed at ADCP4
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to compare the performance of various turbulence 
models to select an appropriate model for simulating 
the flow field around the open offshore intake. k–ε, k–ε 
RNG, k–ω and LES models have been used to model the 
water level and current speed around an existing intake 
structure. Our work has led us to conclude that:

•	 The simulated water level for all turbulence models are 
broadly consistent with the major trend of measured 
values with k–ε model reported the best performance. 
The water level simulated by k–ε RNG model is also very 
close to the measurement values.

•	 Comparison of the simulated current speed by the four 
turbulence models with the field measurement show 
that k–ε RNG model fits better than those predicted by 
the other models.

•	 The analysis reveals that the LES model has slightly 
lower accuracy in predicting current speed around the 
existing intake structure. This may attribute to the fact 
that the LES model may require finer meshes and more 
computational efforts compared to the RANS based 
models.

•	 With the same model meshes, the k–ε RNG model can 
provide good accuracy and reduce the computational 
costs compared to the LES model. This is very impor-
tant in the context of engineering application where 
computational cost and solution accuracy must be 
carefully balanced.

•	 Overall, the k–ε RNG model presents more accurately 
in predicting water level and current speed around an 
existing open offshore intake structure. Based on the 
3D model validation, the k–ε RNG turbulence model 
was selected as the viscous model to simulate the flow 
kinematics around the open offshore intake structure.
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