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Abstract
Character recognition from handwritten images has received greater attention in research community of pattern recog-
nition due to vast applications and ambiguity in learning methods. Primarily, two steps including character recognition 
and feature extraction are required based on some classification algorithm for handwritten digit recognition. Former 
schemes exhibit lack of high accuracy and low computational speed for handwritten digit recognition process. The aim 
of the proposed endeavor was to make the path toward digitalization clearer by providing high accuracy and faster 
computational for recognizing the handwritten digits. The present research employed convolutional neural network 
as classifier, MNIST as dataset with suitable parameters for training and testing and DL4J framework for hand written 
digit recognition. The aforementioned system successfully imparts accuracy up to 99.21% which is higher than formerly 
proposed schemes. In addition, the proposed system reduces computational time significantly for training and testing 
due to which algorithm becomes efficient.

Keywords Handwritten digit recognition (HDR) · Convolutional neural networks (CNNs) · Feature extraction and 
classification · MNIST dataset · Deep learning · DL4J

1 Introduction

Recognizing characters from handwritten images, printed 
text image documents or real images is challenging in the 
domain of optical character recognition (OCR) [1]. For aca-
demic and commercial applications, the trade of handwrit-
ing digit recognition (HDR) is of immense concern [2, 3]. 
HDR is a challenging problem which researchers have been 
investigating by using machine learning algorithms. HDR 
is meant for receiving and interpreting handwritten input 
in the form of pictures or paper documents. However, text 
extraction from real images is in reality an arduous task 
due to huge variations in font size and shape, texture and 
background, etc. Handwriting character recognition is enor-
mously employed in various research areas including pro-
cessing bank check, automatic number-plate recognition 

and postal address checking from envelopes, recognition 
of ID cards and zip codes [4–7]. Fundamental steps of char-
acter recognition (CR) are segmentation, feature extraction 
and classification [8]. Rapid progress in the field of charac-
ter recognition is providing an evidence of the advances in 
learning algorithm and availability of large databases.

Various databases including MNIST, CENPARMI, CEDAR, 
etc., have promoted advanced research in the field of pat-
tern recognition. Among them, MNIST is considered to 
have benchmark position for undertaking tasks of pattern 
recognition. Different classifiers like restrictive Boltzmann 
machines (RBMs), neural networks (NN) have been tested 
on MNIST dataset. Recently, recognition of handwritten 
digits using CNN as classifier is entering into new research 
zone due to diverse applications in deep learning field 
[9–11].
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To attain higher performances in the domain of char-
acter recognition [12–16] and pattern recognition [17, 
18], deep learning is fast-advancing field among other 
machine learning models due to its excellent feature 
extraction and working as best classifier characteristics. 
However, the deep neural networking is proved to be 
time taking network as a consequence of higher amount 
of hidden (nonlinear) layers and connections. Currently, a 
convolutional neural network (CNN) is most approvable 
tool for image recognition because it uses lesser number 
of hidden layers than DNN [19], relatively few parameters. 
It is very easy to train the system and used to extract the 
position-invariant features in a reasonable amount of time 
for its simple structure, able to map between input dataset 
to output dataset with temporal subsampling to offer a 
degree of rotation, distortion and shift invariance [17]. The 
CNN comprises multiple convolution layers with entirely 
connected convolution (which equals those in a typical 
artificial neural network). An image which is taken up as 
an input by the CNN passes straight through the convolu-
tional sequences, nonlinear function, pooling and entirely 
connected layers and finally provides us an output [20–23].

Considering one of the most challenging problem in 
the domain of handwritten digit recognition, hitherto 
several schemes/algorithms have been proposed [24, 25]. 
Since handwritten digits can be of various orientations 
and styles, researchers face many challenges for auto-
mated recognition of handwritten digits [26–34]. Ciresan 
et al. [35] presented convolutional neural network com-
mittees for handwritten character classification. Arora [36] 
employed two architectures: feed-forward neural network 
(FWNN) and convolutional neural network (CNN) for fea-
ture extraction, training and classification of MNIST dataset 
constituting handwritten images. Outcomes reveal that 
for the handwritten digit recognition, CNN attains greater 
accuracy than FWNN. The digit classification accuracy for 
CNN is 95.63%, whereas with FWNN is 90%. Ghosh et al. 
[37] carried out a comparative study of deep neural net-
work (DNN), deep belief network (DBN) and CNN on MNIST 
dataset. According to work, the accuracy of classified dig-
its for CNN is > 98% with some error rates. Anil et al. [38] 
presented CNN trained with gradient-based learning and 
backpropagation algorithm for the recognition of Malay-
alam characters. Their algorithm produced a maximum of 
75% accuracy. Their algorithm produced maximum 75% of 
accuracy. Shobha Rani [39] reported work on recognition 
of one of the most widely used South Indian script called 
Kannada. The training of character image samples is car-
ried out by using one of the deep convolution neural net-
works. Result demonstrates the accuracy of reported CNN 
model is 92%. Nonetheless, the results of former schemes 
were not up to the mark in terms of accuracy and com-
putational time for handwritten digit recognition process.

This study differs from other existed work because it 
reveals the effectiveness of CNN in terms of high accuracy 
and low computational time to classify handwritten digits 
[36–39]. With extensive literature survey, it comes to know 
that accuracy of various reported CNN models is not up to 
the mark as mentioned in Table 3. Therefore, we proposed 
a CNN-based framework reinforced by DL4J for HDR, which 
resulted in better performance rates as compared to other 
CNN-based methods. Java-based DL4J framework helps 
to obtain more diverse features from each handwritten 
digit image. The established CNN model can determine 
and recognize handwritten digits with high accuracy, as it 
combines the weights of convolution layers during feature 
extraction with fully connected layers. Afterward, for fur-
ther verification of accuracy, the system is also checked by 
changing the number of CNN layers. We also established a 
variability link between error rates and accuracy for indi-
vidual handwritten digit (0–9).

Moreover, architectures like CNN are computation-
ally expensive and lead to wastage of resources when 
used with less complex research problems [40]. Here, we 
attempt to reduce the overall classification time by reduc-
ing the feature space used to train the model to get an 
optimal model to classify handwritten digits. The feature 
map reduction has been done by selecting the filter maps 
of a convolutional layer in the CNN randomly. The experi-
mented results provide conclusive evidence for the useful-
ness of CNNs with reduced feature space to deal with less 
complex problems. The results signify that the projected 
CNN model leads to an improvement in the recognition 
rate compared with other CNN-based algorithms with 
greater accuracy. This work will open a new way toward 
digitalization. Furthermore, this work could be extended 
to letters reducing humanistic efforts, as the digit recogni-
tion performance of our proposed framework (CNN-DL4J) 
was beyond what can be achieved by a skilled human.

2  Literature work

Numerous researchers marked their contribution in the 
field of digit recognition. Distinct priorities for individual 
features relying on the accuracies of different features 
were implemented on character recognition system 
by Hanmandlu and Murthy [41]. Hidden Markov model 
using recurrent neural network (RNN) has been used to 
determine sequence of character in handwritten script. 
Graves and Schmidhuber [42] implemented this model 
for the classification of the handwritten Arabic words 
with 91% accuracy. Pal and Singh [43] utilized multilayer 
perceptron (MLP) for recognizing handwritten Eng-
lish characters and achieved accuracy up to 94% and 
improved computation time for training the dataset. 
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Neves [44] did comparison with MLP, and his model 
recognized offline handwritten characters with better 
accuracy for standard dataset NIST SD19 by implement-
ing support vector machine (SVM). In spite of the fact, 
MLP was best classifier for nonlinear classes (separable) 
segmentation; nevertheless, it get effortlessly trapped 
into local minima. Younis and Alkhateeb established 
the implementation of deep neural network (DNN) 
models on MNIST dataset for solving handwritten OCR 
problem. Models are capable of extracting important 
features without preprocessing with accuracy 98.46% 
[45]. Dutt and Dutt [46] demonstrated multilayer CNN 
using Keras and Theano libraries which attained 98.7% 
recognition accuracy on MNIST dataset. Ghosh and 
Maghari [47] did comparative study on three neural 
network approaches demonstrating that DNN was the 
best algorithm with 98.08% accuracy. However, every 
neural network has some error rate due to similarity in 
digit shape (e.g., 3 and 8 and 6 and 9). After deep analy-
sis of the related literature, it comes to know that that 
CNN was supposed to be the best classifier than sup-
port vector machine (SVM), K-nearest neighbor (KNN) 
and random forest classifier(RFC) for HDR. Therefore, in 
this project, the task of HDR is accomplished by using 
the CNN, incorporating a Deeplearning4j (DL4J) frame-
work, with rectified linear units (ReLU) activations that 
have never been reported before. The goal is achieved by 
establishing a model that can recognize and determine 
the handwritten digits from its image with high accuracy 
and low computation time. We aim to complete this by 
using the concepts of convolution neural network. The 
proposed CNN framework is well equipped with suitable 
parameters for high accuracy of MNIST digit classifica-
tion. The time factor is also considered for training the 
system. Furthermore, high accuracy is counter verified 
by changing the amount of CNN layers. Employment of 
additional pooling layers removes discretionary details 
in images and implants other higher-level characteris-
tics. The MNIST dataset was used to train the network in 
experiments. MNIST is a handwritten digit dataset, which 
consists of 60,000 training images and 10,000 images in 
the test set [48]. The digits are centered in a fixed size 
(28 × 28) image. These algorithms are employed to deter-
mine the accuracy with which these digits are classified. 
CNN classification proposed for HDR seems to be supe-
rior to other approaches used for handwritten charac-
ters’/pattern identification in terms of high accuracy and 
low computational time. It was noticed that DL4J train-
ing and prediction speed was efficient and quite good. 
By implementing this approach (CNN-based framework 
reinforced by DL4J for HDR), higher and precise results 
were obtained. Though the goal is to just create a model 

which can recognize the digits, it can be extended to 
letters and then a person’s handwriting.

3  CNN framework

A special kind of artificial neural network comprises of 
input layer, output layer and multiple hidden layers known 
as CNN. Hidden layer constitutes network of repetitive 
convolutional and pooling layers thus finally ends at one 
or more fully connected layer [17]. A detailed architecture 
of CNN is described in the following sections and shown 
in Fig. 2.

3.1  Convolutional layer (CNL)

CNL is the first layer in CNN which memorizes the features 
of input image covering its entire region during scanning 
through vertical and horizontal sliding filters. It adds a bias 
for every region followed by evaluation of scalar product 
of both filter values and image regions. For thresholding 

Fig. 1  Data reduction in pooling layer

Fig. 2  Overview of CNN framework
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element-wise activation function, such as max(0, x), sig-
moid and tanh, is applied to output of this layer via recti-
fied linear unit.

3.2  Pooling layer (PL)

At second, there comes pooling layer which is also called 
as max pooling layer or subsampling. In pooling layer 
(PL), shrinkage in the volume of data takes place for the 
easier and faster network computation. Max pooling and 
average pooling are main tools for implementing pool-
ing. This layer obtains maximum value or average value 
for each region of the input data by applying vertical and 
horizontal sliding filters through input image and reduces 
the volume of data as shown in Fig. 1.

3.3  Fully connected layer or dense layer

Lastly, there is fully connected layer after convolution and 
pooling layer in the standard neural network (separate 
neuron for each pixel) which is comprised of n numbers 
of neurons, where n is the predicted class number. For 
example, there are ten neurons for ten classes (0–9) in digit 
character classification problem. However, there should be 
26 neurons for 26 classes (a–z) for English character clas-
sification problem (Fig. 2).

4  Proposed methodology

Key rationale toward optical character recognition (OCR) 
from handwritten image includes features extraction tech-
nique supported by a classification algorithm for recogni-
tion of characters based on the features. Previously, several 
algorithms for feature classifications and extraction have 
been utilized for the purpose of character recognition. But, 
with the advent of CNN in deep learning, no separate algo-
rithms are required for this purpose. However, in the area of 
computer vision, deep learning is one of the outstanding 
performers for both feature extraction and classification. 

However, DNN architecture consists of many nonlinear hid-
den layers with a enormous number of connections and 
parameters. Therefore, to train the network with very less 
amount of samples is a very difficult task. In CNN, only few 
set of parameters are needed for training of the system. So, 
CNN is the key solution capable to map correctly datasets 
for both input and output by varying the trainable param-
eters and number of hidden layers with high accuracy [49]. 
Hence, in this work, CNN architecture with Deeplearning4j 
(DL4J) framework is considered as best fit for the charac-
ter recognition from the handwritten digit images. For the 
experiments and verification of system’s performance, the 
normalized standard MNIST dataset is utilized.

4.1  MNIST database used for training and testing

The subset of NIST database is MNIST dataset [48]. Out of 
70,000 images of handwritten digits, 60,000 images are 
used for training and 10,000 images are utilized for testing 
[48]. Resolution of every image is 28 × 28 with pixel values 
in the range of 0–255 (gray scale). As shown in Fig. 3, 0 gray 
value (in black) is representing background of digit, while 
digit itself is appeared as 255 gray value (in white).

The MNIST dataset comprised of labeled training and 
test files. For training and test set files, the pixel values are 
arranged in row form. Therefore, training set file (images) 
and test set file (images) consist of 60,000 rows and 784 
columns and 10,000 rows and 784 columns, respectively. 
On contrary, in the training and test label files, the labels’ 
values are 0–9. Hence, 10,000 rows and ten columns for 
testing files followed by 60,000 rows and ten columns 
(0–9) for training label file.

4.2  Experimental design of CNN architecture

The performance of a CNN for a particular application 
depends on the parameters used in the network. In gen-
eral, CNN architecture comprised of two main units or 
parts: (a) feature extractor and (b) feature classifier. In the 
feature extraction unit, every layer of network collects the 

Fig. 3  Example of MNIST 
dataset
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output from the immediate previous layer (as input) and 
forward the current output to the immediate next layer 
as inputs; contrarily, classification unit generates the pre-
dicted outputs. So, the CNN architecture with convolu-
tional layers is implemented for MNIST digit recognition 
as shown in Fig. 4. The overall architecture of suggested 
network is enlisted below.

At first, convolutional layer having a filter map with size 
5 takes (28 × 28) one image as input and provides output 
feature map with shape (24 × 24) 20. After that, a pooling 
layer is employed. The pooling layers reduce the resolution 
of features. It is the technique of moving window across 
the 2D window space, and the maximum value in the win-
dow is the output. This depends on the size of pooling 
layer taken by the user. The down-sampling operation is 
performed by using a pool size 2 × 2 with stride by 2, and 
it reduces the output size from (24 × 24)20 to (12 × 12)20. 
Afterward, ReLU activation was done. ReLU or rectified lin-
ear unit has been used as the activation function. There is a 
wide range of activation function available when training 
neural network models. The mainly used activations are 
sigmoid, tanh, ReLU and leaky ReLU. The ReLU nonlinearity 
is a popular activation function used in machine learning 
algorithm because: (a) With ReLU, it is easier to train larger 
neural networks; (b) it is a simple and efficient function, 
which helps to solve the problem of vanishing gradients in 
neural networks. It removes any negative values from the 
output and makes sure that input and output layer sizes 
are the same. It replaces all the negative entities in feature 
maps to zero, and (c) ReLU activation function is added in 

each layer so that network learns about nonlinear decision 
boundaries. Function for nonlinearity used has a filter map 
with size 5. It takes (12 × 12)20 image as input and provides 
output feature map with shape (8 × 8)50. Along with ReLU 
layer, a layer with max pooling function is used, which 
helps to make assumptions about features, thus reducing 
overfitting and also the training time. The outcome of the 
ReLU is directed to max pooling layer where it progres-
sively reduces the spatial size of the feature map repre-
sentations, thereby reducing the number of parameters 
and computations in the network. Max pooling performs 
the overfitting on the linearized convolved outcomes with 
the help of max filter and produces more abstract repre-
sentation of the convolved outcomes. Down-sampling 
operation was performed using a pool size 2 × 2 with stride 
by 2 to reduce the output size from (8 × 8)50 to (4 × 4)50. 
After that, a fully connected layer is used with 1024 out-
put nodes. Finally, another fully connected layer with ten 
output nodes is used to get network results for ten digits 
(0–9).

4.2.1  Mathematical operation

Each input node on convolution operation in convolution 
layer is meant for extracting features from input images, 
whereas the input nodes on average or maximum opera-
tion in max pooling layer abstract the features from image. 
The outputs of S − 1th layer are utilized as input for the nth 
layer, and then, the inputs pass through set of kernels fol-
lowed by nonlinear function ReLU (f). Suppose, if xS−1

i
 

Fig. 4  Proposed design of CNN architecture
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inputs from S − 1th layer, kS
i.j

 are the kernels of 1th layer. bS
j
 

represents the biases of 1th layer. Then, the convolution 
operation can be stated as follows:

The input nodes on average or maximum operation in max 
pooling layer abstract the features from image. Here, 2 × 2 
down-sampling kernel is applied and each output dimen-
sion will be the half of the corresponding input dimension 
for all the inputs. The pooling operation can be expressed 
as follows:

CNN propagates features of lower-level layers to produce 
features of higher-level layers contrary to traditional neural 
networks (NN). With the feature propagation, dimension of 
feature reduced depending upon the size of convolution 
and pooling masks. However, for the enhanced accuracy 
for classification, one can select the feature mapping for 
extreme suitable features of the input images. Fully con-
nected layer uses the output of last layer of CNN as inputs. 
Softmax operation is usually utilized to get the classifica-
tion outputs. Softmax operation for the ith class of input 
sample(x), weight vector (w) and distinct linear functions 
(K) can be stated as follows:

5  Experimented results

All experiments are conducted on Intel 2.2 GHZ processer 
with 4 GB RAM, and Java is used as programming lan-
guage. In this Deeplearning4j framework (DL4J)-based 
HDR project, MNIST is employed as a standard database. 
This database consists of digital handwritten images, and 
a number characterizes each image. All experiments in 
this study were performed on MNIST dataset. The research 
trained the system on 60,000 images from MNIST training 
dataset, and 5130 from testing dataset are tested.

Table 1 explains the amount of test images of each digit 
(0–9) used for the recognition. A result signifies that the 
only 42 images are classified incorrectly. This is in corre-
spondence with higher accuracy of proposed CNN-DL4J 
framework. Table 2 explains the results with respect to rec-
ognition rates and execution times of dataset comprising 
0–9 digits. Obtained results show significant improvement 
in the recognition rates of handwritten digits. In addition, 
the accuracy and error rates obtained through the pro-
posed system (CNN-DL4J) show a small variation.

(1)xS
j
= f

(
xS−1
i

∗ kS
i.j

)
+ bS

j

(2)xS
j
= down

(
xS−1
i

)

(3)P(y = i�x) =
exp

�
xTwi

�

∑K

k=1
exp

�
xTwk

�

Figure 5a shows error rates and accuracy among differ-
ent written digits. The minimum error rate was found with 
digit 8 while maximum with digit 5. However, the result 
of accuracy is in reciprocal to error rate. The highest accu-
racy (99.76%) was found with digit 8 and minimum with 
digit 5 (98.09%).The reason behind this variability is that 
we employed different writing styles and digit sizes while 
taking testing dataset. Consequently, proposed schemes 
attained the average accuracy of 99.21%. To increase the 
accuracy rate and decrease the error, we recommend a 
larger size dataset.

In addition to these results, the study hypothesized 
that increasing the layers of CNN could result in high 
accuracy rates of handwritten digits. Therefore, hypoth-
esis was tested by employing ten CNN layers. Figure 5b 
shows a comprehensive comparison between the accu-
racies achieved in percentage using five CNN and ten 
CNN layers. The results demonstrated an overall decrease 

Table 1  Number of test images employed and its recognition accu-
racy (%)

Digit Test images Incorrectly 
classified 
images

Correctly 
classified 
images

Accuracy (%)

0 500 02 498 99.60
1 470 03 467 99.36
2 640 04 636 99.37
3 420 03 417 99.28
4 470 03 467 99.36
5 430 12 618 98.09
6 510 03 507 99.07
7 540 05 535 99.41
8 630 01 429 99.76
9 520 06 514 98.84
Total 5130 42 5088 99.21

Table 2  Recognition rates and execution time (s) of dataset com-
prising 0–9 digits

Digits Recognition rate 
of test database

Error rate Reject rate Execution 
time (s)

0 99.60 00.40 00.00 06
1 99.36 00.64 00.00 05
2 99.37 00.63 00.00 07
3 99.28 00.72 00.00 05
4 99.36 00.64 00.00 04
5 98.09 01.91 00.00 08
6 99.41 00.59 00.00 06
7 99.07 00.93 00.00 05
8 99.76 00.24 00.00 04
9 98.84 01.16 00.00 07
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in the accuracy by increasing CNN layers. The increase 
in error rate was significant in digit 0 as displayed in 
Table 3. These results are concordant with many other 
studies that favor the use of less number of CNN layers 
when dealing with small datasets and vice versa. Fur-
thermore, besides the number of CNN layers, accuracy 
in digits recognition is also dependent on other factors 
(e.g., size of dataset, shape of images, writing style of 
digits, etc.).

From all the above results, the research concludes that 
five CNN layers with DL4J framework are preferred and 
highly effective model for HDR. Table 3 shows the accu-
racy comparison between former schemes and currently 
proposed system by using CNN framework.

6  Conclusion

Character recognition is a key step toward artificial intel-
ligence and computer vision field. To test the classification 
performance, pattern classification and machine learning 
communities use the problem of handwritten digit recog-
nition as a model.

In this paper, recognition of handwritten digit using 
convolutional neural network (CNN), incorporating a 
Deeplearning4j (DL4J) framework, with rectified linear 
units (ReLU) activation is implemented. The proposed 
CNN framework is well equipped with suitable param-
eters for high accuracy of MNIST digit classification. Time 

Fig. 5  a Plot comparing error rate and accuracy (%) with handwritten recognized digits and b comparison of five CNN layers accuracy with 
ten CNN layers in percentage

Table 3  Accuracy comparison 
of various CNN frameworks

Authors Method Accuracy (%) References

Younis and Alkhateeb CNN 98.46 [45]
Dutt and Dutt CNN (Keras + Theano) 98.70 [46]
Ghosh and Maghari DNN 98.08 [47]
Jana CNN + CNN in Keras 98.85 [50]
Lee et al. LeNet-4-CNN 98.9 [51]
Sahuand et al. SVM 98.6 [52]
Espana-Boquera et al. Robert edge 99.01 [53]
Katiyar and Mehfuz Adaptive MLP 98.30 [54]
Siddique et al. Artificial neural network (ANN) 97.32 [55]
Hossain and Ali CNN 99.15 [56]
Edwin Antonio Enriquez et al. CNN 98 [57]
Chakraborty et al. CNN 99 [40]
Zhao and Liu CNN and multi-level fusion ≥ 98 [58]
Present work CNN + DL4J 99.21 –
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factor is also considered for training the system. After-
ward, for further verification of accuracy, the system is 
also checked by changing the number of CNN layers. It 
is worth mentioning here that CNN architecture design 
consists of two convolutional layers, one with 32 fil-
ters with window size 5 × 5 and second with 64 filters 
with window size 7 × 7. The experimented results dem-
onstrate that the proposed CNN framework for MNIST 
dataset exhibits high performance in terms of time and 
accuracy as compared to previously proposed systems. 
Consequently, handwritten digits are recognized with 
high accuracy (99.21%) in small computation time.
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