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Abstract
Naive Bayes (NB) estimator is widely-used in text classification problems. However, it does not perform well with small-
size training datasets. Most previous literature focuses on either creating and modifying features or combing clustering 
to improve the performance of NB. We directly tackle the problem by constructing a new estimator, called Naive Bayes 
with correlation factor. We introduce a correlation factor to NB estimator that incorporates overall correlation among 
the different classes. This effectively exploits the idea of bootstrapping, which reuses data for all classes even if they only 
belong to one class. Moreover, we obtain a formula for the optimal correlation factor by balancing bias and variance of 
the estimator. Experimental results on real-world data show that our estimator achieves better accuracy compared with 
traditional Naive Bayes, yet at the same time maintaining the simplicity of NB.

Keywords  Naive Bayes · Correlation factor · Text classification · Insufficient training set

1  Introduction

In recent years, rapid growth of text documents on the 
Internet and digital libraries has enhanced the importance 
of text classification, whose goal is to find the categories of 
each document given their contents. Text classification has 
many applications in natural language processing, such as 
topic detection [24], spam filtering [8, 11, 29], author iden-
tification [6], web page classification [25] and sentiment 
analysis [19]. Despite intensive research, it still remains an 
open problem today.

Although text classification can be realized with 
schemes having different settings, the fundamental 
scheme usually consists of two stages: feature genera-
tion and classification. In the classification step, there are 
two optional steps that would benefit the model: feature 
extraction and feature selection. Many research projects 
have been done on feature extraction and selection areas, 
such as some novel feature selection methods proposed 

by [21, 27, 30]. Other research projects [22] propose a 
simple heuristic solution of applying a hierarchical tree to 
assign components to classes, which performs better on 
large data sets.

For the second stage, classification, it has been studied 
from both supervised classification and unsupervised clus-
tering. For supervised classification, if we assume all the 
categories follow independent multinomial distribution 
and each document is a sample generated by the distri-
bution, a straight-forward idea would be applying some 
linear model to do classification, such as Support Vector 
Machine [4, 13], which is used to find the maximum-mar-
gin hyper-plane that divides the documents with differ-
ent labels. Under these assumptions, another important 
method is Naive Bayes (NB) [7, 15, 26, 31], which uses 
scores based on the ‘probabilities’ of each document con-
ditioned on the categories. NB classifier learns from train-
ing data to estimate the distribution of each category, then 
computes the conditional probability of each document 
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given the class label by applying Bayes rule. The predic-
tion of the class is done by choosing the highest posterior 
probability. When we take into account more factors, such 
as order of the sequence and meaning of words given a 
large enough data set, we can use deep learning models 
such as recurrent neural network [18, 28].

For unsupervised problems, [1] proposed SVD (Singu-
lar Value Decomposition) for dimension reduction, then 
use general clustering algorithm such as K-means. There 
also exist some algorithms based on EM algorithm, such 
as pLSA (Probabilistic latent semantic analysis) [10], which 
considers the probability of each co-occurrence of words 
and documents as a mixture of conditionally independent 
multinomial distributions. The parameters in pLSA can not 
be derived, therefore they used the standard EM algorithm 
for estimation. Using the same idea, but assuming that the 
topic distribution has sparse Dirichlet prior, [2] proposed 
LDA (Latent Dirichlet allocation). The sparse Dirichlet priors 
encode the intuition that documents cover only a small 
set of topics and topics frequently use only a small set of 
words. In practice, this results in a better disambiguation 
of words and a more precise assignment of documents 
to topics.

This paper focuses on the performance of Naive Bayes 
approach for text classification problems. Although it is 
a widely-used method, it requires plenty of well-labelled 
data for training purpose. Moreover, its conditional inde-
pendence assumption is rarely held in reality. There are 
some researches on how to relax this restriction, such as 
the feature weighting approach [12, 33] and instance-
weighting approach [32]. [3] proposed a method that finds 
better estimation of centroid, which helps improve the 
accuracy of Naive Bayes estimation. In order to tackle the 
situation where there does not exist enough labelled data 
for each class, we propose a novel estimation method. 
Different from other feature weighting approaches, our 
method not only relaxes the conditional independence 
assumption, but also improves the performance compared 
to traditional Naive Bayes with insufficient labelled train-
ing data for each class. The key part of our method is intro-
ducing a correlation factor, which would combine more 
feature information taken from different classes.

The remainder of this paper is organized as follows. Sec-
tion 2 details the general settings for the whole paper. In 
Sect. 3, we give a detail review of Naive Bayes estimator. 
The error of the Naive Bayes estimator is discussed in Theo-
rem 3.1. In Sect. 4, we derive our proposed method Naive 
Bayes with correlation factor (NBCF) (see 4.5). It improves 
traditional Naive Bayes in the situation where there is only 
limited available training data, which is a common situ-
ation in many real world text classification applications. 
Furthermore, in Theorem 4.1, we show the NBCF error is 
controlled by the correlation factor and the variation has 

a smaller order compared with Naive Bayes estimator. Sec-
tion 5 is devoted to finding the optimal correlation factor. 
We also show the order of the error is less than traditional 
naive Bayes. In Sect. 6, we show the results of our simula-
tions, which demonstrates the performance of our method 
presented in Sect. 4. Finally, Sect. 7 concludes our work 
and mentions possible future work.

2 � General setting

Consider a classification problem with the sample (docu-
ment) set S, and the class set C with k different classes:

Assume we have totally v different words, thus for each 
document d ∈ S , we have:

where xi represents the number of occurrence for i-th word
Define y = (y1, y2,… , yk) as our label vector. For docu-

ment d in class Ci , we have yi(d) = 1 . Notice that for a single 
label problem, we have: 

∑k

i=1
yi = 1.

For a test document d, our target is to predict:

given training sample set S, where � is the parameter 
matrix and fi(d;�) is the likelihood function of document 
d in class Ci . The detail proof of Theorems can be found in 
“Appendix”.

3 � Naive Bayes classifier in text classification 
problem

In this section we will discuss the properties of Naive Bayes 
estimator. The traditional Naive Bayes uses a simple proba-
bilistic model to infer the most likely class of an unknown 
document. Let class Ci (1 ≤ i ≤ k) with centroid 
�i = (�i1 , �i2 ,… , �iv ) and �i satisfies: 

∑v

j=1
�ij

= 1 . Assuming 
independence of the words, the most likely class for a 
document d is computed as:

This gives the classification criteria once � is estimated, 
namely finding the largest among

C = {C1,C2,… ,Ck}.

d = {x1, x2,… , xv}.

ŷ(d) = f (d;𝜃) = (f1(d;𝜃), f2(d;𝜃),… , fk(d;𝜃))

(3.1)

label(d) = argmaxiP(Ci)P(d|Ci)

= argmaxiP(Ci)

v∏
j=1

(�ij )
xj

= argmaxi log P(Ci) +

v∑
j=1

xj log �ij .
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Now we shall derive an maximum likelihood estimator for 
� . For a class Ci , we have the standard likelihood function:

Take logarithm for both sides, we obtain the log-likelihood 
function:

We would like to solve optimization problem:

The problem (3.4) can be explicitly solved by Lagrange 
Multiplier, for class Ci , we have �i = {�i1 , �i2 ,… , �iv} , where:

For estimator 𝜃̂ , we have following theorem.

Theorem 3.1  Assume we have normalized length of each 
document, that is: 

∑v

j=1
xj = m for all documents d ∈ S , the 

estimator [(3.5) satisfies following properties:

(1)	 𝜃̂ij
 is unbiased.

(2)	 E[|𝜃̂ij − 𝜃ij
|2] = 𝜃ij

(1−𝜃ij
)

|Ci |m .

The Naive Bayes with multinomial prior distribution has 
a strong assumption about the data: it assumes that words 
in documents are independent. However, this assumption 
clearly does not hold in real world text. There are many dif-
ferent kinds of dependence between words induced by 
semantic, pragmatic, and conversational structure of a text. 
Although it has its advantages in practice compared to some 
more sophisticated models, we propose a new method 
based on Naive Bayes model that has a better performance 

log fi(d;�) = log P(Ci) +

v∑
j=1

xj log �ij 1 ≤ i ≤ k

(3.2)

L(Ci , �) =
∏
d∈S

fi(d;�)
yi (d)

=
∏
d∈Ci

v∏
j=1

�
xj

ij

(3.3)log L(Ci , �) =
∑
d∈Ci

v∑
j=1

xj log �ij .

(3.4)

max log L(Ci , �)

subject to ∶

v∑
j=1

�ij
= 1

�ij
≥ 0

(3.5)𝜃̂ij
=

∑
d∈Ci

xj∑
d∈Ci

∑v

j=1
xj
.

by introducing a correlation factor, especially for the situa-
tion where there is no sufficient data compared with large 
number of classes.

4 � Naive Bayes with correlation factor

From Theorem 3.1, we can see that traditional Naive Bayes 
estimator 𝜃̂ is an unbiased estimator with variance 
O(

�ij
(1−�ij

)

|Ci |m ) . Now we will try to find an estimator, and prove 

that it can perform better than traditional Naive Bayes 
estimator.

There are two main approaches to improve the Naive 
Bayes model: modifying the feature and modifying the 
model. Many researchers have proposed approaches to 
modify the document representation in order to better fit 
the assumption made by Naive Bayes. These include extract-
ing more complex features such as syntactic or statistical 
phrases [20], extracting features using word clustering [5] 
and exploiting relations using lexical resources [9]. We pro-
pose an approach that modifies the probabilistic model. 
Therefore, our model should work well with other document 
representation modifications to achieve a better result.

Our basic idea is that, even for a single labeling problem, 
a document d usually contains words appearing in different 
classes, thus it should include some information from dif-
ferent classes. However, our label y in training set does not 
reflect that information because only one component of y 
is 1 and all others are 0. We would like to replace y by y + t 
in Naive Bayes likelihood function 3.2 with some optimized 
t to get our new likelihood function L1:

By introducing the correlation factor t, we include more 
information between the document and classes, which 
improves the classification accuracy.

Notice that to compute L1 of a given class Ci in our esti-
mator, instead of just using documents in C1 as Naive Bayes 
estimator, we will use every d ∈ S.

Take logarithm for both sides of 4.1, we obtain the log-
likelihood function:

(4.1)

L1(Ci , �) =
∏
d∈S

fi(d;�)
yi (d)+t

=
∏
d∈S

(
v∏
j=1

�
xj

ij

)yi (d)+t

.

(4.2)log L1(Ci , �) =
∑
d∈S

[
(yi(d) + t)

v∑
j=1

xj log �ij

]
.
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Similar to Naive Bayes estimator, we would like to solve 
optimization problem:

Let:

by Lagrange multiplier, we have:

plug in, we obtain:

Solve (4.4), we got the solution of optimization problem 
(4.3):

For estimator 𝜃̂L1
ij

 , we have the following result:

Theorem 4.1  Assume for each class, we have prior distribu-
tions p1, p2,… , pk with pi = |Ci|∕|S| , and we have normal-
ized length for each document, that is: 

∑v

j=1
xj = m . The esti-

mator (4.5) satisfies following property:

(1)	 𝜃̂
L1
ij

 is biased, with: |E[𝜃̂L1
ij
] − 𝜃ij

| = O(t)

(2)	 E[|𝜃̂L1
ij
− E[𝜃̂

L1
ij
]|2] = O(

1

m|S| ).

(4.3)

max log L1(Ci , �)

subject to ∶

v∑
j=1

�ij
= 1

�ij
≥ 0

Gi = 1 −

v∑
j=1

�ij
,

⎧⎪⎪⎨⎪⎪⎩

� log(L1)

��ij

+ �i

�Gi

��ij

= 0 ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v

v�
j=1

�ij
= 1, ∀ 1 ≤ i ≤ k

(4.4)

⎧⎪⎪⎨⎪⎪⎩

�
d∈S

(yi(d) + t)xj

�ij

− �i = 0, ∀ 1 ≤ i ≤ k and ∀ 1 ≤ j ≤ v

v�
j=1

�ij
= 1, ∀ 1 ≤ i ≤ k

(4.5)

𝜃̂
L1
ij
=

∑
d∈S(yi(d) + t)xj∑v

j=1

∑
d∈S(yi(d) + t)xj

=

∑
d∈S(yi(d) + t)xj

m(�Ci� + t�S�)

We can see that E[|𝜃̂L1
ij
− E[𝜃̂

L1
ij
]|2] is in O( 1

|S| ) , which means 

it converges faster than standard Naive Bayes O( 1

|Ci | ) , how-

ever, since E[|𝜃̂L1
ij
− 𝜃ij

|] ≠ 0 , it is not an unbiased 

estimator.

5 � Determine the correlation factor

In general statistical estimation theory, a biased estimator is 
acceptable, and sometimes even outperforms an unbiased 
estimator. A more important perspective is to find a suit-
able loss function to determine parameters. Li and Yang [17] 
introduces ways of choosing loss function for many famous 
models, the common idea is to sum a biased term and com-
plexity penalty term for model parameters. Nigam et al. [23] 
uses the maximum entropy as the loss function for text clas-
sification problems.

In our problem, from 3.1 and 4.1, we know that traditional 
Naive Bayes estimator is unbiased. Our estimator is biased, 
but we want to find an optimal t to get smaller variance. In 
order to balance the trade-off between bias and variance, we 
would like to select a loss function which takes into account 
of both bias and variance.

In this task, we can use mean squared error as loss func-
tion. There is a well-known bias-variance decomposition for 
mean square error.

In practice, we would like to minimize a general linear 
combination of bias and variance, namely,

Theorem  5.1  The minimum of the loss function 5.1 is 
achieved at

We can see from (5.2) that the optimal correlation factor 
t∗ should be a very small number close to O( 1

m|S| ) . Therefore 

by Eq. A.2, we know the squared bias is

E
[
|𝜃̂L1

ij
− 𝜃ij

|2
]
= E

[
|𝜃̂L1

ij
− E𝜃̂

L1
ij
+ E𝜃̂

L1
ij
− 𝜃ij

|2
]

= E
[
|𝜃̂L1

ij
− E𝜃̂

L1
ij
|2
]
+
[
E𝜃̂

L1
ij
− 𝜃ij

]2

∶= Var
(
𝜃̂
L1
ij

)
+ Bias

(
𝜃̂
L1
ij

)2

(5.1)L
(
𝜃ij
, c1, c2

)
= c1Bias

(
𝜃̂
L1
ij

)2

+ c2Var
(
𝜃̂
L1
ij

)

(5.2)

t∗ =
c2(1 − pi)�ij (1 − �ij

)

c2
∑k

l=1
pl�lj (1 − �lj

) − c2�ij (1 − �ij
) + c1m�S�(∑k

l=1
pl�lj − �ij

)2

Bias
(
𝜃̂
L1
ij

)2

= O(t2) = O

(
1

m2|S|2
)
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We have already shown in A.3 that the order of the 
variance

Therefore in the case of expected square error E[|𝜃̂L1
ij
− 𝜃ij

|2] 
( c1 = c2 = 1 ) is dominated by the variance. Thus we have 
the following Corollary:

Theorem 5.2  With any selection of t = O(
1

m|S| ) , we have

By Theorem  3.1, we know that for Naive Bayes, 
E[|𝜃̂ij − 𝜃ij

|2] = O(
1

|Ci | ) , thus we can see that our estimator 

actually works better.

6 � Experiment

6.1 � Simulation with different correlation factor

In the previous section we obtained that the order of t 
must be O( 1

|S| ) . However, we will still need to determine 

how to choose the best correlation factor t. That we will 
have to tune the parameter by running t in some deter-
mined interval.

We applied our method on single labeled documents 
of 10 topics, which have almost the same sample size, in 

Var
(
𝜃̂
L1
ij

)
= O

(
1

m|S|
)

(5.3)E
[
|𝜃̂L1

ij
− 𝜃ij

|2
]
= O

(
1

m|S|
)

Reuters-21578 data [16], there are approximately 3000 
documents in this sample set. For 20 news group data 
[14], it includes 20 groups and approximately 20,000 
documents.

We take t ∈ (0, 2) and use 10% of data for training and 
assess the trained model on the remaining test data.

In our simulation, we notice that when we choose cor-
relation factor to be around 0.1, we get the best accuracy 
for our estimation. See Fig. 1a, b.

6.2 � Compare with Naive Bayes

Next, we compare the result of traditional Naive Bayes esti-
mator (3.5) 𝜃̂ijand our estimator (4.5) 𝜃̂L1

ij
 . In this simulation, 

our correlation factor t is chosen to be 0.1 for Figs. 2, 3 and 
4.

First, we run both algorithms on these two sample data-
sets. We know that when the sample size becomes large 
enough, our estimator is baised. But when the training set 
is small, our estimator should converge faster. Thus we first 
take the training size relatively small ( 10% ). See Fig. 2a, b. 
According to the simulation, we can see our method is 
more accurate for most of the classes, and more accurate 
on average.

Then we test our estimator 𝜃̂L1 with larger training set 
( 90% ). In our analysis above, we know that as datasets 
become large enough, our estimator converges to a biased 
estimator, so we expect a better result with traditional 
Naive Bayes estimator. See Fig. 3a, b. According to the 
simulation, we can see for 20 news group, traditional Naive 
Bayes performs better than our method, but our method 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
t

0.6

0.65

0.7

0.75

0.8

0.85

0.9

A
cc

ur
ac

y

Accuracy Behavior with respect to different t in Reuters

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
t

0.62

0.64

0.66

0.68

0.7

0.72

0.74

A
cc

ur
ac

y

Accuracy Behavior with respect to different t in 20News
(a) (b)

Fig. 1   We test accuracy behavior with respect to different correlation factors in Reuter-21578 (a) and 20 News group dataset (b). We take 
10% of the data as training set. The y-axis is the accuracy and the x-axis is the correlation factor t 
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is still more accurate than Naive Bayes in Reuter’s data. The 
reason might be that we have a huge unbalanced sample 
size in Reuter’s data, 90% of the training set is still not large 
enough for many classes.

Finally, we apply the same training set with training size 
10% and test the accuracy on the training set instead of 
the test set. We find the traditional Naive Bayes estima-
tor actually achieves better results, which means it might 
have more over-fitting problems. This might be the reason 
why our method works better when the dataset is not too 
large: adding the correlation factor t helps us bring some 
uncertainty in training process, which helps avoid over-
fitting. See Fig. 4a, b.

6.3 � Robustness of t for prediction

For estimation purposes, t must satisfy t = O(
1

|S| ) by The-

orem 5.2 in order to find the most accurate parameters. 
However, it turns out that for prediction purposes, there 
is a phase transition phenomenon. As long as t ≥ O(

1

|S| ) , 
the prediction power is not reduced even when we 
increase t to very large value (for example t = 105 ). In the 
simulation of finding best t in Fig. 1a, b, we see the test-
ing error is only decreasing slightly as t increasing from 
0.1 to 2. We summarize this fact as follows
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Fig. 2   We take 10 largest groups in Reuter-21578 dataset (a) and 20 news group dataset (b), and take 10% of the data as training set. The 
y-axis is the accuracy, and the x-axis is the class index
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Fig. 3   We take 10 largest groups in Reuter-21578 dataset (a) and 20 news group dataset (b), and take 90% of the data as training set. The 
y-axis is the accuracy, and the x-axis is the class index
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Proposition 6.1  For prediction purpose, the correlation factor 
t can take value in the interval

The reason we restraint the upper bound to be 1 is that 
the effect of correlation factor should not exceed the effect 
of original class yi = 1.

7 � Conclusion

In this paper, we modified the traditional Naive Bayes esti-
mator with a correlation factor to obtain a new estima-
tor, NBCF, which is biased but has a smaller variance. We 
justified that our estimator has significant advantage by 
analyzing the mean square error. In simulation, we applied 
our method to real world text classification problems, and 
showed that it works better when the training data set is 
insufficient.

There are several important open problems related our 
estimator:

(1)	 Is our proposed estimator admissible for the square 
error loss? Even though we know it outperform Naive 
Bayes estimator, it might not be the optimal one.

(2)	 Will our estimator still work in other more independ-
ent datasets? We only test our result in Reuter’s data 
[16] and 20 news group [14], these datasets are news 
from newspapers, which means they are highly cor-
related to each other.

1

|S| ≤ t ≤ 1

(3)	 We can only use our method in single labeled dataset 
so far, it would be interesting to see if we can extend 
our result in partial labeled dataset or multi-labeled 
dataset.
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Appendix A: Proof of the theorems

A.1. Proof of Theorem 3.1

Proof  With assumption 
∑v

j=1
xj = m , we can rewrite (3.5) as:

Since d = (x1, x2,… , xv) is multinomial distribution in class 
Ci , we have: E[xj] = m�ij

 , and E[x2
j
] = m�ij

(1 − �ij
+m�ij

).

(1)	

 Thus 𝜃̂ij is unbiased.
(2)	 By (1), we have: 

𝜃̂ij
=

∑
d∈Ci

xj∑
d∈Ci

m
=

∑
d∈Ci

xj

�Ci�m .

E
�
𝜃̂ij

�
= E

�∑
d∈Ci

xj

�Ci�m

�
=

∑
d∈Ci

E[xj]

�Ci�m

=

∑
d∈Ci

m𝜃ij

�Ci�m = 𝜃ij
.
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Fig. 4   We take 10 largest groups in Reuter-21578 dataset (a), and 20 news group dataset (b), and take 10% of the data as training set. We 
test the result on training set. The y-axis is the accuracy, and the x-axis is the class index
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 Thus: 

 This shows our estimator is biased. The error is con-
trolled by t. When t converges to 0, our estimator con-
verges to the unbiased Naive Bayes estimator. We can 
also derive a lower bound for the square error: 
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A.3. Proof of Theorem 5.1

Proof  First let us fix some notations for constants do not 
involve t to simplify the derivation. Let Θij
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) , 
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) and B = (
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)2 . As shown 
in Eq. A.2, the squared bias is

From A.3, the variance is

Therefore,

Then we should optimize t to minimize the loss L(�ij , c1, c2) . 
Taking derivative with respect to t and setting it to be 0. 
We find

That simplifies to
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