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Abstract
Structural health monitoring is crucial for the timely damage diagnosis of civil infrastructure. This paper explores the 
damage detection method based on the ant colony algorithm (ACO) by using Hooke–Jeeves (HJ) pattern search for 
intensification. The HJ is incorporated into the ACO to improve its performance in detecting damages. The damage 
is simulated by reducing the stiffness of the structural members, via elastic modulus reduction factor. Four civil engi-
neering structures of varying complexity are analysed for low- and high-level damage scenarios to test the efficacy of 
the proposed approach. An inverse problem is formulated to minimise the objective function based on the frequency 
response function rather than using the frequency and mode-shape-based approach. The analysis results indicate that 
the proposed method can locate damages and identify their severity with higher precision than previously used GA, 
SPSO, and UPSO can.

Keywords  Ant colony optimisation · Frequency response function · Hooke and Jeeves method · Modal parameter · 
Damage assessment

1  Introduction

Structures should be able to support various loading 
conditions by deforming or developing stresses within 
permissible limits. The presence of damages in a struc-
ture increases stresses or deformations, which can lead to 
failure. Damages in the structure can be induced owing 
to several factors, such as fatigue, the degradation and 
deterioration of material, accidental damage, wind, earth-
quakes, and other mechanical vibrations. To ensure regular 
safe operation and avoid disaster, the structural system 
must be inspected and evaluated for any possible dete-
rioration. The major application of this research area is the 
monitoring of the overall composition and integrity of civil 
engineering structures by identifying damage in several 
components of the building. Important applications of 
the damage detection techniques are in the aftermath 

of seismic events especially for strategic structures as, for 
example, hospital buildings. The prompt resumption of 
healthcare activities is of fundamental importance to the 
surrounding community affected by a disaster [1]. They 
could be also applied in integration with continuous moni-
toring of special structures in order to get real-time func-
tionality and safety evaluations.

The presence of damages changes the physical prop-
erties of the structures, such as the mass, stiffness, and 
damping. The changes in the physical properties alter 
the dynamic characteristics of the structure, such as the 
frequency, mode shapes, damping ratio, and frequency 
response functions (FRFs). Therefore, changes in the 
vibration components of buildings can be attributed to 
changes in the stiffness matrix and mass matrix, which 
can help in damage identification [2–4]. Numerical simu-
lations are conducted with the measured vibration data 
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from the damaged structure to assess the location and 
extent of damage. Numerous researchers have proposed 
several structural responses for detecting and assessing 
damages. The natural frequency is one of the simplest and 
easiest structural responses to experimentally obtain. The 
changes in natural frequencies can be very low even for a 
large percentage of damages. In some cases, the changes 
in natural frequencies caused due to variations in envi-
ronmental conditions are significantly more than those 
caused due to the introduction of damages [5]. Moreover, 
for a structure with symmetrical geometry, materials, and 
boundaries, two different states of damage in two sym-
metrical elements can generate the same changes in natu-
ral frequencies [6].

Through a comprehensive literature review, Salawu and 
Williams [7] established some conclusions regarding dam-
age detection through changes in frequency. Ramos et al. 
[8] used Bayesian statistics to quantify damage as reduc-
tion in elastic modulus leading to change in frequency in 
a church in Portugal. In general, frequency changes alone 
do not imply the existence of damage. Abdo and Hori [9] 
studied damage detection by considering the changes 
in the global dynamic characteristics. They established a 
numerical relationship between the changes in the rota-
tion of mode shapes and the damage characteristics. The 
rotational mode shape was observed to be a sensitive 
damage indicator. Zang et al. [10] proposed structural 
damage assessment based on the frequency response 
correlation criterion. However, this criterion is limited to 
numerical studies because it requires FRFs at all the nodal 
points of the discretised model, which is difficult to obtain 
experimentally. Kouchmeshky and Aquino [11] described 
a coevolutionary algorithm that interactively explores for 
damage scenarios and uses the changes in the FRFs as an 
indicator of structural damage. The feasibility of this meth-
odology was demonstrated using a bridge truss. Mishra 
et  al. [12] integrated rebound hammer and ultrasonic 
pulse velocity measurements from a case study building 
at Kharagpur to predict residual compressive strength, as 
another indicator for masonry walls degradation. Nozarian 
and Esfandiari [13] proposed an element-level damage 
(changes in stiffness and damping) identification tech-
nique by using the measured FRF and natural frequency of 
the structures. Esfandiari et al. [14] also proposed damage 
assessment through a structural model updated using the 
FRF. The ability of this method for recognising the loca-
tion and severity of damages in the structural stiffness and 
mass was analysed through a truss model.

Damage identification problems are generally tackled 
as inverse problems [15], in which the input damage is 
given and the objective function is optimised to minimise 
the error between the analytical and actual output. How-
ever, such a model also has certain disadvantages. A small 

noise or change in the sensor data can lead to false dam-
ages reported by the model. Therefore, a well-structured 
functional form of the objective function is proposed in 
Sect. 3 to locate and quantify damage, whose solution 
is obtained through optimisation techniques. Several 
linear–nonlinear, local–global, and stochastic–determin-
istic techniques have been used to obtain the solution 
of the objective function [16]. Traditional deterministic 
approaches cannot correctly identify damages because 
they get trapped in multiple local minima and are time-
consuming [17]. Almost all conventional optimisation 
methods do not guarantee the global minima and are 
highly sensitive to the initial conditions. These methods 
are ineffective if the optimisation function has a large set 
of variables. Consequently, the heuristic approaches have 
gained popularity in the past few years. Several swarm-
based heuristic approaches, such as the genetic algorithm 
(GA) [18–22], simulated annealing (SA) [23, 24], tabu search 
[25], standard particle swarm optimisation (SPSO) [26–29], 
unified particle swarm optimisation (UPSO) [30, 31], arti-
ficial bee colony (ABC) [32, 33], ant colony optimisation 
(ACO) [34–36], charged system search [37], and ant lion 
optimisation [38], as well as their hybrid versions [39–42] 
have been used in the previous studies.

A metaheuristic algorithm based on the ant behav-
iour was developed in the early 1990s by Dorigo and 
Gambardella [43, 44]. This population-based technique 
is inspired by the behaviour of real ants and their com-
munication scheme in which they use a pheromone 
trail. However, the expansion to continuous variables is 
a new development in the history of ACO. In the recent 
literature, ACO has been used to successfully solve several 
problems, such as the travelling salesman problem [43], 
flow shop scheduling problem [45], and vehicle routing 
problems [46]. Juang et al. [47] used continuous ACO to 
design fuzzy rule-based systems. A new route selection 
technique based on pheromone levels was developed for 
early solution formation. Simulations were conducted on 
the fuzzy control of three nonlinear systems to verify the 
performance of continuous ACO.

The application of the ACO algorithm for the damage 
assessment of structures is a recent development, and few 
studies regarding this topic are found. Yu and Xu [48] used 
a ACO-based algorithm for structural damage assessment. 
The damage assessment problem was transformed into 
a constrained optimisation problem, which was solved 
using the continuous ACO algorithm. According to the 
numerical simulations for single and multiple damages of 
a two-storeyed rigid frame structure, the method of Yu and 
Xu could locate weak damage or multiple damages with 
enhanced noise immunity. Majumdar et al. [35] used the 
ACO algorithm to detect and assess structural damages 
in terms of the natural frequency changes caused due to 
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damage. An inverse problem was formulated in terms of 
the changes in the natural frequencies of the damaged 
structure compared with the natural frequencies of the 
undamaged structure. Moreover, the application of the 
damage assessment method was experimentally verified 
using the ACO algorithm on a fabricated beam structure. 
The results indicated that the developed method could 
detect the damages and estimate the damage amount. 
Cottone et al. [49] used ACO for damage detection in struc-
tures using lévy variables for random searching owing to 
their wider exploration potential. They applied the ACO 
method for the case of not-well spaced frequency systems. 
Furthermore, Braun et al. [50] used different variants of 
ACO algorithm for damage detection in structures under 
noisy experimental data.

The objective of this study is to develop a global non-
destructive method for structural damage assessment 
through an inverse process by using the FRF, the natural 
frequency objective function (Sect. 3), ACO (global search), 
and Hooke–Jeeves (HJ) search (local search) (Sect.  4). 
Consequently, four structures of varying complexity are 
assessed for damage location and quantification in Sect. 5. 
Pattern search methods of Hooke and Jeeves have been 
successfully used in optimisation problems by combin-
ing them with other algorithms such as SA [51], ABC [52], 
GA [53], PSO [54], bat algorithm [55], and metropolis 
algorithm [56]. In recent studies, Altinoz and Yilmaz [57] 
used multi-objective HJ integrated with Newton–Raph-
son method to improve the performance of HJ algorithm, 
while Chen et al. [58] utilised HJ to optimise input param-
eters in computational fluid dynamics simulation. Gao 
et al. [59] used multi-objective HJ in optimising set-point 
temperatures to enhance thermal performances in furnace 
operations.

2 � Finite element formulations

The study considers beam, truss, and frame elements for 
the three examples analysed. For the cantilever beam 
(Sect. 5.1), two-noded elements having two degrees of 
freedom (DOF), one vertical ( Y1 ) and one rotational ( R1 ) at 
each node (Fig. 1a). The stiffness matrices and mass matri-
ces with rigidity of beam (EI) and cross-sectional area (A) 
at element level are formulated as:

and mass matrix as follows:

where E, L and � are the Young’s modulus, length, and den-
sity of the member, respectively.

For the truss structure modelled in Sect.  5.2, two-
dimensional two-noded bar elements with horizontal ( X1 ) 
and vertical DOF ( Y1 ) in each node (Fig. 1b). The stiffness 
and mass matrices of these elements in a local coordinate 
system can be formulated as:

Lastly for plane frame modelled in Sect. 5.4, two-noded 
beam element with three DOF at each node ( X1 , Y1 , R1 
shown in Fig. 1c) is used with element stiffness matrix and 
mass matrices as follows:
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Fig. 1   a Beam element, b 3D 
truss element, c 2D frame 
element
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The matrices are at an element level is then transformed in 
global coordinate system using the transformation matrix 
T:

where [T ]t represents the matrix transpose of transforma-
tion matrix T can be given as follows:

where �1 , �1 , and �1 are direction cosines of the global axis 
X with respect to a local XYZ coordinate system. Similarly, 
( �2 , �2 , �2 ) and ( �3 , �3 , �3 ) are direction cosines of global 
Y and Z axes with respect to an XYZ coordinate system, 
respectively.

3 � Formulation of the FRF

To solve damage assessment problems, various objective 
functions are formulated, which are then optimised for a 
set of design variables (damage parameters associated with 
each element). The optimised objective functions indicate 
the location and extent of damage. An FRF expresses the 
relation between the structural response and the applied 
force on the structure, which is a function of the frequency. 
The structural response can include the displacement, veloc-
ity, or acceleration. Therefore, the displacement and acceler-
ation responses obtained using the aforementioned formu-
lations can be expressed as FRFs. The relationship between 
the input force and output response of the structural system 
is represented in Fig. 2.

FRFs are represented through a transfer function of the 
system (i.e. the relation between the output and input). 
Hence, the relationship between the structural response 
and applied force is represented by the following equations:
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where H(�) is an FRF, F(�) is a force function, and X (�) is 
a response function (such as displacement, velocity, and 
acceleration). The FRF for the displacement of the kth node 
(DOF) with a single excitation force at the jth DOF can be 
calculated as follows:

where �ji is ith structural mode shape of the jth DOF, �ni is 
the ith natural frequency, �n is the forcing frequency, and 
n is the number of natural frequencies considered. Thus, 
the shape of the kth FRF is defined as the deflection of 
the structure in the measured DOF due to a unit harmonic 
excitation at the kth DOF.

The study simulates the damage by reducing the ele-
mental stiffness matrix of ith element [ Kei ] by a scalar vari-
able �i ∈ [0 1] for ith element denoting the damage vector 
associated with the damaged structure. Hence, updated 
global structural stiffness matrix of the damaged structure 
[Kd] of DOF dimension can be represented as follows:

where NFEM are the total number of finite elements discre-
tised in the model.

Combined damage indicators are often used to elimi-
nate some of the disadvantages associated with individual 
damage indicators. Hence, the combination of natural fre-
quencies and mode shapes is expected to provide superior 
damage assessment. The error function is based on a com-
bination of the FRF and frequency, which are functions 
of the damage index. The objective function used in this 
study derived from Mohan et al. [27] and Mishra et al. [38] 
is given as follows:

where �ndi ∗ and �ndi denote the computed and actual 
frequencies of the damaged structure, index k repre-
senting the excitation degree of freedom (DOF), Hak and 
Hm
ak

 denote the computed and actual receptance, R and 
Q denoting the number of responses considered in the 
study and index of excitation frequency. The frequency 
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Fig. 2   Relation between the input force and output response of the 
system



Vol.:(0123456789)

SN Applied Sciences (2019) 1:799 | https://doi.org/10.1007/s42452-019-0808-6	 Research Article

part exclusively matches the frequency of the damaged 
structure with an updated model. The FRF part of the 
objective function matches the FRF curves, which form 
the modal information of the structure. The computation 
of natural frequencies and FRF for both undamaged and 
damaged scenarios is done by code written in MATLAB 
environment [60]. The damage vector (�1, �2, ..., �NFEM

) is 
computed by minimising the objective function Fobj(�) 
formulated using Eq. 13, which is then solved using an 
optimisation technique.

4 � ACO algorithm

4.1 � ACO—Basic formulation

ACO is based on the cooperative behaviour of real ant 
colonies to find the shortest path from their nest to a food 
source (Fig. 3). For any design variable, a discrete set of 
permissible values are assigned. The ACO process is 
explained in the following text. The ant colony starts from 
home node to travel various paths from the first combina-
tion to the last combination until the destination node in 
each iteration. In iteration 1, all the ants start from home 
to destination node, by randomly selecting a value. The 
nodes selected along the path visited by an ant for discrete 
ACO represent a possible candidate solution. The probabil-
ity pk

ij
 for kth ant in choosing the next node while located 

at ith node is given as follows [43].

where Nk
i
 represents the available neighbourhood for kth 

ant located at node i. �ij is the pheromone amount at node 
ij ( �ij =1 for iteration 1). The parameters � and � determine 
the weightage between the pheromone and heuristic 

(14)pk
ij
=

⎧⎪⎨⎪⎩

��
ij
�
�

ij∑
l∈Nk

i

��
il
�
�

il

ifj ∈ Nk
i

0 otherwise

information and � is the heuristic weight. After all the ants 
complete their paths, the pheromones on the globally 
best path are updated using the updating rule given by 
Eq. 15. After completion of the path, the ant deposits some 
pheromone �ij for all m ants on the path according to the 
local updating rule.

where � denote the pheromone evaporation factor vary-
ing between 0 to 1. The optimisation process is terminated 
until the termination criteria are reached. The values of 
the design variables (damage vectors in our study) for the 
path with largest pheromone levels are considered as the 
components of the optimum solution vector. Finally, at 
the optimum solution, most ants travel along the same 
best converged path (Fig. 3) with maximum pheromone 
concentration. The flowchart used in the study for damage 
detection is shown in Fig. 4. The output of the ACO is the 
damage vector � = [ �1 , �2 , ..., �NFEM

 ], represents the damage 
condition of the structure in terms of both location and 
severity.

4.2 � ACO—Elitist Ant System (EAS) version

Different versions of ACO have been applied in various 
fields. One such version is the EAS. The EAS is obtained 
using all the solutions generated in the respective iteration 
as well as the best-so-far solution for updating the phero-
mone values. The best-so-far solution is given a higher 
weightage than all the other solutions present in the cur-
rent iteration. This is done to increase the exploitation 
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Fig. 3   ACO: Ants forming an optimised path from the nest to food
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of the best-so-far solution by introducing a strong bias 
towards the solution components.

�old
ij

 denotes the amount of pheromone leftover after the 
previous iteration. The evaporation is represented as 
follows:

Δ�best
ij

 is the pheromone deposited by the best ant k.
The evaporation rate � is taken as 0.1, and the phero-

mone deposited Δ�k
ij
 is computed as follows:

is a Q constant and Lk signifies the quality of the solution.

4.3 � Formulation of HJ search

The pattern search method proposed by Hooke and Jeeves 
[61] in 1961 consists of a progression of exploratory moves 
about a base point, followed by pattern moves. Explora-
tory moves are conducted to find the best point in the 
vicinity of the current point. Pattern moves involve jump-
ing in the direction of change. If the change is better, then 
continue, or else reduce size of the exploratory move and 
continue. The procedure of HJ search is summarised in the 
following text.

4.3.1 � Exploratory moves

The exploratory move probes value of the objective 
function fobj (Eq. 13) in the vicinity of current base point 
�0 . Each damage vector �i (i= 1,2,...,NFEM ) is given an 
increment �i in both positive ( �1i = �0i + �i ) and negative 
directions ( �1i = �0i − �i ) to new position �1i , and the new 
objective function value at updated position is checked. 
The increment � for all the dimensions NFEM is taken as 
0.01 in the current study (i.e. damage is searched in 
1.0% increments for exploratory move around the cur-
rent base point). The move is regarded as a success-
ful move (i.e. objective function value is decreased, 
( fobj(�11, �12,… �N1FEM

) < ( fobj(�01, �02, ...�N0FEM
) , then the 

updated position of damage vector is stored. After all 
the damage vector dimensions are explored by increas-
ing i from 1 to NFEM , a new base point ( �1 ) is reached. Else 
for cases when �1 = �0 , no decrease in objective function 
value is achieved (i.e. ( fobj(𝜂1) > fobj(𝜂0))), otherwise the 

(16)� l
ij
= �old

ij
+

m∑
k=1

Δ�k
ij

(17)�ij ← (1 − �) × �ij + Δ�best
ij

(18)Δ�k
ij
=

{
Q

Lk
if ant k uses path in its tour

0 otherwise

exploratory move is a success and the position of point 
is stored in a temporary vector �1 , with objective function 
value fobj(�1).

4.3.2 � Pattern moves

A pattern move is conducted to accelerate the search 
process by utilising the knowledge gained in advance 
about fobj(�1) in identifying the direction of best search. 
A move is carried out from �1 towards the �1 - �0 direction 
[62]. A move in the aforementioned direction decreases 
the value of the objective function. Thus, the objective 
function is computed at the next pattern point ( �2 ), 
which is given as follows:

where � is the acceleration coefficient for pattern move 
taken as 2 in this study. The search is conducted with a 
new sequence of exploratory moves about point �2 . If the 
objective function value at updated point fobj(�2) obtained 
is less than fobj(�1) , then a new base point ( �2 ) is stored. If 
the lowest function value obtained is not less than fobj(�1) , 
the pattern move from �1 is abandoned and we continue 
with a new sequence of exploratory moves about �1 . For 
the next iteration, step length is reduced by half ( �=�∕2 ), 
i.e. the step size reduction factor. The minimum value is 
obtained until the step length for each variable is reduced 
to a stated value of termination parameter � = 0.0005.

In the current study, ACO (Sect. 4.2) and Hooke–Jeeves 
search explained in Sect. 4.3 are combined at the itera-
tion level. Each ant is represented by a set of damage 
vectors � , whose dimension is the number of elements 
discretised in the finite element model. For the first itera-
tion, the parameters to be optimised are randomly dis-
tributed between 0 and 1. For each ant, the loss objective 
value (Eq. 13) is calculated. The one with the minimum 
objective function is the elitist ant. The pheromone value 
is updated along with a set of optimised variables. The 
ACO helps in exploration and bit of exploitation as well. 
However, it was found in previous research experiments 
that it sometimes got stuck in local minima in case of 
multidimensional space. So, HJ search is added so that 
the exploitation phase can be handled to avoid trapping 
in local minima. After one iteration, the ant position is 
updated using HJ search. It helps in the exploitation of 
the nearby area. Then, the second iteration is completed 
by calculating the objective function value for each ant 
and the process continues. If the exploitation does not 
result in a successful minimisation of objective function 
after several iterations, then the area is discarded and it 
resets to its original position. Therefore, it avoids local 
minima.

(19)�2 = �0 + � × (�1 − �0)
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5 � Analysis and results

The evaluation of damage detection capability of the 
ACO-HJ approach is presented in this section. Cantile-
ver beam, plane truss, double-storey building, and 2D 
frame are assessed for various types of input damage 
vectors with low- and high-level damages. The perfor-
mance of EAS+HJ is compared with other state-of-the-
art approaches [19, 27], namely GA, and PSO. For each 
damage scenario, ten numerical simulations were carried 
out and the best solution (i.e. the one with least objec-
tive function value) is reported in each damage case for 
comparing with other examples. The number of ants for 
ACO, i.e. ant colony size, was taken as 10 for all examples, 
with the maximum number of iteration fixed at 200. The 
value of algorithmic specific parameter used in ACO sig-
nifying pheromone evaporation rate ( � ) was kept at 10% 
obtained after some trials. The objective function uses 
first six natural frequencies and FRFs for all the damage 
scenarios considered in the aforementioned examples 
obtained using finite element code written in MATLAB 
[60].

5.1 � Cantilever beam

Figure 5 illustrates the specifications of the cantilever 
beam. The beam is divided into ten members and fixed 
at one side. When 80% damage is introduced in the first 
element, we observe a decline in the natural frequency 
for several modes (Table  1). The EAS+HJ model cor-
rectly identifies the location of 80% damage in the first 

element without the detection of any noise in the other 
elements (Fig. 6a).

In the case of two-element damage (Fig. 6b) (90% in the 
first element and 70% in the fifth element), our model cor-
rectly quantifies the damage with precision. In the case of 
three-element damage (Fig. 6c) (90% in the first element, 
70% in the fifth element, and 55% in the eighth element), 

Fig. 5   Cantilever beam El t
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Table 1   Natural frequency of the undamaged and damaged canti-
lever beam (80% damage in element 1)

Mode Initial state undamaged Damaged state 
80% in element 1

1 74.48 48.31
2 416.71 335.19
3 1025.21 823.9
4 1766.22 1475.12
5 2617.44 2322.27
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Fig. 6   Comparison for a one-element damage (80% in the first ele-
ment), b two-element damage (90% in the first element and 70% 
in the fifth element), c three-element damage (90% in the first ele-
ment, 70% in the fifth element, and 55% in the eighth element) of 
the cantilever beam
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the damage is recognised within 1% error, which is accept-
able under practical conditions.

Considerable research in damage detection has been 
conducted over a long time for the early detection of any 
damage; however, many of the developed algorithms have 
failed in suitable damage detection. Damages below 30% 
are not easily identified because a small noise or error in 
the data leads to the misidentification of damage in sev-
eral members. Our EAS+HJ model clearly identified 35% 
damage in the first element without the detection of any 
noise in the other elements (Fig. 7a). For two-element 
damage (Fig. 7b) (15% in the fourth element and 25% in 
the seventh element), the damage was correctly identified; 
however, a small error was perpetuated among the other 
elements. The error was within 1%, which is practically 

acceptable. For three-element damage (Fig. 7c), the dam-
age was correctly identified. The proposed model per-
formed better than other algorithms. For low-level dam-
ages, our model exhibited a suitable performance with a 
low error in the other elements. SPSO, GA and UPSO with 
several types of objective functions (frequency based on 
current example) are also susceptible to noise in several 
elements, which decreases the accuracy of its prediction.

5.2 � 2D planar truss

Figure 8 displays the specification of the 2D planar truss. 
The truss is divided into 25 members and fixed on one 
side, with roller support on the other side. When 30% 
damage is introduced in the fifth element, we observe a 
decline in the natural frequency of several modes (Table 2). 
The EAS+HJ model correctly identifies the location of 30% 
damage in the fifth element without the detection of any 
noise in the other elements as reported in Fig. 9a.

For two-element damage as shown in Fig. 9b (25% in 
the first element and 15% in the 12th element), our model 
recognises damages in the correct set of elements within 
an error of 1%. Certain damages are detected in other ele-
ments; however, these damages are very low and prac-
tically acceptable. Other algorithms are also affected by 
the same problem. For three-element damage (Fig. 9c), 
our model has a similar performance to the UPSO with 
the FRF and frequency objective function. In the case of 
one-element, two-element, and three-element damages, 
the performance of the EAS+HJ algorithm surpasses that 
of other algorithms.

5.3 � Double‑storey building

Figure 10 illustrates the specifications of a two-storey 
building. The building comprises 16 members supported 
on four fixed supports. When 90% damage is introduced 
in the first element, we observe a decline in the natural 
frequency for several modes as reported in Table 3. The 
EAS+HJ model correctly identifies the location of 90% 
damage in the first element without the detection of any 
noise in the other elements as shown in Fig. 11a.

For two-element damage (40% in the first element and 
50% in the 11th element as shown in Fig. 11b), our model 
correctly quantifies the damage with precision. Moreover, 
low-level damage (e.g. 40% damage) is also detected by 
our model with accuracy. For three-element damage (90% 
in the first element, 70% in the fourth element, and 55% 
in the 14th element as shown in Fig. 11c), the damage is 
recognised within 1% error, which is acceptable under 
practical conditions. Thus, our model exhibits a suitable 
performance for low damage detection.
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Fig. 7   Comparison for a one-element damage (35% in the first 
element), b two-element damage (15% in the fourth element and 
25% in the seventh element), c three-element damage (30% in the 
third element, 10% in the fifth element, and 20% in the ninth ele-
ment) of the cantilever beam
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5.4 � Plane frame

Finally, plane frame is chosen to compare damage detec-
tion results with those of previous studies. Fig. 12 illus-
trates the plane frame described in the paper of Mohan 
et al. [27]. It consists of 28 members. Thus, we can now 
determine whether our algorithm is suitable for detecting 
damage in a large structure, where the number of control 
variables to be optimised is large. Previous studies have 
used the GA and PSO with the objective function consist-
ing of frequency and FRF functions as well as their combi-
nations. For the plane frame, our model outperforms the 
other algorithms in terms of accuracy and precision.

The natural frequency decreases as damage (75% 
damage in the first element) is introduced for several 
mode shapes as reported in Table 4. When 80% damage 
is introduced in the first element, the GA exhibits a poor 
performance; however, the PSO algorithm and the pro-
posed model exhibit a suitable performance (Fig. 13a). 
The proposed model outperforms PSO because no noise 
is detected in the other elements. For 85% damage in 
the first element and 70% damage in eighth element 
(Fig. 13b), the results of the GA are far from accurate. The 

PSO results are in the vicinity of accurate results; however, 
noise is detected in the other elements. The EAS+HJ algo-
rithm clearly identifies the damage in the correct elements.

When damage is introduced in three elements (80% 
in the first element, 70% in the eighth element, and 55% 
in the tenth element) (Fig. 13c), the GA does not provide 
promising results. Unsuitable results are obtained possibly 
because the objective function is selected as frequency-
oriented only. PSO provides superior results when the FRF 
is considered as the objective function (Fig. 13a–c). The 
proposed EAS+HJ model provides the best results among 
the three algorithms, with only 1% error in the correct 
elements. The model provides the best results due to the 
objective function formulation, which is a weighted func-
tion of the frequency and FRF. Furthermore, no noise is 
detected in our model.

6 � Conclusions

The major contribution of this study is the newly devel-
oped global nondestructive method for structural damage 
detection using an inverse process based on FRF and the 
natural frequency-based objective function. In this study, 
a numerical investigation is performed using different 
structures. The numerical results indicate that the damage 
detection method can identify and quantify various dam-
ages scenarios in structures. The model exhibits a suitable 
performance in detecting low damages with correct pre-
cision. A comparative numerical study indicates that the 
FRF-based method is more accurate than the natural fre-
quency and mode-based methods for identifying damage 
to the stiffness of a structure. The optimisation algorithm 
includes the main steps of elitist ACO and local search 
technique based on HJ to improve its solution accuracy. 

Fig. 8   2D planar truss [63]

Table 2   Natural frequencies for the undamaged and damaged 
truss (30% damage in element 5)

Mode Initial state undamaged Damaged state 
30% in element 5

1 5.49 5.42
2 12.23 11.96
3 16.67 16.53
4 32.19 31.78
5 33.36 33.10
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The local search algorithm (HJ search) is more accurate 
than the algorithms proposed in previous studies; thus, it 
is a suitable approach for applications of structural dam-
age detection. Thus, the proposed method for damage 

detection is superior to the methods used in previous 
studies and is very promising for complex structures such 
as infilled reinforced concrete frame buildings, where the 
damage can be concentrated on both structural and non-
structural elements.

In future studies, laboratory tests can be conducted to 
verify the proposed method before its application to real 
buildings. To further improve the speed and accuracy of 
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Fig. 10   Double-storey building

Table 3   Natural frequencies for the undamaged and damaged 
double storey (90% damage in element 1)

Mode Initial state undamaged Damaged state 
90% in element 1

1 13.63 12.12
2 17.81 16.51
3 44.13 40.73
4 49.07 48.59
5 54.98 52.67
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the model, other techniques, such as the sub-structuring 
method, can be tested. The accuracy of the model can be 
tested after introducing noise data into it. Various other 
versions of ACO (e.g. the MAX–MIN and rank-based ant 
systems) can be used to obtain superior results.

Fig. 11   Comparison for the a 
one-element (90% in the first 
element), b two-element (40% 
in the first element and 50% in 
11th element), c three-element 
damage (90% in the first, 70% 
in fourth, and 55% in 14th ele-
ment) scenario for two-storey 
building
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Fig. 12   Plane frame structure [27]

Table 4   The natural frequencies of the undamaged and damaged 
plane frame (75% damage in element 1)

Mode Initial state (undamaged) Damaged state 
(75% in element 1)

1 121.11 110.54
2 324.38 302.81
3 567.97 543.39
4 744.48 716.35
5 1155.22 1081.98
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