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Abstract
With the recent revolution in the field of multimedia technology, video data have become much easier and straight-
forward to be created, stored and transferred on a huge scale with small costs. The big amount of created data pushed 
the research community to delve into various study areas to aid the huge proliferation of multimedia content such as 
video structuring, video classification and clustering, events and objects detection, video recommendation and many 
other video content analysis techniques. The key success of any analysis technique relies on the audiovisual features 
extracted from the video. Motivated by the appearance and efficiency of deep learning techniques, we propose in this 
paper a new deep-learning-based features representation of videos. We depend on image-based features extracted 
from the sequence of frames in the video using deep learning techniques. A mapping approach named VideoToVecs 
is then applied to transform the extracted features into a matrix in which each row contains features of the same type. 
This matrix is named deep features video matrix. The efficiency of the representation is tested on 5261-video dataset for 
classification and clustering, and the obtained results were very promising as we will see in the paper.
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1 Introduction

Nowadays, Big Data is presented as one of the top domains 
of research. The advent of free internet access and the rev-
olution of the Internet of Things (IoT), in addition to the 
enormous spread of smartphones and social media such 
as Facebook, Instagram and YouTube, are all considered as 
valuable source of Big Data.

Each of the different types of multimedia content 
including text, graphics, video, audio and animation has 
its own side of importance in the Big Data field. However, 
video could be considered the most important source of 
Big Data. The huge number of video recording, stored or 
live, increases the necessity to find an automatic way to 
investigate through these videos in order to search for a 
video of interest. Here appears the importance of classifi-
cation and clustering of videos.

Video classification/clustering helps in multimedia con-
tent understanding where automatic video content analy-
sis, including video classification, is necessary for various 
applications such as video content-based retrieval data-
bases, online video indexing, filtering, video summaries for 
browsing systems, video archiving and identifying video 
similarities.

In order to classify a video, it should be represented 
by vector(s) of features to facilitate the later comparison. 
These features can be low-level, mid-level and/or high-
level features and may be extracted from the different 
modalities like visual, audio and text.

In the literature, we can distinguish between 2 types 
of video classification/clustering approaches: classical 
handmade feature-based approaches and deep learning-
based approaches. The first type contains the methods 
that extract traditional global and/or local features such 
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as number of shots, average color histograms, HoG, HoF 
and many other features that are fed to a classifier (SVM, 
KNN, etc.) or a clustering algorithm (K-means, hierarchi-
cal, etc.). In the second category, the approaches base on 
features extracted from the selected keyframes. These 
features are the output of a certain fully connected layer 
in a pre-trained CNN network after the application of the 
feedforward algorithm.

As stated above, the first category contains methods 
that represent a video by vector(s) of multimodal features 
extracted from the different modalities which are later 
used for analysis steps. The features extracted may vary 
based on the targeted analysis step. For example, video 
structuring approaches may depend on features that are 
not exactly the same as video clustering such as the num-
ber of shots in a video.

Classical video classification approaches can be cat-
egorized based on the type of modality used. We found in 
the literature text-based, audio-based, visual-based and 
multimodal-based approaches.

In the text-based approaches, the main source of the 
text can come from viewable text in the frames of the 
video (text on objects, text inserted in the frames such 
as scoreboards, etc.), from the speech transcript, from 
closed captions or subtitles. An example of purely text-
based approach is the one proposed by Zhu et al. [1] to 
classify news stories into one of the categories: politics, 
daily events, sports, weather, entertainment, business and 
science, health, and technology.

Several audio features are found in the audio-based 
approaches in the literature of different semantic levels 
such as ZCR, MFCC, loudness, frequency centroid, pitch, 
music ratio, silence ratio and many other features. An 
example of audio-based approach is the one proposed 
by Roach et al. [2]. A GMM is trained on 10-12 MFCC coef-
ficients to classify videos into sports, cartoon, news, com-
mercials and music.

Most of the approaches of the literature are visual-
based ones. This is because most of the information is 
perceived visually by humans. Visual features can be 
video-based features or frame-based features. An exam-
ple of video-based features is the average shot length, 
average number of faces, etc. Frame-based features are 
features extracted from the sequence of frames (all frames 
in the video or keyframes of shots). The features extracted 
from frames are then mapped into one or more vectors 
to represent the whole video. Frame-based features may 
be global ones such as color histogram or local ones such 
as SIFT, SURF, HOG, etc. Iyengar and Lippman [3] propose 
two visual-based methods for video classification. In the 
first method, two HMMs per category are trained on the 
sequence of motion information calculated from optical 
flow and frame differences. One HMM is used to recognize 

news videos, while the second categorizes sports videos. 
In the second method, the log of the ratio of motion to 
the shot length for all the shots is used to train the two 
above-mentioned HMMs.

Some approaches in the literature tried to benefit from 
features coming from more than one modality. Xu and Li 
[4] combine audio and visual features in order to classify 
videos into sports, cartoon, movie, music and commercials. 
Audio features are the 14 MFCC coefficients, while visual 
features are the mean and standard deviation of MPEG 
motion vectors in addition to the MPEG 7 descriptors of 
the scalable color, color layout and homogeneous texture.

All the features used in the classical methods do not 
represent well the structure of videos. Even though they 
treat the video as a sequence of frames in order to take into 
account the temporal information, such features represent 
more the content than the structure. Two videos have the 
same structure if they are filmed in the same manner and 
thus belong to the same category. A generic attempt to 
represent the structure of the video is the one proposed 
by Ibrahim et al. [5]. The representation method is based 
on the analysis of temporal relations between low-level 
features. Starting from some basic segmentation meth-
ods, they introduced new representation of video by a set 
of temporal relation matrices (TRM). Algebra of temporal 
relation was also proposed in [6] to analyze these TRMs. 
Using these TRMs, the authors defined in [5] a similarity 
measure to classify and cluster a set of videos in one of 
the categories: news, soccer, TV series, documentary, TV 
games and movie extracts.

The above category has a main drawback which is the 
efficiency of the features chosen to represent the video. 
Some of them may be useless, and others may be redun-
dant. Moreover, the features used may not represent well 
all the content of the video. That is why, the classification 
step is usually preceded by feature engineering steps such 
as feature selection and dimensionality reduction helping 
in filtering and reducing the features space.

Recently, with the appearance of deep learning tech-
niques, learning a more robust feature representation 
become easier. Nowadays, several pre-trained models 
(AlexNet [7], VGGNet [8], GoogLeNet [9], ResNet [10], etc.) 
on huge dataset like ImageNet [11] are made available and 
used for video classification. With the help of deep learn-
ing architecture, you can feed to the network all the pixels 
of the image without passing by the feature extraction and 
engineering steps. The main idea here is to take some (or 
all) frames from the video and feed them to one of the 
models and take the output of certain fully connected 
layer and then represent the video by these features. The 
features of all the frames belonging to a video can be aver-
aged to represent a video for classification, or each frame 
can be classified alone, and then, a final decision can be 
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made based on the classified frame for a video. The clas-
sification step is used with the help of one traditional clas-
sifier like SVM.

Several deep learning-based approaches for classifica-
tion are proposed in the literature. Some works have con-
sidered the video classification problem as an extended 
image classification one, while others treated it as a sepa-
rate one even though they base on some image-based 
pre-trained models.

One naive approach for video classification is to train 
a deep network on the frames of the videos [12]. All the 
frames of the same video are labeled with the video label. 
Then, a model is trained on the frames of all the videos. To 
classify a video, all its frames are classified separately and 
then, the majority label of all the frames is taken as the 
label of the video.

Zha et al. [13] conducted in their work a deep study of 
different strategies for event detection and action recogni-
tion based on CNN that was trained for image classifica-
tion. In the first step, each video is sampled uniformly into 
50 to 120 frames. Each frame is represented by CNN-based 
features taken from one of three different layers (output 
layer, hidden layer number 6 and hidden layer number 
7). These features pass through a spatiotemporal pooling 
and different methods of normalization. Later, features 
of all the sampled images are combined together into 
one video-level features using Fisher vector (FV) encod-
ing method. The fused features are then fed to an SVM for 
classification.

Following the same pipeline described above, Li et al. 
[14] propose a temporal modeling approach to aggregate 
the pre-extracted (by the dataset) features from frames 
into video level. They use two stream sequence models: 
one for visual features and one for audio features. Features 
are then concatenated and fed into two fully connected 
layers and a sigmoid activation function at an output layer 
for classification.

The fusion of multimodal features (audio and video) 
pre-extracted on the YouTube-8  M has also been 
addressed by An et al. [15] that explores several different 
combination models.

While some works in the literature tried to fuse mul-
timodal features, others has focused on visual features 
but tried to integrate as much as possible the temporal 
information such as in [16] which uses a network for RGB 
features and a second one for optical flow features. Fea-
tures are then fused together using a late fusion strategy.

In this paper, we propose a new deep learning-based 
video representation method. The features extracted rep-
resent only the objects that are detected in all the key-
frames of all the shots detected in the video. Each video is 
represented by a deep features video matrix (DFVM). We 
conducted our experimentation on 5261 videos from the 

BlipTV dataset [17] containing 25 different categories to 
prove the efficiency of our representation and classifica-
tion/clustering proposals.

The remainder of the paper is organized as follows: 
Sect. 2 is dedicated to our proposed approach. In Sect. 3, 
we define a distance to compute the similarity between 
two videos, while Sect. 4 presents the experimentations 
that we have done, the obtained results and a comparison 
with some approaches in the literature. At the end, Sect. 5 
concludes the paper and presents the future works.

2  Proposed approach

With the success of deep learning techniques in the com-
puter vision domain and especially for object detection, 
we aim here to represent video by features extracted from 
the objects in the keyframes of its shots. So, we proposed a 
new method named VideoToVecs aiming to map the video 
into multidimensional vector of values. Figure 1 presents 
an overview of the proposed method. Each component 
will be detailed later.

The main idea of our method is to represent a video by 
features extracted from all the recognized objects in the 
keyframes of its composed shots in addition to some sta-
tistics about these objects. This objective is due to the fact 
that the objects in a video are more representative than 
the backgrounds. The steps followed in the representation 
workflow are described as follows:

Step 1  Each video Vi is segmented into shots, and one 
keyframe (noted KF) per shot (the middle one) is 
taken as representative. So, a video is represented 
as follows:

  

  

Step 2  The keyframe of each shot is passed through the 
Keras implementation of the RetinaNet network 
[18] with its trained model on the COCO data-
set [19]. The method is used to detect the list of 
objects in each keyframe KFi,j and classify them 
into one of 80 categories provided in the pre-
trained model such as person, car, airplane and 
horse. For each detected object, we consider its 
category, the score of the recognition and the 
bounding box englobing it. Figure  2 shows a 
frame in which a car, a horse, a dog and two per-
sons are detected each with a bounding box (a 
size) and a score for the detection

Vi =
{
KFi,jwith j = 1…NBSi

}

NBSi is the number of detected shots in Vi
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Step 3  For each keyframe KFi,j, four vectors are computed 
as follows:

1. Occurrence Vector (OVi,j): It is a vector of dimension 80 
that counts the number of objects of each of the 80 
categories that has appeared in the keyframe KFi,j. For 
example, the vector for the frame in Fig. 2 will have a 
count equal to zero for all the object categories except 
for car, dog, horse and person. The count for the first 
three categories is 1, while for person is 2 (two persons 
are detected in the frame).

2. Score Vector (SVi,j): Since each detected object has 
a score of detection, we compute a score vector of 
dimension 80 that contains the sum of scores of all 
the objects in the keyframe KFi,j. For example, the score 
value for the category person is 0.992 + 0.979 = 1.971, 
for the category car is 1, for the category horse is 0.993, 
and for the category dog is 0.997.

3. Binary Vector (BVi,j): It is similar to the occurrence vec-
tor, but it computes a binary number instead of count-
ing the number of times each of the 80 categories is 
detected in the key frame. In this case, the vector is an 
80-dimensional one with zero values except for the 
categories: car, person, dog and horse, which are equal 
to 1.

4. ConvPool Vector (ConvPVi,j): For each detected object 
Oi,j

k in KFi,j, we pass the englobing zone through a CNN 
network that generates a 128-dimensional vector 
named ConvPVi,j

k. The network is composed of two 
sequential Conv2d layers followed by a max pooling 
layer and then two sequential Conv2d layers followed 
by an average pooling layer. The ConvPVi,j is calculated 
as follows:

 where NBOi,j is the number of detected objects in KFi,j

ConvPVi,j =
1

NBOi,j

NBOi,j∑
k=1

ConvPVk
i,j
,

Fig. 1  VideoToVecs mapping workflow

Fig. 2  Detected objects using Keras RetinaNet
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Step 4  For each keyframe KFi,j, the above four vectors 
are concatenated into one matrix named DFFMi,j 
(deep features frame matrix) as follows:

  

Step 5  Each video  Vi is represented by the set of DFFMi,j 
named DFVMi (deep features video matrix) of all 
its KFi,j as follows:

  

3  Similarity between videos

In order to compute the similarity between two videos, we 
propose a two-step distance calculation.

Let us define first the distance between two keyframes 
KFi,l and KFj,m belonging to two videos Vi and Vj.

To compute the distance between two videos Vi and 
Vj based on the above-defined distance, we find the best 
k-matches between couple of keyframes Ki,l and Kj,m as 
follows:

To find the best k-matches in Mat, we proceed as 
follows:

Repeat k times:

Step 1  find the minimum in Mat and add it to the list of 
k-matches. Let it be d(KFi,l, KFj,m)

Step 2  eliminate from Mat all values d(KFi,o, KFj,p) with o = l 
or p = m

DFFMi,j =

⎡
⎢⎢⎢⎣

OVi,j
SVi,j
BVi,j

ConvPVi,j

⎤
⎥⎥⎥⎦

DFVMi =

⎡
⎢⎢⎢⎢⎢⎣

DFMi,1

DFMi,2

…

…

DFMi,NBSi

⎤
⎥⎥⎥⎥⎥⎦

d
(
KFi,l , KFj,m

)
≡ d

(
DFFMi,l ,DFFMj,m

)
= �1× ∥ OVi,l − OVj,m ∥2 +�2× ∥ SVi,l − SVj,m ∥2

+ �3× ∥ BVi,l − BVj,m ∥2 +�4× ∥ ConvPi,l − ConvPj,m ∥2

Mat =
{
d
(
Ki,l , Kj,m

)
∕l = 1…NBSi ,m = 1…NBSj

}

d
(
Vi , Vj

)
=
∑

best_matches(Mat, k)with k = min
(
NBSi ,NBSj

)

4  Experimentations and results

In order to test the efficiency of our video representation, 
we have conducted two types of experimentations. In the 
first type, we have clustered the set of videos in our data-
set into several clusters using the k-medoid algorithm and 
based on the above-defined distance, and then, we have 
computed the mAP measure. In the second type, we have 
trained a model for each category using several classification 
methods, and then calculated several evaluation measures.

In our experimentations, we have used the dev part 
of the BlipTv dataset [17]. This dataset contains two sets 
of videos. The dev set contains 5288 videos in which we 
found 27 videos containing problems (empty, does not 
open, etc.), while the test set contains about 9000 videos. 
For each video, semi-professional user-generated (SPUG) 
content has been attached such as some metadata pro-
vided by the uploader, automatic speech recognition 
transcripts, automatic shot boundary files and social infor-
mation. In our experimentations, we have based on the 
detected shots provided by the creators of the dataset. The 
shot boundary detection was performed using [20], and 
each shot was represented by its middle frame.

The videos of the dataset are categorized into 25 catego-
ries (Fig. 3). The category of a video is given by the user when 
uploading the video on the BlipTV website. Among the cate-
gories, we find the default category. This category contains all 

Fig. 3  Genre distribution among categories in each set [17]

the videos that were not assigned a category by the uploader 
and all the other categories that contain less than 100 videos. 
In other words, this category may contain videos of different 
categories including the existing categories.
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4.1  Video clustering

As mentioned above, we have applied the k-medoid algo-
rithm with the above-defined distance (α1 = α2 = α3 = α4) 
on the set of 5261 videos with k = 25 (number of real 
categories). The mAP calculated on the clusters is 0.3379 
which competes the results obtained by other works on 
the same dataset as we will show in the below discussion 
subsection.

4.2  Video classification

As presented before, a video is represented by the DFFM 
of all its keyframes. One problem we may face when using 
most of the classification approaches is that the DFVM of 
two videos may probably have different sizes. To avoid 
that, we have calculated the DFVM in the classification 
context as the average of the DFFMs of all its keyframes. 
In this case, the DFVM will be as follows:

DFVMi =
1

NBSi

NBSi�
j=1

DFFMi,j =
1

NBSi

⎡
⎢⎢⎢⎢⎢⎢⎣

∑NBSi
j=1

OVi,j
∑NBSi

j=1
SVi,j

∑NBSi
j=1

BVi,j
∑NBSi

j=1
ConvPVi,j

⎤⎥⎥⎥⎥⎥⎥⎦

Several classification methods have been tested. We 
have used 70% of the dev set for training and 30% of the 
dev set for testing. Using the random forest algorithm, 
the best results are obtained with an accuracy of 68.1% 
as shown in Table 1. 

4.3  Discussion

The results obtained are compared to six works partici-
pated in the tagging task on this dataset (ARF [21], KIT 
[22], TUB [23], TUD [24], TUD_MM [25] and UNI_Camp [26]). 
These works are based on features extracted from one or 
more modalities. Table 2 shows the obtained results with 
a comparison against their results since they have used 
the same dataset.

As shown in the table, we have reached an accuracy 
of 68% in classification and a mAP of 33.8% in cluster-
ing using only visual features which are very competitive 
results. We had no chance to compare our work to deep 
learning video classification approaches since we do not 
have the same dataset. Even for the works that the data-
sets are available such as YouTube-1M and YouTube-8M, 
these datasets do not provide the raw videos but only fea-
tures extracted from some frames inside the videos.

5  Conclusion

In this paper, we have proposed a new video representa-
tion technique for video classification and clustering aims 
named VideoToVecs. Most of the existing techniques focus 
on the extraction of features from the entire video frames. 
In contrast, we propose to extract features representing 
recognized objects inside the keyframes of the shots. We 
have then proposed a distance to compare the similar-
ity between two videos. This similarity measure is used 

Table 1  Classification results of the VideoToVecs approach

Italic values indicate the highest performance among the ones 
listed in the table

Method AUC CA F1 Precision Recall

kNN 0.796 0.268 0.255 0.252 0.268
SVM 0.597 0.122 0.107 0.295 0.122
Random forest 0.880 0.681 0.680 0.696 0.681
Neural network 0.802 0.438 0.432 0.512 0.438

Table 2  Table source from 
the presentation of [17] in the 
MediaEval workshop

Reference mAP/CA Features Method

KIT 0.3499/- Color + texture + rgbSIFT SVM
0.3581/- + video distribution over genre

Uni_Camp 0.2112/- BoW Stacking
ARF 0.3793/- TF-idf mtd SM linear

ASR Limsi
TUB 0.5225/- BoW mtd MI Naïve Bayes
TUD_MM 0.3675/- TF on visual word SVM Lin-

ear + reciprocal 
rank fusion

ASR and mtd

TUD 0.25/- ASR Lium DBN
One-best

VideoToVecs 0.3379/- Deep features representing the objects in each 
keyframe + statistics on these objects

K-medoid
-/0.681 Random forest
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to cluster the videos into clusters in which the obtained 
results proved the efficiency of our proposal. Moreover, the 
classification results have shown that representing objects 
is efficient. The next step of our work is to enhance the rep-
resentation with features derived from other sources such 
as speech transcript, social media and metadata.
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