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Abstract
A numerical weather forecasting model (WRF-ARW) is used to simulate the weather during western disturbances over 
India. The horizontal resolution of the model is 27 km, and the model covers a region extending from 40°E to 105°E and 
10°N to 48°N. The Asymmetric Convective Model, version 2 (ACM2) scheme is used to parameterize planetary bound-
ary layer in the simulations. This scheme uses several parameters which are hidden or implicit from the model users. 
Literature shows that a particular parameter ‘p’ used in this scheme to prescribe the vertical profile of eddy exchange 
coefficient has significant impact on mixing within the planetary boundary layer. Thus, the default value of ‘p’ may not 
be the most appropriate choice for all types of atmospheric conditions. In the present study, attempt has been made to 
study the effect of ‘p’ on the parameters like potential temperature and relative humidity within planetary boundary layer 
and also to prescribe an appropriate value of ‘p’ for the region under study. Our study reveals that the WRF-ARW model 
embedded with PBL parameterization (ACM2) is capable of more appropriately simulating the potential temperature 
and relative humidity by using ‘p’ value of 1.25 to prescribe the vertical profile of eddy exchange coefficient within the 
boundary layer especially during the daytime when the system is dominated by convective-scale eddies at least for the 
chosen domain and period of study.

Keywords  Numerical simulation · Planetary boundary layer · Parameterization scheme · Western disturbance

1  Introduction

Planetary boundary layer (PBL) is the lowermost portion 
of the atmosphere roughly constituting 1–3 km of the 
lower troposphere region and is characterized by friction 
and vertical mixing [1, 2]. Hydrometeorological process 
and dispersion of pollutants occurring within this PBL 
region are strongly dependent on the turbulent vertical 
mixing, and thus a good representation of vertical mix-
ing in the planetary boundary layer (PBL) is important for 
modeling of meteorological and air quality phenomena. 
In numerical mesoscale modeling, it is vital to account 
for the subgrid-scale processes occurring within the con-
fine of model grid for improving the model performance 

when the processes are not explicitly resolved in the 
model at coarser resolution. Since the scale of turbulent 
mixing is relatively smaller than the model resolution, 
the overall impact due to turbulent forcing on grid-scale 
variables of meteorology and air pollution is expressed 
through PBL parameterizations in numerical models. 
During the past few decades, various turbulent vertical 
mixing schemes for use in the PBL were developed and 
tested in 1D and 3D simulations in both meteorologi-
cal and air quality modeling-related studies. These verti-
cal mixing schemes can be local schemes or K-schemes 
[3–6], non-local vertical mixing schemes [7–10] or may be 
combination of local and non-local schemes [11]. Studies 
conducted by most of these schemes [12, 13] infer that 
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modeling is sensitive to the vertical mixing scheme and 
appropriate apportion of flux between local and non-
local component is crucial in representing mixing occur-
ring within the PBL. The turbulence mixing can occur in 
a wide range of scale starting from subgrid scale to a 
scale as high as to the depth of the convective bound-
ary layer. Performance of these PBL schemes in numeri-
cal weather prediction models varies with respect to 
the physics options, geography of the study region and 
time of the year [14–17]. Therefore, careful examination 
of these schemes for a chosen domain is crucial to not 
only weather prediction and research, but also for air 
quality studies and other environmental investigations 
[18]. Atmospheric boundary layer representation dur-
ing convective condition of atmosphere has long been a 
quest area in numerical simulation of meteorological pro-
cesses and air quality prediction [10]. The subgrid-scale 
processes, viz. mixing of heat, momentum and moisture, 
occurring in the atmospheric boundary layer primarily 
take place through convective and mechanical forcing of 
the earth surface due to differential heating and cooling 
during the daytime and nighttime, respectively. Sensitiv-
ity experiments with different local (e.g., K-theory in Stull 
[1]) and non-local PBL schemes show that complex phe-
nomenon occurring within the boundary layer is likely to 
affect the vertical mixing within the PBL and evolution of 
PBL parameters which ultimately influence the air quality 
dispersion of the region [19–21]. Performance of near-
surface PBL structure variation is more influenced by the 
surface layer formulation, whereas the upper profile of 
PBL is more influenced by mixing algorithms of param-
eterization schemes [22]. Results also indicate that there 
is a large variation in the mixing layer height estimated 
by the model using different combinations of surface and 
PBL schemes [23]. All the above studies show that appro-
priate representation of vertical mixing occurring within 
the confine of planetary boundary layer is thus one of 
the important components which needs our keen atten-
tion for meteorological and air quality modeling under 
different conditions of atmosphere and geography. 
Moreover, uncertainty associated with the PBL schemes 
remains one of the key sources of inaccuracy in model 
simulations [12, 24]. Inadequate parameterizations of 
physical processes or faulty parameter estimation cannot 
be justified by merely optimizing the initial and bound-
ary condition [25]. Data assimilation techniques enable 
us to improve the accuracy of parameterizations in PBL 
schemes by estimating the most appropriate value of the 
model parameter. Parameter estimation using variational 
data assimilation method and ensemble Kalman filter are 
robust approaches to deal with model error associated 
with incorrect parameter value in PBL scheme [26–28]. 
It is also appropriate to say that parameterization of 

subgrid-scale meteorological process often ends up 
with range of a model parameter values which need to 
be optimized for the chosen domain of study. Therefore, 
parameters optimized for specific purpose within a PBL 
scheme are not essentially confined to the constant val-
ues assigned in the parameterization formulation under 
different spatial and temporal domains. Hence, it is also 
important to optimize the parameter values intended for 
parameter estimation over specific temporal and spatial 
domains. A numerical weather forecasting model like 
WRF-ARW offers several options of parameterization 
schemes for different physical processes. Routinely Plan-
etary Boundary Layer (PBL) schemes are appropriately 
used to parameterize the vertical turbulent fluxes of heat, 
momentum and moisture within the planetary bound-
ary layer as well as in free atmosphere. Within these PBL 
schemes, there are many less known hidden or implicit 
parameters which govern the mixing within the bound-
ary layer. Each parameterization scheme contains several 
parameters which can vary over a range of values, and 
the choice of a value of parameter may depend on the 
geographical and meteorological conditions. One of such 
parameter in ACM2 [11, 24] scheme is ‘p’ which appears in 
the model equation to express the eddy exchange coef-
ficient Kz in non-local closure scheme. This parameter is 
believed to govern the local mixing profile within the 
unstable portion of the boundary layer. It determines the 
maximum value of Kz and the height at which Kz will be 
maximum. Study carried out by Nielsen-Gammon et al. 
[25] also states that among all the parameters, ‘p’ has 
maximum impact on the vertical mixing in the bound-
ary layer during the daytime. Thus, sensitivity study with 
a suitable choice of implicit or less known parameters in 
the boundary layer parameterization schemes is crucial 
for accurate simulation of extreme weather conditions, 
especially when the system is dominated by convective-
scale eddies. However, it is also appropriate to admit 
that performance of different meteorological variables 
in numerical model also depends on combination of dif-
ferent physical processes like cumulus convection, cloud 
microphysics and definition of model initial state in the 
simulation of low temperature, strong wind and heavy 
precipitation [29]. In order to evaluate the dependency, 
sensitivity experiments need to be carried out to deter-
mine the most appropriate value of ‘p’ for the region 
of study. Thus, the objective of the present study is to 
accurately simulate the meteorological variables such as 
potential temperature and relative humidity by modify-
ing these parameters in the boundary layer parameteri-
zation scheme suitable for the chosen region of study.

Subgrid-scale turbulent fluxes of heat, momentum 
and moisture within the planetary boundary layer 
are expressed in terms of mean quantities and their 
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gradients with the help of turbulent closure method in 
the PBL scheme. A local closure scheme is more appro-
priate in a stable atmosphere than in an atmospheric 
condition where the turbulent fluxes are dominated by 
large eddies. Since an extreme weather event like west-
ern disturbance is characterized by large-scale advec-
tive and convective types of phenomena, the local clo-
sure schemes will produce insufficient mixing. Thus, in 
contrast, a non-local scheme will be more appropriate 
to use the profile of eddy diffusivity and incorporates 
the non-local effect of transport by the large eddies in 
the model. Besides, the counter-gradient fluxes are also 
taken into consideration by the non-local approach. It is 
also considered to be more robust numerically as stabil-
ity oscillations do not affect it considerably [30].

This paper is organized as follows. Section 2 provides 
a description of the model, and Sect. 3 provides the con-
figuration of the simulations. In Sect. 4, the results are 

presented, mainly focusing on the comparison of the 
simulation results with observations or analyses. Section 5 
formulates the conclusions.

2 � Model description

Weather Research and Forecasting (WRF) is a non-hydro-
static, fully compressible numerical weather prediction 
(NWP) model designed by National Center for Atmos-
pheric Research (NCAR) in collaboration with National 
Centers for Environmental Prediction (NCEP) and several 
other institutes. It is a community model and has been 
developed for both the research and operational applica-
tions. The WRF Software Framework (WSF) contains the 
dynamic solvers, physics packages, programs for initiali-
zation, WRF-Var and WRF-Chem. WSF has two dynamic 
solvers: the Advanced Research WRF (ARW) solver and 
the Non-hydrostatic Mesoscale Model (NMM) solver. ARW 
has been developed primarily at NCAR and NMM at NCEP. 
In the present study, version 3.3 of ARW has been used. 
A brief description of the model configuration used for 
the present study is given in Table 1. ARW uses a terrain-
following hydrostatic-pressure vertical coordinate, η. A 
detailed technical description of ARW is available in [31]. 
WRF model has been very widely used over a range of 
applicability and operability and has been tested effec-
tively in forecasting extreme rainfall event [32, 33], inter-
comparison of winter and non-winter hail storms [34], 
sensitivity of physical schemes in simulating intense 
western disturbances [35] and meteorological data 
source for dispersion modeling [36].

3 � Methodology

In the present study, nine cases of western disturbances 
(WD) that occurred during the winter seasons between 
2005 and 2009 are chosen and simulated by using WRF-
ARW model keeping the model horizontal resolution at 
27 km. Figure 1 shows the model domain. Table 1 states 
the nine cases that have been investigated in the present 
study.

The NCEP FNL (Final) Operational Global Analysis data 
of 1° × 1° resolution have been used as model initial and 
lateral boundary conditions. The static geographical input 
data of resolution 30′′, 2, 5′ and 10′ that include MODIS, 
GWD, SSiB and VARSSO data have been downloaded from 
official Web site of WRF. In each case mentioned in Table 2, 
the model integration starts at 00:00 UTC of the previous 
day. As an example, in case 1, the weather condition of 
January 11, 2007 has been investigated. The model run 
starts with initial condition of 00:00 UTC of January 10, 

Table 1   Overview of the ARW model configuration used for the 
present study

Number of domains 2
Horizontal grid distances 27 km, 9 km
Integration time step Adaptive
Number of grid points X-direction—231 points (40°E to 105°E)

Y-direction—160 points (10°N to 48°N)
Vertical coordinate Terrain-following hydrostatic- 

pressure coordinate (38 level)
η values at the model levels are: 1, 

0.99734, 0.99165, 0.98522, 0.97793, 
0.96973, 0.96049, 0.95012, 0.93849, 
0.92552, 0.91106, 0.89506, 0.87739, 
0.85797, 0.83674, 0.81366, 0.78872, 
0.76194, 0.73339, 0.70319, 0.67148, 
0.63846, 0.60438, 0.56950, 0.53415, 
0.49863, 0.39437, 0.29953, 0.21939, 
0.15579, 0.10778, 0.07289, 0.04823, 
0.03115, 0.01948, 0.01157, 0.00625, 0

Model top 10 mb
Microphysics Lin et al. [39] scheme
Cumulus parameterization 

schemes
Kain–Fritsch scheme

Radiation scheme (long  
wave)

RRTM scheme

Radiation scheme (short  
wave)

Dudhia’s short-wave radiation

Surface layer physics Monin–Obukhov scheme
PBL parameterization ACM2 scheme
Time integration Runge–Kutta second- and third-

order time integration scheme
Spatial differencing scheme Second- and sixth-order differencing 

scheme
Map projection Mercator
Initial and boundary condi-

tions
Three-dimensional real-data (FNL: 

1° × 1°)
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2007. Model result obtained after 24 h model run has been 
used for analysis. Lateral boundary condition gets updated 
at an interval of 6 h.

A coarse horizontal grid of size 27 km cannot resolve 
subgrid-level phenomena; thus, parameterization 
schemes are required to represent the subgrid-scale pro-
cesses. In the present case, cumulus parameterization is 
necessary to take care of latent heat release on a realistic 
timescale in the convective column. The modified version 
of the Kain–Fritsch scheme [37] has been chosen as the 
cumulus parameterization scheme in the WRF-ARW model 

system. It uses a simple cloud model with moist updrafts 
and downdrafts, which include the effects of detrainment, 
entrainment and relatively simple microphysics. This modi-
fied version of the Kain–Fritsch scheme is different from 
the original KF scheme [38] in many ways which is briefly 
described in the technical note of ARW version 3.

Lin et al. [39] scheme has been chosen as cloud micro-
physics scheme for this study. It has been taken from Pur-
due cloud model. The Lin et al. scheme includes six classes 
of hydrometeors. These hydrometeors are water vapor, 
cloud water, rain, cloud ice, snow and graupel. It uses the 
bulk water microphysical parameterization technique to 
represent the precipitation fields which follow exponential 
size distribution functions. The detailed description of this 
scheme is available in Chen and Sun [40].

For the present investigation, the asymmetric convective 
model, version 2 (ACM2) scheme has been used as plane-
tary boundary layer parameterization scheme to simulate 
various cases of western disturbances in WRF-ARW model. 
ACM2 can better represent the shape of the vertical pro-
files of model variables, especially the gradually decreasing 
gradient near the surface. ACM2 has been chosen for our 
experiments as comparatively lower bias was reported in the 
sensitivity experiments than other non-local PBL schemes 
[12]. This PBL parameterization scheme has been included 

Fig. 1   Model domain of study

Table 2   Dates of the WD cases 
simulated in the present study

Case Date of event

1 January 11, 2007
2 December 12, 2007
3 January 15, 2007
4 January 02, 2006
5 February 04, 2005
6 January 01, 2005
7 December 8, 2008
8 December 17, 2008
9 December 9, 2009
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in WRF-ARW model very recently. ACM2 is a non-local model 
and it considers the non-local fluxes explicitly through a 
transilient term [9]. This scheme contains several parameters 
which can vary over a range of values, and the choice of a 
value of a parameter may depend on the geographical and 
meteorological circumstances.

Local time derivative of potential temperature (θ) in the 
PBL scheme proposed by Deardorff [41], Holtslag and Boville 
[5] and others can be represented by

where Kh is the vertical eddy diffusion coefficient of heat, 
γh is the gradient adjustment term and w′�′ is the kine-
matic heat flux. Similar equation is applicable for humidity 
also. In asymmetrical convective model, ACM1 [9] mass 
fluxes are represented by rapid upward convective non-
local transport from the lowest model layers directly to 
all other layers but gradual downward asymmetric layer-
by-layer transport. Provision of local upward diffusion 
from one layer to the next layer is absent in ACM1 which 
is unrealistic. Pleim [11, 24] has described the formulation 
of ACM2 which combines the non-local scheme of ACM1 
with an eddy diffusion scheme to represent turbulent 
transport of mass, moisture and heat within a convective 
boundary layer.

In ACM2 scheme, a weighting factor fconv controls the mix-
ing due to local diffusion and non-local transport. fconv = 0 
corresponds to fully local mixing and fconv = 1 corresponds 
to fully non-local mixing. For stable and neutral conditions, 
the portion of mixing due to non-local transport becomes 
zero and this scheme handles vertical mixing by pure local 
eddy diffusion component.

In ACM2, the PBL scaling form of vertical eddy diffusion 
coefficient Kz within the planetary boundary layer is repre-
sented as

where k = the von Karman constant, u* = friction velocity, 
φ = similarity profile function, z = height above ground 
level and h = height of the top of PBL measured from the 
ground level.

From Eq. 2, it can be seen that there are many parameters 
that affect the vertical mixing in this scheme. Values of these 
parameters used in this scheme are kept hidden from WRF-
ARW model users. Different roles played by these parameters 
and their plausible values are tabulated in Nielsen-Gammon 
et al. [25]. The detailed investigation of Nielsen-Gammon 
et al. [25] reveals that among the ten parameters, ‘p’ plays 
the most important role in governing the vertical mixing in 
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the daytime. This parameter (p) determines the value of the 
local eddy vertical mixing coefficient within the convective 
PBL, with larger p leading to smaller vertical mixing.

The parameter ‘p’ used in Eq. (2) is also a hidden param-
eter, and by default the value of ‘p’ used in the model is 2. 
The prescribed plausible range of ‘p’ values lies between 1 
and 3. It is clear from Eq. (2) that ‘p’ determines the height at 
which eddy diffusivity becomes maximum. For p = 1, eddy 
diffusivity becomes maximum at the middle of the bound-
ary layer. This height decreases with the increase of ‘p’ value. 
Thus, eddy diffusivity is determined by the magnitude of 
‘p’. A smaller value of ‘p’ refers to stronger mixing. Figure 2 
shows the vertical profiles of normalized Kz for different 
values of ‘p’ with PBL height arbitrarily set at 2000 m. This 
shows that vertical eddy diffusivity Kz varies considerably 
with the ‘p’ values and hence the vertical mixing strength in 
daytime within the PBL is largely dependent on the p value.

Selection of most appropriate value of hidden parameter 
‘p’ through sensitivity experiments is important as ‘p’ influ-
ences the vertical mixing mostly within the PBL. The present 
study aims at finding out the impact of the variation of p 
values on boundary layer during WDs and the most appro-
priate value of ‘p’ for simulation of western disturbance over 
the region of study. Two variables that are mostly affected 
by the variation of vertical mixing are potential temperature 
(θ) and relative humidity (RH). The resultant effect due to 
change of ‘p’ values will be studied on them. Since the verti-
cal profile form of Kz is applicable in the daytime boundary 
layer, the behavior of potential temperature (θ) and relative 
humidity (RH) profile within daytime boundary layer will be 
discussed. Thus, model outputs are taken at 00, 06, 12 and 18 
UTC and the θ and RH profiles at 06 UTC are expected to be 
influenced most by the variation of p values. In the present 
study, six values of ‘p’ between 1 and 3 were chosen. These 
values are 1.25, 1.50, 1.75, 2.0, 2.50 and 2.75.
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4 � Results and discussion

4.1 � Impact of ‘p’ values on potential temperature 
profile

Figure 3a shows the observed vertical profiles of potential 

temperature and those simulated by the model at Delhi 
region at 00:00 UTC for six cases out of the nine due to 
paucity of data. Observed vertical profile of potential tem-
perature is obtained from radiosonde observation taken 
at Safdarjung Airport, New Delhi, by India Meteorologi-
cal Department (IMD). Model simulates stable boundary 

(a) (b)

(c) (d)

(e) (f)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

282 284 286 288 290 292 294 296 298

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

Forecast vs. Observation
Delhi - 00UTC 11012007

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

286 288 290 292 294 296 298

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

Forecast vs. Observation
Delhi - 00UTC 12122007

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

282 284 286 288 290 292 294 296 298

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

Forecast vs. Observation
 Delhi - 00UTC 15012007

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

288 290 292 294 296 298 300

Potential Temperature (Kelvin)

H
ei

gh
t (

km
)  p1.25

 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

Forecast vs. Observation
Delhi - 00UTC 02012006

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

286 288 290 292 294 296 298

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

Forecast vs. Observation
 Delhi - 00UTC 04022005

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

288 290 292 294 296 298 300

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

Forecast vs. Observation
 Delhi - 00UTC 01012005

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation
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layer at 00:00 UTC in all the six cases. Simulated results 
are in good agreement with the observation except in 
case 3 (Fig. 3c). In this case, observed profile shows that 

the atmosphere is in neutral condition in the lowest 1 km. 
Here, the model is unable to predict the intense mixing 
at the lower part of the boundary layer due to the local 

(a) (b)

(c) (d)

(e) (f)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

288 290 292 294 296 298

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

 Potential Temperature
Delhi - 06UTC 11012007

 Analysis

 p1.25

 p1.50

 p1.75

 p2.00

 p2.50

 p2.75

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

292.5 293.0 293.5 294.0 294.5 295.0 295.5 296.0 296.5 297.0

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

Potential Temperature
Delhi - 06UTC 12122007

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

290 291 292 293 294 295 296

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

Potential Temperature
Delhi - 06UTC 15012007

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

290 292 294 296 298 300 302

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

Potential Temperature
Delhi - 06UTC 02012006

0.0

0.5

1.0

1.5

2.0

2.5

291 292 293 294 295 296 297 298

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

Potential Temperature
Delhi - 06UTC 04022005

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

292 293 294 295 296 297 298 299 300

H
ei

gh
t (

km
)

Potential Temperature (Kelvin)

 Analysis

 p1.25

 p1.50

 p1.75

 p2.00

 p2.50

 p2.75

 Potential Temperature
Delhi - 06UTC 01012005

Fig. 4   Potential temperature profile at 06:00 UTC at Delhi for nine cases
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neutral or unstable condition. In cases 2 and 6 (Fig. 3b, 
d), the model-simulated potential temperature profiles 
depart appreciably from the observed potential tempera-
ture profile. Since in most of the cases atmosphere is sta-
ble during early morning hours, the eddy diffusivities are 
determined by local schemes and hence different values of 
‘p’ do not have much impact on the potential temperature 
profiles.

The model-simulated potential temperature profiles 
for all nine cases of 06:00 UTC at Delhi region have been 
compared with the analysis profiles in Fig. 4, as the obser-
vations are not available at this time of the day. It is to be 
noticed that at 06:00 UTC, in most of the cases the poten-
tial temperatures are different for different values of ‘p’ at 
the lower part of the boundary layer where atmosphere 
is either neutral or unstable. This is because of the fact 
that non-local scheme of eddy diffusivity determines the 
mixing in the boundary layer and different values of ‘p’ 

cause different amounts of mixing. As p varies from 1.25 
to 2.75, variation of potential temperature becomes as 
large as 1° K.

In majority of the cases, the potential temperature pro-
file for p = 1.25 shows closer proximity to the analysis pro-
file within the lowest kilometer of the atmosphere. This 
reveals that modified formulation of ACM2 with p = 1.25 is 
capable of producing adequate mixing of heat flux in the 
morning neutral condition of lower boundary of the PBL 
during severe weather phenomenon of WD.

4.2 � Impact of ‘p’ values on relative humidity profile

Figure 5 shows the model-simulated and IMD-observed 
relative humidity profiles (obtained from radiosonde 
observation) over Delhi region at 00:00 UTC for six cases 
due to non-availability of observational data for other 
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three cases. Unlike potential temperature, the model-
simulated relative humidity shows appreciably larger 
departure from the observations.

Similarly, the model-simulated and analysis of relative 
humidity profiles at 06:00 UTC for all nine cases are shown 

in Fig. 6 over the same place. Here, in most of the cases, 
the difference between analysis of and model-simulated 
relative humidity is found significant in the order of ~ 10%. 
This large difference of simulated relative humidity in the 

(a) (b)

(c) (d)

(e)
(f)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

10 15 20 25 30 35 40 45 50

Forecast vs. Observation
 Delhi - 00UTC 11012007

Relative Humidity (%)

H
ei

gh
t (

km
)

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

30 35 40 45 50 55 60 65 70 75

H
ei

gh
t (

km
)

Relative Humidity (%)

Forecast vs. Observation
 Delhi - 00UTC 12122007

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

15 20 25 30 35 40 45 50

Forecast vs. Observation
 Delhi - 00UTC 15012007

H
ei

gh
t (

km
)

Relative Humidity (%)

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

40 45 50 55 60 65 70

H
ei

gh
t (

km
)

Relative Humidity (%)

Forecast vs. Observation
 Delhi - 00UTC 02012006

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

30 35 40 45 50 55 60 65

Relative Humidity (%)

H
ei

gh
t (

km
)

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

Forecast vs. Observation
 Delhi - 00UTC 04022005

 Observation

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

50 60 70 80 90 100

Forecast vs. Observation
 Delhi - 00UTC 01012005

Relative Humidity (%)

H
ei

gh
t (

km
)

 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

 Observat

Fig. 5   Relative humidity profile at 00:00 UTC at Delhi for six cases
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order of ~ 10% implies that the modified formulation of 
ACM2 has minimal ability to produce sufficient mixing 
of relative humidity (moisture) especially in the morning 

neutral atmospheric condition during severe weather 
events. Thus, the model is not efficient in capturing the 
necessary condition of moisture flux which is a highly vari-
able parameter across the wide spectrum of convection in 
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Fig. 6   Relative humidity profile at 06:00 UTC at Delhi for nine cases
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the organized severe weather event. Analysis of the simu-
lated results conveys that other physical processes such as 
the microphysical processes, cumulus convection process 
may play more important role to account for the forcing 
due to turbulence to successfully simulate the relative 
humidity involved at the lower boundary during neutral 
or unstable condition of the atmosphere.

4.3 � Root‑mean‑square errors of potential 
temperature and relative humidity

Figure 7 presents the root-mean-square errors (RMSEs) 
of potential temperature with respect to analysis up to 
a height of 1 km. It shows that except in cases 2 and 3, 
the root-mean-square error of potential temperature cor-
responding to ‘p’ = 1.25 is always less than that for other 
‘p’ values. Figure 8 shows that the mean value of RMSE 

calculated over all the cases is the least and it has a value 
of 0.86° K while the mean of RMSE corresponding to the 
default value of p, i.e., ‘p’ = 2, is 1.04° K.

However, like potential temperature, the root-mean-
square error of relative humidity with respect to analysis 
at 06:00 UTC over Delhi is least for p = 1.25 in majority of 
the cases (see Fig. 9). However, this is highest in cases 
2, 8 and 9. The mean value of RMSE calculated over all 
the cases for relative humidity is also least for p = 1.25. 
Figure  10 shows that the mean value of the domain-
averaged RMSE value of relative humidity for p = 1.25 
is slightly more than 6.68%. The mean RMSE of relative 
humidity for the default p value (2) is slightly less than 
7%. Thus, it can be inferred that the simulated potential 
temperature and relative humidity profiles for p = 1.25 are 
closest to the respective analysis profiles over Delhi dur-
ing 06:00 UTC. Thus, the modified formulation of ACM2 
scheme by lowering the value of ‘p’ = 1.25 is sensitive 

(g) (h)

(i)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46

Relative Humidity (%)

H
ei

gh
t (

km
)

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

    Relative Humidity
Delhi - 06UTC 08122008

0.0

0.5

1.0

1.5

2.0

18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37

H
ei

gh
t (

km
)

Relative Humidity (%)

Relative Humidity
Delhi - 06UTC 17122008

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

10 15 20 25 30 35 40 45 50

H
ei

gh
t (

km
)

Relative Humidity (%)

 Analysis
 p1.25
 p1.50
 p1.75
 p2.00
 p2.50
 p2.75

    Relative Humidity
Delhi - 06UTC 09122009

Fig. 6   (continued)



Vol:.(1234567890)

Research Article	 SN Applied Sciences (2019) 1:173 | https://doi.org/10.1007/s42452-019-0177-1

(i ) (ii)

(iii) (iv)

(v) (vi)

R
M

SE
 (K

el
vi

n)

p Values

Potential Temperature RMSE
Delhi - 06UTC 11012007

p1.25

p1.50

p1.75

p2.00

p2.50

p2.75

R
M

SE
 (K

el
vi

n)

p Values

Potential Temperature RMSE
Delhi - 06UTC 12122007 p1.25

p1.50

p1.75

p2.00

p2.50

p2.75

R
M

SE
 (K

el
vi

n)

p Values

Potential Temperature RMSE
Delhi - 06UTC 15012007

p1.25

p1.50

p1.75

p2.00

p2.50

p2.75

R
M

SE
 (K

el
vi

n)

p Values

Potential Temperature RMSE
Delhi - 06UTC 04022005

p1.25

p1.50

p1.75

p2.00

p2.50

p2.75

R
M

SE
 (K

el
vi

n)

p Values

Potential Temperature RMSE
Delhi - 06UTC 02012006

p1.25

p1.50

p1.75

p2.00

p2.50

p2.75

R
M

SE
 (K

el
vi

n)

p Values

Potential Temperature RMSE
Delhi - 06UTC 01012005

p1.25

p1.50

p1.75

p2.00

p2.50

p2.75

Fig. 7   RMSE of model-simulated potential temperature (K) at 06:00 UTC with respect to analysis calculated up to 1 km height at Delhi for all 
cases
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to the turbulent transport of heat and moisture during 
convective boundary condition by modifying eddy dif-
fusion. This modified formulation in the ACM2 scheme is 

perhaps more effective in partitioning of the local and 
non-local mixing components in the model at least for the 
domain under study. Therefore, it will be more appropri-
ate to modify the default value of ‘p’ to 1.25 in Eq. 1. The 
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Fig. 8   Mean value of RMSE of 
potential temperature (K) at 06 
UTC at Delhi
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Fig. 10   Mean value of RMSE of 
relative humidity (%) at 06 UTC 
at Delhi
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default value p = 2 may be more applicable for a less con-
vective environment. The lower value of p (= 1.25) suitable 
for the present study indicates that large eddy diffusivity 
values (and hence larger mixing) are required to represent 
the convective planetary boundary layer over this tropi-
cal region of study. It also indicates that the maximum 
value of Kz occurs at higher level within boundary layer 
for p = 1.25 than for the default value of p.

5 � Conclusion

In the above study, we have presented the results of 
numerical meteorological simulation for greater area of 
Northern India at a spatial resolution of 27 km. Sensitivity 
experiments have been carried out to assess whether WRF-
ARW model embedded with ACM2 PBL scheme is capable 
of correctly reproducing observed meteorological quanti-
ties at different values of model hidden parameter ‘p’. To 
demonstrate this, model-simulated potential temperature 
and relative humidity profiles over Delhi at 06:00 UTC were 
compared with analysis data and RMSEs were computed. 
The comparison shows that p = 1.25 scores better than 
other values of ‘p’ for both potential temperature and rela-
tive humidity. As a result, we believe that our approach 
with ‘p’ value of 1.25 in the model code is more promising 
in defining the vertical profile of the PBL especially when 
one is interested to simulate extreme weather events like 
WD dominated by convective phenomenon at least for the 
period and domain under study.
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