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Abstract

In the study of low-speed or low-Froude flows of a potential gravity-driven fluid past a
wave-generating object, the traditional asymptotic expansion in powers of the Froude
number predicts a waveless free-surface at every order. This is due to the fact that the
waves are, in fact, exponentially small and beyond-all-orders of the naive expansion.
The theory of exponential asymptotics indicates that such exponentially-small water
waves are switched-on across so-called Stokes lines—these curves partition the fluid-
domain into wave-free regions and regions with waves. In prior studies, Stokes lines
are associated with singularities in the flow field, such as stagnation points, or corners
of submerged objects or rough beds. In this work, we present a smoothed geometry
that was recently highlighted by Pethiyagoda et al. [Int. J. Numer. Meth. Fluids. 2018;
86:607-624] as capable of producing waves, yet paradoxically exhibiting no obvious
Stokes line according to conventional exponential asymptotics theory. In this work,
we demonstrate that the Stokes line for this smooth geometry originates from an
essential singularity at infinity in the analytic continuation of free-surface quantities.
We discuss some of the difficulties in extending the typical methodology of exponential
asymptotics to general wave-structure interaction problems with smooth geometries.

1 Introduction

The motivation of this work stems from an apparent violation of a criterion originally
proposed by [8] for the existence of small-scale gravity-driven free-surface waves
at low speeds due to a disturbance in the flow. As was originally noted by [19], in
the low-speed (or low-Froude) limit, free-surface waves are exponentially small in
the Froude number and hence beyond-all-orders of a naive asymptotic expansion in
algebraic powers. Their development requires techniques in exponential asymptotics.
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Such a framework was developed through numerous authors such as [5, 20, 29, 32].
For this specific case of wave-structure-driven water waves at low speeds, the modern
incarnation of the exponential asymptotics methodology was advanced by [7] and [8]
for the respective case of surface capillary waves and surface gravity waves. In order
to introduce the pathology to be discussed in this work, we first require a review of
the specific wave-making criterion that was developed in this last work by [8].

Consider two-dimensional potential (inviscid and irrotational) gravity-driven free-
surface flow past an object. The object can be surface-piercing or submerged. Simple
classical geometries include the case of a semi-infinite ship’s stern [32], a rectangular
step in a channel [16], and a semi-circular cylinder [11]. Typically, the task is to solve
for the free-surface unknowns, say the streamline speed ¢ and angle 6, as a function
of the velocity potential, ¢. Mathematically, the simplest possible formulations take
the form of Bernoulli’s equation and a boundary integral that imposes a relationship
between g and 6. Other water-wave formulations are possible.

As a particular example, consider the case of flow in a channel with a bottom
topography. The upstream flow speed is U, the upstream channel height is L/m, and
gravity is g. The problem is non-dimensionalised so that the flow is contained within
a strip in the complex potential plane, w = ¢ + 1y, between ¥ = 0 (free surface) and
Y = —m (channel bottom). The strip in the w-plane can then be mapped to the upper
half-¢-plane via ¢ = & +in = e™". Then the two governing equations, applied to the
free surface £ > 0 or —oo0 < ¢ < oo are (Chapman & Vanden-Broeck, [8], §2):

2dg
€q ao = —sind, (1a)
1 (% ¢ © 9
logg(6) = —— g,@) s——][ ("3) (1b)
loggs

where € = U?/(gL) is the square of the Froude number, characterising the balance
between inertial and gravitational effects. We have defined the function g5 = ¢,(§)
above so that it may be referenced later—it can be interpreted as a ‘shape’ function.
The bottom topography can then be specified via the angle 6 for £ along the negative
real axis. For example, in the case of flow past an inlined step with angle of inclination
o, 0 < o < 1, we choose a and b such that 0 < a < b. Then set & = 0 for
& € (—00,—b)U(—a,0)and § = 7o for § € (—b, —a). Computing the first integral

in (1b) yields
_(E4+D\T e +5\°
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For instance, with o = 1/2, this is the rectangular step in a channel. Similarly, the
function

s —

[(s+1)<s+h)]" _ [<e—¢+1>(e—¢+b>]“ 3)

(& +¢)? (e? + )2

corresponds to flow over a triangular obstruction with initial inclination o 7, and with
1 < ¢ < b. The derivation of these and similar quantities is reviewed in Sect. 3.

Remark 1 Note that g corresponds to the leading-order speed in the limit of small
Froude numbers. Thus g ~ go = gs and 8 ~ 6y = 0 as € — 0. This is the so-called
double-body flow, corresponding to the fluid speed where the free surface has been
replaced by a rigid plate.

Remark 2 Note that the leading-order speed e.g. in (2) and (3) contains singularities
in the analytic continuation, where & € C. These are associated with the geometrical
singularities of the geometry; however, they are not those geometrical singularities
themselves. Indeed they correspond to solving (1) where the streamfunction has been
evaluated on the free surface, ¥ = 0 or £ > 0. As an example, the physical corner
of the step corresponding to (2) is at w = ¢ + iy = logb — i but the respective
analytically-extended singularity is at ¢ = log(—b).

Additional discussion of the second remark can be found in §2 of [26].

Remark 3 Following [8], when studying the analytic continuation of the free surface,
where &, ¢ € C, itis typical to re-annotate £ — ¢ € Cand ¢ — w € C.

According to the theory of exponential asymptotics, in the limit € — 0, the for-
mation of free-surface waves emerges as a consequence of the Stokes phenomenon,
which occurs across so-called Stokes lines; such Stokes lines emerge from critical
points or singularities in the analytic continuation of the free surface (cf. the singu-
larities referenced in Remark 2). We shall explain these concepts more carefully in
the next section. In their work, [8] consider the local behaviour of the leading-order
speed, g ~ qo = ¢, in the complex plane. Then for stagnation points and flows around
corners, locally in the vicinity of the singularity, (w — wo) = const. X (z — 20)¥ for
some k # 1. For a stagnation point, k = 2. For flow around a corner, k = 7/
where S is the in-fluid angle of the corner. From Remarks 1 and 2, the corresponding
singularity in the analytic continuation of the free boundary is

dw .
o = e % = go = c(w — wp)®, 4

where @ = (k — 1)/k and c is constant.
At this point, [8] utilise a function, x, known as the singulant, developed via the
exponential asymptotics. As w — wy, the singulant behaves as

1~ — | | = wp) )
31 = 3a) o
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Fig.1 Schematics of two-dimensional potential flow over (a) a sharp bump, and (b) a smooth bump in the
physical (x, y)-plane. Both bumps separate from the horizontal fluid bottom at internal angles of ¥ = 7o

However, as part of the exponential asymptotics procedure, they write:

Remembering that we only need x to vanish at w = wy, we see that we require
o < 1/3. Only those singularities with o < 1/3 will generate Stokes lines and
their exponentially small correction terms. [For the case of corner flows] Stokes
lines (and gravity waves) are not generated by stagnation points, and will only
be generated by corners with in-the-fluid angles greater than 2w /3 [...]

Consider now the two scenarios shown in Fig. 1. The points A and B, shown in
both subfigures, are stagnation points and have no associated Stokes line contribution.
Then in the flow past the triangular obstruction in Fig. la, downstream waves are
expected due to the corner point C. However, in Fig. 1b, there are no apparent (leading-
order) exponentially-small waves since there are no further ‘critical’ singularities.
According to the above criterion by [8] there is no obvious mechanism for gravity-
wave generation.

The apparent contradiction of the [8] criterion in connection with the bump geom-
etry was recently raised in the numerical work of [21]. There, it was confirmed that,
predictably, surface waves are generated by flows over such topographies. The authors
further established the exponential smallness of the downstream waves as € — 0;
through careful numerical fitting, it was verified that the wave amplitude likely scales
as ~ Aeh/% e=V/€ for constants A, u, and v. No further explanation of the underlying
mechanism was given, but it was written that (p. 618):

“These results suggest that there is a Stokes line intersecting the free surface
even though no Stokes line originates from the two corners in this configuration.
As such, there must be a Stokes line structure that is not described by [8] or
elsewhere, leaving an interesting open problem for further research in the area
of exponential asymptotics."”

Before going further, it would be useful to make a general remark regarding the
apparent failing of the criterion presented above. As we interpret it, the issue relates
to the ill-posedness of analytic continuation: the smoothed geometry presented in
Fig. 1b seems to be only a slight deformation from the triangular obstruction in Fig. 1a.
However, such geometries can introduce quite unpredictable behaviours in the ana-
lytic continuation of the associated functions (the g, in this case). Indeed the smooth
geometry, presented later, contains an essential singularity as the velocity potential,
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|¢| — oo, in certain sectors of the complex plane; this is beyond the class of singular-
ities considered in [8]. Thus in the case of the smooth geometry, waves are produced
by a somewhat unexpected singularity (and its associated Stokes line) in the analytic
continuation at infinity.

2 Exponential Asymptotics and its Consequences

Above, we have not provided any explanation of exponential asymptotics and the
construction of the singulant function, y, in (5). We now provide a short introduction
to the use of exponential asymptotics in gravity free-surface flows.

When € = 0, & = 0 and indeed this corresponds to the so-called double-body flow
where the free surface has been replaced by a rigid plate. In this case, the leading-
order speed is given by ¢ ~ go = ¢s. As was originally noted by [19], this initial
approximation is entirely wave-free. Moreover, as a consequence of the asymptotic
procedure, all higher-order algebraic corrections in € are also wave-free (this fact
Ogilvie and others would later refer to as the “low-speed paradox"). The resultant water
waves, in fact, are expected to be exponentially-small in €; their amplitudes scale as
e ~¢onst/€ i the far field as € — 0. This exponential smallness was known by a number
of people, Ogilvie included, but the proper techniques for the derivation of such waves
was developed in parallel with the later developments of exponential asymptotics as
an proper subject of interest. Indeed, in the seminal work of Vanden-Broeck & Tuck
[32] and Vanden—Broeck et al. [31], the authors used techniques in series acceleration
and the Shanks transform to derive the exponentially-small contributions. Like many
early attempts in beyond-all-orders asymptotics, the prior analyses were correct in
spirit, but were not able to derive all features of the waves.

The proper procedure was presented by [8], who established an exponential
asymptotics method for the derivation of the waves in low-Froude problems for
two-dimensional free-surface flows. There, a connection is made between the
exponentially-small waves and the underlying divergence of the naive asymptotic
expansion. It is explained that in the limit e — 0, the free-surface waves must arise as
a consequence of the Stokes phenomenon—in essence, there exist critical Stokes lines
(curves) in the complex plane across which the exponentially-small waves switch on
from one side to the other. We now briefly explain these features.

Divergence and the singulant. First, it should be remarked that the example
geometries given in (2) and (3) contain singularities in the analytic continuation
of £ or ¢ € C. Consider a standard asymptotic expansion for the unknowns, say
qg=qo+e€q+ e2q2 +...and O =6y + €0 + €20, + . . .. By Bernoulli’s equation,
each subsequent asymptotic order of the perturbative expansion relies upon differen-
tiation of the previous order. Then if ¢ ~ go = ¢, has singularities in the complex
plane, such singularities tend to increase in strength as more terms of the expansion
are taken. Generically, this tends to induce factorial-over-power divergence of the late
terms, g, as n — oo [6]. Inductively argued, as n — o0, it is posited that

QT (+y)
X @1+

O@rn+y)

R QIR

) (6)

n



196 Y. Johnson-Llambias, P. H. Trinh

where y is constant, and Q, ®, and y are complex-valued functions to be derived. The
function x is often called the singulant, and by assumption, y = 0 at those singular-
ities, ¢, w € C that induce the divergence of the asymptotic expansion. For instance,
from (3) corresponding to a triangular obstruction we might expect the divergence of
the late terms to be driven by the three critical points at { = —c¢, { = —1,0r { = —b.

Optimal truncation the exponentially-small terms. Next, in order to examine
the exponentially-small terms, one then optimally truncates the divergent asymp-
totic expansion and examines the remainder. Thus, for instance, we write ¢ =
qo+eqr +€2q + ... + eV lgy_1 + Ry. In the limit € — 0, if N — oo is
chosen optimally, then it can be verified that the remainder is indeed exponentially
small. This procedure of optimal truncation and examination of the remainder is known
as Stokes line smoothing [4]. Analysis of the remainders thus yields the leading-order
exponentially-small terms as:

27i 27i
Gexp ™ §Q(§) exp [_Q] and  Oexp ~ §®(§)exp [_g] - (D

When evaluated on the physical free surface, the above contribution is supplemented
by its complex conjugate, hence yielding a real-valued oscillation. The fact that there
is a link between the divergence (6) and the exponentials (7) is seemingly unusual, but
is a commonality of exponential asymptotics.

The criteria for Stokes lines. Now we may finally explain the key criterion developed
in [8] regarding the existence of Stokes lines. As noted previously, the contributions
(7) do not exist everywhere in the complex plane, but are switched-on across Stokes
lines (curves). Such Stokes lines are given by those points { € C where

Sx() =0 and %x() =0, ®)

a criterion known as Dingle’s condition [10].

Chapman & Vanden-Broeck [8] demonstrate that dy /dw = —i/ q? . Therefore
study of Stokes lines reduces to integrating this relationship from each singularity of
interest, and examining the locus satisfying (8). This then leads to our presentation of
(5). Thus we can see that near the critical point, say w = wq, x ~ const.(w —wq) 1-3a,
Therefore, in order for a Stokes line to emerge w = wy, it must be the case that

1 —3a>0. 9

The condition essentially ensures that x — 0 as w — wq and that the Stokes line
emerges on the same Riemann sheet as the physical free surface. Physically, this
corresponds to a Stokes line being generated by flows past obstructions with an in-
fluid angle of 2w /3. This is the key criterion, referenced by [8], that motivates our
investigation.
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Fig. 2 Streamlines (thin) for potential flow, with ¢ = 0, over a sharp bump (thick) in the (x, y)-plane
corresponding to the geometry (14) witha = 1, b = 3, and ¢ = 3/8. A Stokes line (dashed) emerges

from the apex of the bump. Exponentially-small surface waves are expected to follow downstream from the
Stokes line

2.1 On General Smooth Bodies

The above criterion (9) seems to suggest that only flows past obstructions with geo-
metrical corners (corresponding to algebraic branch points in the potential) produce
waves.

Let us consider the following thought experiment. Say we have a geometry contain-
ing a sharp corner which we know to exhibit the Stokes phenomenon and where we
expect the prior exponential asymptotics theory to apply. We illustrate such a geom-
etry in Fig.2. In this example, a Stokes line emanates from the apex of the bump and
induces Stokes switching which produces physical waves in the solution.

Now let us choose a streamline of this flow and consider it the fluid bottom of a
new smooth geometry. This is shown in Fig.3. By the properties of potential flow,
we expect that the free surface and fluid interior are identical to that of the original
problem. However, if we forgot about the original problem it would appear as though
Stokes switching had been induced by a completely smooth geometry. The Stokes
line must then be interpreted as having been generated from some ‘imaginary corner’
located beneath the physical bottom surface.

This thought experiment illustrates two key points. First, the prior Chapman &
Vanden—Broeck [8] theory is not limited to obstructions with corners or other ‘strong’
geometrical singularities. Indeed, for every cornered obstruction that produces surface
waves, we can use the interchangeable property of the streamlines to find families
of fully smooth obstructions which produce those same surface waves and are thus
explained by the same Stokes Phenomenon. This is the forwards procedure.

The second issue the example highlights is regarding the inverse procedure: if we
had no knowledge of the original problem (of the cornered geometry), how would
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Fig. 3 Same as in Fig.2 but we consider an equivalent problem in which an in-fluid streamline is treated
as a new fluid bottom (shown thick). Despite the fluid bottom now being smooth and locally infinitely

differentiable in the physical domain, a Stokes line is nonetheless generated as if from a singular point
beneath the fluid bottom

we have been able to predict the Stokes switching in the case of flow past a smooth

streamline? This issue is related to ill-posedness in analytic continuation, and is further
highlighted in the next example.

2.2 The Mystery of the Smoothed Bump

We return to discuss the simple example, sketched in Fig. 1, which seems to produce
waves for which the [8] theory does not capture.

Consider the two geometries illustrated in Fig. 1. Figure 1a is the triangular obstruc-
tion protruding from the bottom of the channel, with the first stagnation point associated
with an angle of wo. In Fig. 1b, we consider a so-called ‘smooth bump’, where the
apex of the bump is now rounded. More precisely, the sharp bump is produced by
specifying that the angle of the topography is piecewise constant and discontinuous
at the corners, A, B, and C; the smooth bump is produced by specifying continuous
angles except at A and B (where no Stokes lines are generated). See Sect. 3 for precise
details of the geometry.

Numerical solutions of the full water-wave equations (1) are presented in Fig.4,
where we confirm the predictable presence downstream waves for flows past both
obstructions. These solutions are computed for the Froude parameter of ¢ = 0.8
and geometrical parameter ¢ = 3/8. Indeed, based on these snapshots, there is no
reason to believe that the geometry of a smooth bump is exceptional. The numerical
computations presented later in this work confirm the exponential smallness of the
oscillations in the limit e — 0.

The criterion (9) indicates that, in order for a Stokes line to extend from a critical
point in the geometry into the fluid, the local in-fluid angle must exceed 2 /3. Thus,
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Fig.4 Numerical free-surface solutions for flow over a sharp bump (a) and smooth bump (b). Solutions are
computed using the boundary-integral numerical procedure discussed in [13]. Solutions, corresponding to
geometries in Sect. 3, are calculated for parameters € = 0.8, 0 = 3/8,a = 1, b = 3 using a finite difference
scheme. The (projected) Stokes lines, as calculated from the methodology presented in this work, are shown
dashed

for the case of the sharp bump, so long as ¢ > 1/3, no Stokes line is expected from
the points A and B. In such cases, the leading-order exponential-small free-surface
waves are wholly attributed to the sharp corner on the apex of the bump, C, where the
in-fluid angle is greater than 277 /3 [cf. Fig.4a].

However, in the case of the smooth bump shown in Fig. 4b, both local in-fluid angles
at A and B are 57r/8, and consequently, not expected to generate Stokes lines. Despite
there being no further obvious critical points in the geometry, exponentially small
waves are nonetheless present downstream. In this case, to what can we attribute the
Stokes switching, and is there some ‘location’ or a particular feature of the geometry
which induces the Stokes line? As we shall show later in this work, there does exist
a Stokes line for the smooth bump that, when projected into physical space, emerges
from the geometry and intersects the free surface (as shown in Fig.4). However, like
the thought experiment presented in the previous section, the origin of this Stokes line
is entirely unphysical.

3 Mathematical Formulation

For completeness, we summarise the essential mathematical formulation of steady,
irrotational, incompressible, free-surface gravity flow over a geometrical fluid bottom.
We shall consider the case of flow over a triangular bump (Fig. 1a), and a rounded
bump (Fig. 1b). After suitable nondimensionalisation, the governing equations are
formulated in terms of the velocity potential, ¢,

V2¢ =0 in the fluid, (10a)
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(a) z-plane (b) w-plane (¢) ¢-plane
v =0 y
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Fig.5 Flow over a bump represented in the physical z = (x 4+ iy)-plane (a), potential w = ¢ + iy-plane
(b), and the upper-half ¢-planes (¢). The physical region is mapped to potential plane through the a-priori
unknown map w’(z) = qeﬂe, and then to the upper half ¢-plane using the conformal map { = e~ "

with the kinematic and dynamic (Bernoulli) conditions on the free-surface, z =
n(x, y),

V¢-n=0 onz=n(x,y)and the fluid bottom (10b)
€
§(|V¢|2 ~D+z=0 onz=n,y), (10c)

where n is the unit outward-pointing normal to the surface. The nondimensional param-
eter, €, denotes the square of the Froude number, and measures the relative balance
between inertial and gravitational forces (which are assumed to act in the negative z
direction),

U2
e=r (11)

As such, the low-Froude limit corresponds to € — 0.

We introduce the physical variables in complex form, z = x + iy, and the complex
potential w = ¢ + i, where ¥ is the streamfunction. In this manner ¥ = 0 and
Y = —m define the free-surface and the fluid bottom respectively, while —7r < ¥ < 0
defines the fluid region. Complex velocity is given by

dw 0

— =u—iv=gqge 12
& u —iv = qge (12)

The governing equations for potential free-surface flow in a channel can be found in
[8]. Recall that solutions are specified in terms of the streamline speed, ¢, and angle,
6. In non-dimensional form, the governing equations, applied on the free surface, have
been given previously in (1).

The free-surface and channel bottom are horizontal axes in potential space, defined
by fixed values of the streamfunction, 1 = 0 and ¥ = — respectively. In addition,
the flow in the complex potential w-plane is transformed to the upper half-¢-plane
plane via the map ¢ = e~ where ¢ = & + iu. Under this transformation, the set of
equations (1) are applied on ¢y = 0 and —00 < ¢ < 0 or equivalently u = 0 and
0 < & < oo. A visualisation of the associated conformal maps is given in Fig. 5.



Pathologies in the Asymptotics of low-Froude Free-surface... 201

0 =0y
ﬁ‘) 0 =r0
I ! ® é‘
B C A
[ 0 =—mo

Fig.6 The fluid bottom streamline function 65 = Osparp Which specifies the geometry of the sharp bump.
The function contains discontinuities at £ = —b (point B), £ = —c (point C), and & = —a (point A)

3.1 The Shape Functions

We recall from the previous discussion that the shape function, gs, for a particular
geometry is defined via (1b). We now define the two geometries in Fig. 1 by specifi-
cation of the streamline angle and derive the respective shape functions.

3.1.1 Flow over a sharp bump

The geometry of the sharp bump is specified using two constant streamline angles
between the three critical points on the fluid bottom, { = & = {—b, —c, —a} where
0 < a < ¢ < b. These three points correspond to the respective points B, C, and
A shown in Fig. la. We note that we have the freedom to choose the origin of the
potential plane, and hence we select the point (¢, ¥) = (0, —) to correspond to the
first stagnation point, A. Consequently, a = 1 without loss of generality. If we define
the initial slope of the bump by the streamline angle o7, then then we may write the
streamline angle on the fluid bottom as

0 if & € (—oo0, —b) U (—a, 0),
0 =1no if & € [—b, —c], (13)
—mwo if€ € [—c, —b],

with 0 < @ < ¢ < b. The function is illustrated in Fig. 6.
Using this, we compute the shape function, gy, from (1b), which yields

E+a)E+D0T°
s = | ———| . 14
[ (€ +0)? ] (1
In this work, we also choose
c=dth (15)

2 ’
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Fig. 7 The fluid bottom streamline function, 8 = 65, which specifies the geometry of the smooth bump.
The function contains discontinuities at £ = —b (point B) and § = —a (point A)

in order to reduce the parameter space and provide a closer relationship to the smooth
bump presented next. As noted, a = 1 above by choice of scaling.

In this work, we shall focus on the case of o = 3/8. This is chosen as a convenient
value such that 1/3 < o < 1/2. The lower limit ensures that the bottom corners B
and A do not admit an internal fluid angle greater than 277 /3 and therefore do not
generate Stokes lines in the fluid, while the upper limit is a geometrical requirement
of the sharp bump.

Finally, note that from the (g, 8) boundary-integral formulation, we may recover
flows within physical (x, y)-space by integrating the complex velocity relationship
(12).

3.1.2 Flow over a smooth bump

The formulation for the geometry of the smooth bump is proposed in an analogous
manner, and the angles are illustrated in Fig.7.

In this case, we model the geometry with two points, § = {—b, —a} corresponding
to the physical stagnation points B and A shown in Fig. 1. We assume that the first
stagnation point at B is characterised by streamline angle & = o . In this case, the
functional form of 6 along the boundary is

0 if & € (—o0, =b) U (—a, 0),
0= 201 : (16)
onr —32.(§ +b) if§ € [-b, —al.
Using this, we compute the shape function, gy, yielding
PR
(E)=A , 17
qs(&) ( E+b 7)

where A = e2°, B = 20/(b — a), and ¢ = (a + b)/2 as in (15). As with the sharp
bump, we are free to scale the problem and select a = 1 without loss of generality.
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Note that specification in terms of potential functions means the geometry will not
be perfectly semi-circular. However ¢, characterises the qualitative features we are
interested in: namely a smooth bump separating-from and returning-to a flat bottom.
The initial streamline angle of separation at B is or. We choose the same value of
o = 3/8 as used in the sharp bump to allow for direct comparison between the two
problems.

4 The Development of a Simplified Model

In this work, we leverage a powerful simplification that was presented in [25], and that
has been used in a number of wave-structure interaction approaches with exponential
asymptotics, e.g. [12, 24].

The key idea is as follows. In order to study the behaviour of the asymptotic expan-
sions in the complex plane, the boundary-integral Eq. (1b) must first be written as

log (q) — 0 = log g5 — H[6], (18)

where H denotes the analytic continuation of the Hilbert transform, given by

~ 1 ST ¢4
A1) = /0 (E)Cds’. (19)

5 -

It can be verified that the above formulae reduces to (1b) for { = £ € R when the real
axis is approached from the upper half-plane.

During the exponential asymtotics approach by [8], it is explained that as n — oo,
determination of the late terms (6) does not actually require the complex Hilbert
transform, H (to the relevant orders) since it is exponentially subdominant, e.g. 7:[[9],z
is subdominant to 6, for n — oo. Consequently, the functional forms of the crucial
terms in the ansatz (6) and exponential remainders (7), namely x, Q, and ®, can be
derived independently of the Hilbert term. What this suggests is that it may be possible
to develop simpler models of the exponential asymptotics by ignoring the Hilbert term,
H, in (18) and using

log (q) — i ~ log g5, (20)

and then substituting the above into Bernoulli’s equation. This essentially results in
simpler complex-plane models that, in an asymptotically justifiable sense, approximate
the precise details of the e — 0 limit and provide accurate approximations to the full
water-wave equations at low Froude numbers.

Following [25], we review the derivation of these models.

In the ¢ — O limit, we expect the solution to split into a base series, representing
the wave-free solution, and a remainder term representing exponentially small gravity
waves. The base series is the standard asymptotic series truncated at order eV ~!, while
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the remainders are O(e™),
N-1 N-1
g = Z €'gu+q and 6= Z €6, +0. (1)
n=0 n=0
—— ———
qr Gr

We wish to obtain an integral representation of the remainder terms, g and 6. Sub-
stituting the truncated forms (21) into the governing Bernoulli equation (la) and
boundary-integral equation (18) produces

€ (qrzq; +2grq9,q + qrzé’) +sinf, +0cosb, = O (cjz, 9_2) , (22a)

logq, —logqs + - + H16,1+ A1 ~i (6, +0) =0 (3%).  (22b)

r

where primes (') correspond to derivatives in w. The two above equations are then
combined to give a single integro-differential equation:

L
€ <q; +2qqrq +q_)

r

in 6 6 j . o
= (i log 7 i 16, +irt(6,1+ iH[O]) —0. (23)
qr qr ‘]s ‘IV

We now expand in powers of € using g, = g5 + €q1 + €>q2 + --- and 6, =
0+ €6 + €26 + - - - . This yields an ODE for g with a forcing term dependent on 6:

[t oo mnin o).

s qS qs

(24)

In the above, the forcing term R is given by

~ = cos O,
R(w; H[O]) = —Evern + Eint , (25a)
r
sin O

Evern = €q; + —5—, (25b)

qr
Eint = log g, — 10, — (log go — H[6;]). (250

The above Eq. (24) is valid for a truncation of (21) with N > 2. For the case of N = 1
see (28) below.
The ODE (24) may be solved by means of an integrating factor to give

g(w) = Q(w)I (w)e X/, (26)
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where
rw d(p
x(w) =—i /wo q§(<p)’ (27a)
A P 1))
o) = gs(w)? eXp{ . /w q;‘(w)d(p}’ 270
I(w) = / " Rig: FUAD (L + o<e)) X @/egy, 27¢)
—0 0(p)

We remind the reader that g; = go. The starting point of integration in (27a), wy, is a
singular point of gg, while in (27b) w, is an arbitrary starting point of integration. We
note that a different value of w, changes the value of A. It is often convenient to take
w, = wo, but the integral is not always defined at this point. We note that (26) is not a
closed form solution since Q and / depend on the Hilbert transform of the unknown
6 (the former due to the presence of ¢1). Despite this, the integrals (27) show that a
crucial part of the solution, namely the singulant function, x, can be resolved without
dependence on the Hilbert transform. Indeed this singulant function is the same as
derived by [8].

4.1 Choosing the Truncation Point N

At this point, the ODE (24) and integral forms (26) are exact. However, as noted, they
are implicit due to the unknown R in (25). Now, different truncation choices for N in
(21) produce different models. Once N is chosen, and the reduced R calculated, then
the exponential asymptotic analysis can be done via a steepest descent calculation of
(26).

Suppose the leading-order exponentially-small waves are given by gexp ~
AF (w)e™*/€ (plus its complex conjugate). In [25], it is explained that truncation
at N = 1 reproduces the singulant behaviour correctly, i.e. e"*/¢, whereas truncat-
ing at N = 2 reproduces in addition the functional prefactor, 7. Computation of A
requires optimal truncation and hence an argument with N — oo as € — 0.

We are focused on explaining the dominant wave phenomena in the case of the
sharp bump or smoothed bump cases in Fig. 1. Although different truncation models
will change the functional prefactor of the exponential switching, but much of the
analytical ‘spirit’—notably the singulant analysis and Stokes lines—is preserved with
the simplest case of N = 1. This will be our focus for the remainder of the paper.

The case of truncation N = 1 is most easily derived by setting the € terms on the
left hand-side of (24) to zero, and noting that Eyern = eq(’) and & = 0. Then, written
in either w or { = e~ ", we have

— i ’ dq i — dCIO
€eq +|——= |9~ —€q or e—+|—|qg~—€—, (28)
[ QS} ‘ d¢ ch} d¢

where gg = g5 is defined by the fluid geometry in question. For the two bump geome-
tries studied in this work, the respective shape functions g will be (14) and (17). By
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the same fashion as leading to (26), we may now write down the explicit solution. It
is simplest to do so for integration in the ¢-plane:

3 o
7(0) ~ — US ‘Z_‘? ex(()/édg] e x(©)/e 29)

where, from (27a),

¢ i -
x(§)=/ ———dZ. (30)
e £q; )
In regards to the above integral, we keep the following considerations in mind.

1. In both integrals (29) and (30), the dummy variables correspond to integration in
the ¢-plane. The initial point of integration in y will generally be a critical point
in the geometry (at least in the case of the sharp bump, where it is known) (for
example the apex, C, of the sharp bump).

2. The initial point, S, of the integral solution (29) can be chosen to be some large
positive non-degenerate point on the free surface ({ > 0). Later in the analysis,
we impose the uniform flow condition in the upstream far-field by taking S — oo.

3. Note that on the free surface, the fluid speed g is purely real. This implies that
N x = const. on the free surface. Consequently integration from the singularity
to any point on the free surface should predict the amplitude dependence of the
waves on €. This will provide a verification of x later.

4. In the situation of flow over the smooth bump, the absence of an obvious Stokes-
line generating point in the geometry makes the choice of ¢* more difficult. As
shall be discussed further in Sect. 3.1.2, the start point should be chosen as an
essential singularity at infinity since it will turn out that this is where the Stokes
line originates from.

We now outline the process of asymptotically approximating the integral solution (29)
using the method of steepest descents.

5 Steepest Descent Analysis of the N = 1 Truncation Model

In the following sections, we study the asymptotics of (29) in the limit € — 0, where
qo takes the case of the sharp bump (14) or smooth bump (17). Recalling that ¢ serves
as the upper limit of integration in (29). We demonstrate that, as € — 0, there are
certain critical values of ¢ across which the dominant contributions to the solution
qualitatively change.

In the first instance, which we refer to as Case I, we demonstrate that when ¢
is chosen sufficiently far upstream in the flow (as illustrated in Fig. 8), the integral
has dominant contributions from the endpoints of the integration. This produces the
base wave-free solution (i.e. the integral approximation process recovers the standard
asymptotic approximation).
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(a) z-plane (b) ¢-plane

S E

Fig. 8 Illustration of Case I scenario, where the endpoint, E of integration is upstream of the dashed line,
as shown in the physical plane (left) or ¢-plane (right). The integration (thick solid) from S to E results in
a non-oscillatory solution. The dashed line is a (projection of the) Stokes line
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Fig. 9 Illustration of Case II scenario, where the endpoint, E of integration is downstream of the dashed
line, as shown in the physical plane (left) or £ -plane (right). The integration (thick solid) from S to E results
in an oscillatory solution. The dashed line is a (projection of the) Stokes line

In contrast, in the second instance which we refer to as Case II, if ¢ is chosen
sufficiently downstream in the flow (as illustrated in Fig. 9), then the integral (29) has
additional contributions from critical other points in { € C. These contributions are
associated with singularities in the leading-order speed, gg, and correspond to picking
up exponentially small waves in the solution (29). The dividing curve (dashed) in
Figs. 8 and 9 corresponds to a projection of the Stokes line into physical space.

The following two sections address the problems of flow over the sharp bump (§6)
and flow over the smooth bump (§7). Each section is structured as follows.

1. An overview of the Riemann structure of the singulant y in the ¢-plane.

2. A steepest descent analysis of the Case I scanario: where the end point of integra-
tion lies at a downstream point of the flow. In this case we will demonstrate that
the asymptotic approximation to the solution (29) is of the form

g ~ base solution.

3. A steepest descent analysis of the Case II scanario: where the end point of inte-
gration lies at an upstream point of the flow. In this case we will demonstrate that
the asymptotic approximation to the solution (29) is of the form

g ~ base solution + exponentially small ripples.
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Fig. 10 A contour plot of Iy in the case of the sharp bump with & = 3/8. The bump corners (A, B, C) are
locatedat ¢ = —1, —2, —3/2. Here yx is given by (30). The free-surface and fluid bottom lie on the positive-
and negative-real-axes respectively, while upper-half-plane is associated with the inner-fluid region. Three
homoclinics (dashed) emanate from the critical point C, corresponding to the apex of the bump. The central
homoclinic intersects the free surface and plays a crucial role in Stokes switching. As we demonstrate later,
this is the Stokes line associated with the switching-on of downstream ripples. A selection of constant-phase
paths, S = const. is indicated by thin contours—these represent steepest descent/ascent paths

Finally, we verify the asymptotic predictions obtained through the steepest descent
analysis by using numerical results for the full boundary-integral system (1).

6 Steepest Descents for the Sharp Bump

We study (29) with go from
C+DE+h7°
q0(¢) —[ o ] : 31)
We will focus on the case in which b = 2, ¢ = (1 + b)/2, and 0 = 3/8. A sample
of the level sets of Iy is shown in Fig. 10. Contours generally form closed loops
with the Riemann structure induced by the critical points at B, C, A, and the origin.
Points A and B correspond to the bottom corners of the sharp bump, while the point C
corresponds to the bump apex. The logarithmic singularity at the origin is an artifact
of the mapping { = e~ from the potential plane to the ¢-plane and is of little
consequence in the following analysis. We now examine the critical points B, C, and
A, which play an important role in the steepest descents analysis.
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On the singularities. In Fig. 10 we choose branch cuts from the point A leftwards
and from the point B rightwards, and choose the logarithmic branch cut from the origin
to extend diagonally into the fourth quadrant. Let us introduce the index notation to
denote the individual Riemann sheets, X, i, ks,ks)- According to this notation the
primary sheet x(0,0,0,0) is taken as that which contains the physical fluid, and the
indexing numbers k; € Z indicate the number of anticlockwise rotations around the
branch points { = Z; = {—b, —c, —a, 0} needed to access the particular sheet from
X(0,0,0,0)- There are three homoclinics which emanate from { = —c and are indicated
with dashed lines in Fig. 11. These partition the plane into four regions. The local
angle of emergence of these contours can be determined by setting Z = ¢ + ¢ in (31)
and studying Z — 0. From (30), x behaves like

! 30 —30 7 (60+1)
~———(a— b — Z as Z — 0. 32
X (6G+1)C(a c) 7 (b—c) (32)
Setting Z = pel® and imposing Iy = 0, we require sin (=370 + (60 + 1)a) = 0,
where we have set Arg(a — ¢) = 7 according to the choice of vertical branch cuts.
This allows us to find the local angles of emergence,

_ (n+30)m

, =0,1,...,5. 33
60 +1 . (33)

We note the additional criterion for a Stokes line requiring iy > 0, which corresponds
to odd values of n.

On the constant-phase contours. In Fig. 10, the level sets of Iy are classified by
their position relative to the three homoclinics from point C. First, within the interiors
of the rightmost and leftmost homoclinics (emanating from C at local angles 37 /13
and 11 /13 respectively), constant-phase contours are closed loops around A and B
respectively. Additionally, there are constant-phase contours located in between the
leftmost and central homoclinic, and these form closed paths around the pole at the
origin.

Outside the homoclinics, constant-phase paths form closed contours which encirl-
cle all four critical points. We note that the points A and B, which correspond to
stagnation points, are not saddle-points of the integrand since x’ is nonzero here. We
now examine two distinct cases in which the integration end point is upstream (Case I)
and downstream (Case II) of the central homoclinic from C. We demonstrate that the
inclusion of oscillatory terms in the asymptotic approximation to the solution depends
on the proximity of the end point of integration to this curve. From this we may infer
that the central homoclinic is a Stokes line which induces oscillatory behaviour in the
solution. Moreover, we can verify this by checking that Iy = 0, Rx > 0 here.

(Case 1) Only Endpoint Contributions

We first consider the case where the start and end points, {=Sandl =¢ = E,
are chosen sufficiently far upstream so as to lie outside the homoclinics of C. This is
illustrated in Fig. 11a. The contour begins from S, encircling all four branch points
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Steepest descent
paths follow closed
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to emanate from a
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Fig. 11 Illustration of steepest descent paths of (29) the case of the sharp bump. The integral is initially
defined from S to E, and then is deformed along paths of steepest descent (solid black curves) in the
direction indicated by arrows. Open circles denote critical points, while wavy lines indicate branch cuts.
The integration path continues to deform onto further Riemann sheets upon encircling critical points—this
is indicated with a double bar. The Stokes line (dashed) emanates the critical point { = —c and connects
with the free surface. When the endpoint E is upstream of the Stokes line (a) the process results in only
contributions from the integration endpoints. In contrast, when the endpoint E is upstream of the Stokes
line (b, ¢) the steepest descent paths loop around the critical point C, causing an oscillatory contribution to
the asymptotic approximation of the integral solution
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in closed loops, with each full rotation accessing a new Riemann sheet with ever
decreasing values of i x . Once in the valley where i x — —o0, the contour re-ascends
in a clockwise manner following the constant-phase contour of E. By the theory
of steepest descents, the contributions from points S and E exponentially dominate
those from elsewhere on the path. We note also that since the connection between
the two paths is made in a valley where 3%ty — —oo, any error introduced from the
jump between constant-phase contours is exponentially subdominant to (34). Thus to
leading order, we may loosely write

I(p) ~ Iendpt.a 34

where the right hand side may be evaluated using integration by parts.

c_/ci 0O\ pdvegz, 35
s Js a \x'@

where the dashes indicate differentiation with respect to ¢. Care should be taken not
to confuse this with the earlier notation in which it denotes differentiation with respect
to w. It is now straightforward to take the start point of integration to be upstream
infinity, § — oco. We impose the radiation condition of uniform uniform upstream
flow and consequently the contribution from S vanishes since ¢’(S) — 0. Thus we
may determine that the dominant contribution to the integral solution (29) is from an
expansion about the point E:

/C q(’)(f)eX(E)/de = qu_@ex(f)/e
s x'(©)

d
3@ ~ —iecqémdi; +O@), (36)

where we have used (31) to eliminate the x’ term. Thus we conclude that for points
sufficiently far upstream of the step, there are no free-surface waves present. The
above is observed as the O(¢) term of a typical asymptotic expansion applied to the
differential Eq. (28).

6.1 (Case ll) Endpoint and Exponentially-Small Contributions

We now demonstrate that the homoclinic from C which encloses the origin is a Stokes
line. Let us choose start and end points, ¢ =Sand¢ = ¢ = E,whichare upstream and
downstream of this line respectively. Moreover, we introduce two intermediate points
M and M5 which are infinitesimally upstream and downstream of the homoclinic
respectively. The four points may be seen in Fig. 11b. Following [24], we split the
integration using the intermediate points, and write the procedure in shorthand as

follows:
E M) E
I(E):/ :/ +/ . 37
S S M>
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For brevity and clarity, we will continue to use the above shorthand, often omitting
the integrand quantities.

For the first integration above, both endpoints S and M are upstream of the homo-
clinic and therefore the integral is evaluated as in Case I above. For the second integral,
the steepest descent contour from M, repeatedly encircles the origin in an anticlock-
wise manner before making a jump on sheet x(0,0,0,00) and re-ascending in a clockwise
manner along the constant-phase contour of E. Finally, the sections of the adjacent
constant-phase paths of M} and M, which lie on the primary Riemann sheet x0,0,0,0
sum to zero, and we take S — oo leaving us with

I(E) = endpt. + Iexp = IendpL +7< . (38)
C

The steepest descent paths are seen in Fig. 11b, c. We note that the second term, lexp,
which is symbolically referenced by ffb represents integration in the ¢-plane around
point C, and between the local angles of emergence of the left and right homoclinics,
v =T7m/13 and v = 157 /13 respectively. It is this contribution which will result in
exponentially small waves in the solution (29). Specifically, the integral is given by

d 2~
Iexp = f S0 x /e gz (39)
c d¢
We note that indeed { = —c corresponds to a saddle point of the integral, with

x'(—c) = 0. Using (31) we have that as { — —c, go and x behave like
g~ A+ and  x ~ MG+, (40)

where A = (@ — ¢)(b — ¢) and Ay = —ic 60 + 1)_1A1_3. To simplify the
exponential, we make the transformation

~ %(4 + o)t (41)

Recall that in the ¢ plane, the integral ¢f\c, corresponds to local integration around
the point { = —c in the shape of an arc. Under the transformation u = x /e, the
steepest-descent integration in the u-plane then corresponds to a local Hankel contour
around u = 0, denoted Hy [25]. This contour originates from —oo — 0i, encircles the

origin, and tends to u = —oo + 0i. The integral (39) therefore becomes
I 2 8 B — 8o+l
Iexp ~ 20 ATAS e oot / u~ 6o+l e du. (42)
Hyp

To evaluate the integral term, we use the definition of the Gamma function [2]. Combin-
ing the final result with the base asymptotic expansion from the endpoint contributions,
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we thus have
d o
7~ [—iecqé(odi; + 0@} + Al e/ 43)

where the constant A is given by

8o+1
47'[i<7cA%A26"+l
A= TR (44)

80+1
r(i4)

The specific value of the constants that appear in the above value of A are notimportant
for our purposes.

The important takeaway is that the endpoint E crossing the dashed homoclinic
results in a switching-on of an exponentially small oscillatory term. Therefore we may
conclude that for points sufficiently far downstream from the sharp bump, the free-
surface waves arise from a switching-on of the dominant contribution about { = —c
corresponding to the sharp corner at the apex of the bump. Indeed the problem exhibits
the Stokes phenomenon across the central homoclinic in fig. 10; this is the Stokes line
(or a projection thereof).

6.2 Comparisons with Numerical Simulations

In this section, we verify the asymptotic predictions above using numerical results of
the full boundary-integral governing equations (1). The boundary-integral equations
are computed using the numerical scheme described in Chap. 6 of Vanden-Broeck [30].
More details of the numerical algorithm are found in Chap. 3 of Johnson-Llambias
[13].

The asymptotic approximation (43) implies that the surface waves have a far-field
amplitude of

~ | Ae! 6 e ()€ =|A|617§Z—ﬂe—mx(§)/€_ (45)

Since the N = 1 truncation model is not expected to accurately predict the prefactor,
we are not concerned with verifying the prefactor value. The singulant, x, is calculated
from (30) with {* = —c. Since the leading-order velocity g is purely real on the free
surface, then My is constant on the free surface and it is sufficient to calculate the
integral to any convenient point on the free surface. For example, foro = 3/8,a =1,
and b = 2, a standard numerical quadrature using e.g. the software Mathematica gives
Ry ~ 2.7250 on the free surface.

In Fig. 12, we compare the magnitude of the waves predicted by the theory of
exponential asymptotics, (45), with the amplitude of the numerical solution to the full
boundary-integral problem (1). The agreement of the exponential trend (gradient) on
the semilog plot is excellent, and improves as € — 0.
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Fig. 12 Comparison between numerical wave amplitudes (circles) calculated for the full water-wave equa-
tions and the analytical gradient predictions from (45) for the sharp bump. The sharp bump geometry is
prescribed by (31) witha = 1, b = 2, and ¢ = 3/8. Numerical wave amplitudes are calculated by a
boundary-integral finite difference scheme with N = 1000 mesh points distributed over —30 < ¢ < 30.
The gradient value of —9ix ~ —2.725 is computed via integration of (30)

7 Steepest Descents for the Smooth Bump

We now study the integral (29) for the case of the smooth bump (17), repeated here,

B(¢+c)
K__H> ; (46)

q0(5) = A ( C+b
where A = ¢%° and B = (sz"l). We will focus on the case in which b = 2 and
o = 3/8. We note that o > 1/3 is such that the bump endpoints do not generate and
Stokes lines into the fluid and therefore any present waves are associated solely with
the smooth bump.

A selection of level sets of 3 x is shown in Fig. 13. These contours form closed loops,
according to a Riemann structure topography which is induced by the three critical
points at B, A, and the origin. Points A and B correspond to the bottom corners of
the smooth bump, while the logarithmic singularity at the origin is an artefact of the
mapping { = e~ from the potential plane to the ¢ -plane. The logarithmic singularity
is of little consequence in the following analysis. In contrast to the sharp bump structure
seen in Fig. 10, there is no critical point between B and A. However, there appears to
be singular behaviour as ¢ — —oo with —b < J¢ < —1.
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2

Fig. 13 A contour plot of Jx in the case of the smooth bump problem. The bump has corners located at
A =1, B = 2 and emerges at an angle ©» = 37/8 to the horizontal (see Fig. 1). Here x and is obtained
according to (48). The free surface and fluid bottom are represented by the positive- and negative-real
axes respectively, while upper-half-plane is associated with the inner-fluid region. In contrast to the three
homoclinics in Fig. 10, there is a curve (dashed) which appears to emanate from ¢ = —b — ico, travel
through the fluid region, and intersect the free surface. As we demonstrate later, this is the Stokes line
associated the switching-on of downstream ripples. A selection of constant-phase paths, Iy = const. is
indicated by grey homoclinics. As we demonstrate later, steepest descent paths lie along these curves

We follow the approach of the previous section and consider two distinct cases in
which the endpoint of the integral (29) lies upstream (Case I') and downstream (Case
II) of the dashed line in Fig. 13. We will demonstrate that in an analogous manner to
the problem of the sharp bump, a transition from Case I to Case II causes a switching
on of an exponentially-small oscillatory term in the asymptotic approximation to the
integral. Curiously, in contrast to the sharp bump, the critical line (the projected Stokes
line) does not seem to emanate from any critical point in the physical geometry; rather
it is generated by an essential singularity lying at infinity.

On the singularities. First, we take note of the critical points of the singulant, x. As
with the sharp bump, there are branch points at A and B corresponding to the bottom
corners of the bump. We choose branch cuts vertically downwards from these points,
and choose the logarithmic branch cut from the origin to extend diagonally into the
fourth quadrant. In contrast to the sharp bump there is no singular point associated
with a bump apex. We reuse the index notation of the previous section to denote the
individual Riemann sheets, X, k,.k;), With the primary sheet x(,0,0) taken as that
which contains the physical fluid, and where the indexing numbers k; € Z indicate the
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number of anticlockwise rotations around the branch points { = {—b, —a, 0} needed
to access the sheet from x(o,0,0). The primary Riemann sheet is shown in Fig. 10.

There is unbounded behaviour exhibited at infinity which is seen if we take J¢ —
—o0 in a certain manner. To see this, set ¢ = ¢ + i, where —b < ¢, < —1, and
specify the choice of branch by setting Arg(¢ + 1) ~ 37 /2 and Arg(¢ +b) ~ —m/2,
valid in this limit. This is equivalent to starting in the upper-half-plane of the primary
sheet between A and B and travelling vertically downwards to { = . — ioo. The
behaviour of g; = g is then given by

qo ~ Ae*ZUBQeoniB({r‘FC) exp I:B(é. +0) IOg

¢+1
—1|. 47
§+bH @

Consequently we see that |gg| — o0 as {, — —oo. Moreover, there is a series of
peaks and troughs depending on the oscillatory factor, i.e. the value of ¢,. If we let
k = 27 B then we may write gg ~ Ae'*¢ as { — —c — ioo confirming the oscillatory
behaviour.

Figure 13 illustrates that in this far-field limit, the constant-phase paths are roughly
vertical. We can infer the presence of a partitioning line which joins the fluid bottom
with the free surface, indicated by a dashed line in Fig. 13. This is reminiscent of the
Stokes line in the previous problem (cf. the central homoclinic in Fig. 10). However this
curve is not a homoclinic, and appears to extend vertically downwards from { = —c,
presumably to the singularity at { = —c¢ — ioo, which we denote as C. Thus in this
case, we should define the point of origin, ¢* in (30) as Coo & —c — 100, i.e.

¢ i B
©) = f LI (48)
X Coo $G3(0)

Numerical quadrature of the above integral, for various specific cases of gg, will be
used in Sect. 7.1 for the comparisons to the full water-wave problem.

In the same manner of the analysis in Sect. 6, we now examine the two distinct
cases Case I and Case I1.

(Case 1) Only Endpoint Contributions

When the endpoints, g: = S and ;: = E, both lie upstream of the dashed line, the
asymptotic evaluation of (29) is effectively the same as for Case I for the sharp bump
(cf- Sect. 6). The starting point of integration is taken to be upstream infinity, S — oo
whereby the contribution from S vanishes due to required uniform flow upstream.
Then, the asymptotic expansion about the E produces (36) and this re-derives the
standard asymptotic expansion of (28). The free-surface is effectively wave-free on
this portion of the free surface.
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Fig. 14 Illustration of the steepest descent deformation for the integral (29) for flow over a smooth bump, as
shown in the (M¢, J¢)-plane. The initial path of integration runs from S to E (black circles); the deformed
integrals along steepest descent/ascent paths are shown with the black arrows. Open circles denote critical
points, while wavy lines indicate branch cuts. The Stokes line (dashed) appears to emanate from a point
¢ = —c—ioo. When the endpoint E is upstream of the Stokes line (a) the process results in only contributions
from the integration endpoints. However, when the endpoint E lies upstream of the Stokes line (b, ¢) the
steepest descent paths interact with the essential singularity at infinity, causing an oscillatory contribution

appear
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(Case Il) Endpoint and Exponentially-Small Contributions

We now demonstrate that the dashed line in Fig. 13 connecting { = Cq, to the free
surface is a Stokes line for this flow. We choose the endpoints of integration, ¢ = S and
¢ = ¢ = E, on the free surface, upstream and downstream respectively of this line.
We split the integration using two intermediate points, M and M;, which are on the

free surface infinitesimally upstream and downstream of the dashed line respectively.

Then schematically:
E M E
I(E):/ =/ ~|—/ . (49)
S S M»>

The first integral from S to M may be evaluated as in Case I since both endpoints
are upstream of the dashed line. The path of steepest descent for the second integral,
from M> to E, is illustrated in Fig. 14b and behaves as follows. We start from M5 and
follow the steepest descent contour, i.e. the level set Ix (¢) = Jx(M2). This runs
alongside the dashed line (Stokes line), descending to C, before re-ascending and
winding clockwise around { = —a. From here, it repeatedly encircles the origin in
an anticlockwise manner, descending into a valley of %1y before making the jump to
the level set I (¢) = I (E). This connection is made on sheet x(0,0,o0). Finally, the
path unwinds around the origin in a clockwise direction and joins with the endpoint
E.

Analogously to the technique used in the sharp bump analysis, the section of the
paths from M; and M> which lie on the primary sheet sum to zero. This produces the
final contour sketched in Fig. 14c, and admits contributions written in the schematic
form

I(E) ~ Lenape, + Texp = / + f , (50)
E IS

where the final term denotes a contribution associated the singularity at infinity, Coo,
and again we have taken S — oo to apply the upstream radiation condition. We
briefly outline the difficulties in explicitly evaluating the second integral contribution
near Cuo.

Firstly, the integral may be written

dqo (y/e o>
1 :[ — ex©/eqz, (51)
exp o d{'

and consists of consideration of a steepest descent path from C. In the typical flow
configurations (such as in the sharp bump) the leading-order speed, go, observes a
power-law scaling near the critical point [c¢f. equation (40)]. However, in this problem
we are dealing with an essential singularity with exponential blow-up, go ~ Ae'*¢ as
¢ — —c +ico, where k = 2o /(b — a) is a positive real number. This implies that
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the singulant, y, scales as

. je—3ike
x ~ Ei(=3ik¢) ~ i as ¢ —> —c+ioo, (52)

where Ei denotes the exponential integral.

In a more regular problem such as the sharp bump, the integration path in (51) is
typically re-posed, via a re-scaling, to a Hankel contour by means of a transformation
such as u ~ x(¢) /€ near the critical point. In this problem we may therefore expect
to be able to use the transformation u = ie 3¢ /(k¢). However, the inability to
analytically invert the relationship causes difficulty with performing the necessary
local analysis of the integral. The authors were unable to develop a simpler expression
for the local steepest descent contribution of (51). Notwithstanding the inability to
approximate the integral contribution explicitly, there is strong numerical evidence
that the contribution does produce the required exponentially-small oscillations as
€ — 0; this is presented in the next section.

7.1 Comparisons with Numerical Simulations

We conjecture that as € — 0, downstream waves produced by flow over the smooth
bump have magnitudes that scale with Ae~""X/¢_ This is then predicted by the scaling
on the local integral contribution of (51) due to the essential singularity, Coo.

Like in the previous Sect. 6.2, we calculate the solution of the full boundary integral
equations (1) using a standard finite-difference scheme (cf. additional details in [13]),
now with the shape function specified by (17). In Fig. 15, we present numerical ampli-
tude values for those downstream waves corresponding to geometrical parameters set
to values of a = 1, b = 2, 0 = 3/8. Based on the image and fit to the asymptoti-
cally predicted gradient of e ~"'00/€  the evidence seems to confirm the exponential
smallness of the free-surface waves for the smooth bump problem.

A similar plot is given in Fig. 16 for the case of a = 1, b = 3, and 0 = 1/2,
which was studied by the numerical work of [21]. In this case, the computed value
of My = 2.65, calculated by integrating (48) matches well with the fitted value of
~ 2.63 seen in Fig. 11 of that work. We can verify similar agreement between their
fitted values and our value calculated via (48); for instance changing to b = 10.5, their
fitted value is &~ 2.46 as compared to the numerical quadrature yielding i x ~ 2.48.

8 Discussion

Our original motivation was to examine the apparently simple scenario of flow over a
smooth bump, as visualised in Fig. Ib. The criterion by [8] indicates that when a corner
point within a potential flow presents an in-fluid angle greater than 277/3, a Stokes
line emerges. Across such a Stokes lines, an exponentially-small wave contribution is
switched on. The case of the smooth bump does not invalidate their original statement
[as quoted below (5)]—however, it should be emphasised that there exists other classes
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Fig. 15 Comparison between numerical wave amplitudes and analytical gradient predictions for the smooth
bump with a = 1, b = 2, and o = 3/8. The numerical solutions correspond to the full boundary-integral
equations, computed using a finite-difference mesh of N = 700 points distributed over —25 < ¢ < 30.
The gradient value of —Ny ~ —2.8384 is calculated from numerical quadrature of (30) with initial point
of integration Coo

of relevant flows where waves are not attributed to the standard singularities of potential
flow (algebraic branch points or logarithms). Moreover, such geometries may even be
considered to be well-behaved: the smooth bump presented in this work is one such
example.

By using a model that reduces the full boundary-integral framework into an integral
form [25], we have been able to demonstrate that the flow past the particular smooth
bump does indeed have a Stokes line that intersects the free surface. However, unlike
previously studied cases of exponential asymptotics in free-surface flows [e.g. [7, 8,
17, 27, 28]] the Stokes line is unusually attributed to the presence of an essential
singularity in the analytic continuation of the free surface (rather than an obvious
geometrical feature of the bottom topography).

There are a number of open challenges this study motivates. First, despite the
authors’ best attempts, we were unable to develop the exponential asymptotics of the
smooth bump problem to greater detail: for instance, we were unable to derive the
full analytical form of exponential switching, including the details of the prefactor
[as in (7)]. Numerical evidence suggests that the wave-amplitude is exponentially
small (to leading-order); however, it is possible that e.g. logarithmic factors of log e,
render comparisons to numerical results at standard levels of precision challenging
and misleading [cf. the example in sec. 6.3 of [32]].
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Fig. 16 Comparison between numerical wave amplitudes and analytical gradient predictions for the smooth
bump witha = 1,b = 3, and o = 1/2. The circles denote numerical solutions to the full boundary-integral
equations using a mesh of N = 700 points distributed over —25 < ¢ < 30. The gradient appproximation
of —Mx ~ —2.653 is calculated from numerical quadrature of (30) with initial point of integration Cno.
These results compare favourably with the corresponding amplitude curve (shown dashed) extracted from
Fig. 10 of [21]

—

The analysis near the essential singularity seems highly challenging, even for the
case of the simplified truncation model presented in Sect. 4. It might be the case that
other water-wave formulations, such as those that work directly with physical coor-
dinates rather than potential-plane variables [1] present alternative or advantageous
formulations for studying flows past smooth geometries. However, this does not alle-
viate all of the issues highlighted in this work, which is that intrinsically, exponential
asymptotics relies upon the study of singularities in the analytic continuation of the
solutions—however, analytic continuation is ill-posed and it is possible to achieve
quite ‘wild’ singularity behaviours with minor modifications of the associated flow
geometry.

A natural question is whether the “unusual” Stokes line we have discovered in our
bump problem, and the pathological behaviour in the far field, is typical of smooth
geometries or simply aresult of our particular geometry specification. In a more general
version of the problem, the specified 6 for the channel bottom might be such that the
corresponding shape function from (1b) is not known analytically, and thus requires
numerical calculation. It is interesting to consider whether an exponential asymptotics
framework can be designed for such generality.
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There seems to be a deep connection between this problem, and the exponential
asymptotics problem studied by [3]. In their work, the authors study the steady forced
Korteweg-de Vries equation,

d?u
uzﬁ—i-u—euz = f(x), (53)

on an infinite domain with u — 0 asx — ooand f — 0 as x — Zoo. In the
limit u, e — 0, the solutions exhibit exponentially-small oscillations. The authors
present the cases of f(x) = sech(x), sech?(x), and e=*". The first two cases are
associated with typical singularities (poles) in the analytic continuation of the sech(x)

and sech?(x) functions. However, they note that the case of the entire Gaussian function

e " is extremely challenging. Like our problem, there is an essential singularity as

|x| — oo. Their approach to the exponential asymptotics leverages a spectral scheme
applied to the Fourier transform of (53); with great difficulty, the authors were able
to derive the exponentially-small contributions to u in this special case. Our problem,
however, either for the full boundary-integral equation (1) or the simplified formulation
(24), is not so easily studied via Fourier methods.

This question of the development of beyond-all-orders techniques for problems
with more general singularity structures remains important. We are encouraged, in
particular, by new results that have applied the above spectral approaches to more
challenging settings [14], including the companion paper published in this same Spe-
cial Issue [15]. The inclusion of additional physical effects such as capillarity [18, 22]
and vorticity [23] also presents many intriguing cases for study.
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