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Abstract
Finding an object amongst a cluttered visual scene is an everyday task for humans but presents a fundamental challenge
to computational models performing this feat. Previous attempts to model efficient visual search have focused on locating
targets as swiftly as possible, but so far have not considered balancing the costs of lengthy searches against the costs of making
errors. Here, we propose a neuro-inspired model of visual search that offers an attention-based control mechanism for this
speed-accuracy trade-off. The model combines a goal-based fixation policy, which captures human-like behaviour on a simple
visual search task, with a deep neural network that carries out the target detection step. The neural network is patched with a
target-based feature attention model previously applied to standalone classification tasks. In contrast to image classification,
visual search introduces a time component, which places an additional demand on the model to minimise the time cost of
the search whilst also maintaining acceptable accuracy. The proposed model balances these two costs by modulating the
attentional strength given to characteristic features of the target class, thereby minimising an associated cost function. The
model offers a method for optimising the costs of visual search and demonstrates the value of a decision theoretic approach
to modelling more complex visual tasks involving attention.

Keywords Visual search · Feature attention · Speed-accuracy trade-off · CNN

Introduction

The goal in visual search is to locate a target in a distracting
visual scene. Traditionally, visual search in humans has been
studied using simple stimuli, such as a display of a target
object amongst distractors. However, recent developments
in image processing tools, specifically convolutional neural
networks (CNNs), have enabledvisual searchmodels that can
handle natural images. Traditional computer vision methods
for visual search, such as instance segmentation and object
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detection, require meticulously labelled training data sets to
localise objects in images (Hariharan et al., 2014; Dai et al.,
2016; Zou et al., 2023). These systems use whole images or
sliding windows to scan the image. However, humans use
small, rapid eye movements called saccades to foveate on
areas of interest because the fovea, a small area of the eye,
has the highest visual resolution on the retina. The peripheral
areas of the retina are much less effective as detectors, as
demonstrated by retinotopic maps of target discriminability
(Najemnik &Geisler, 2009). Therefore, effectively selecting
regions of the image to fixate on is important for efficient
visual search.

Efficient visual search is a hard problem because it
requires economical use of computational and temporal
resources; i.e., where to deploy the increased discriminability
of the fovea (considered as the fixation policy) and how long
to search for before being confident that the target has been
found (considered as target detection). In realistic environ-
ments where mistakes could prove costly and time may be
priced according to opportunity cost or metabolic expendi-
ture, efficient visual search behaviour should minimise those
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costs (Verghese, 2001). How, then, should an agent optimally
balance search time and accuracy?

In this paper, we propose amodel of adaptive visual search
that uses a model of feature attention, conceived in Lindsay
and Miller (2018), that has previously only been applied to
pre-trained target detectors on standalone classification tasks.
Feature attention has similarly been applied, in a decision
theoretic context, to simple image classification tasks (Lind-
say, 2020a; Luo et al., 2021). Here, we build task complexity
from these previous works by applying feature attention to
the problem of visual search. We propose a neuro-inspired
fixation policy that compares Convolutional Neural Network
(CNN)-derived feature maps from the target and the search
image in order to determine the visual search path. Themodel
performance is shown to match human data from a sim-
ilar task (Zhang et al., 2018). This fixation policy uses a
novel application of the Structural Similarity Index Mea-
sure (SSIM), a perceptual metric, to select portions of the
search image for classification by a CNN-based model for
target detection. The target detector is based on a current
model of human attention mechanisms during visual search
by implementing a top-down feature attention mechanism
in a CNN that controls the relative occurrence of true and
false positives. We then demonstrate how the fixation policy
and target detection step work together to provide a mecha-
nism for controlling the speed-accuracy trade-off in a visual
search task where the relevant control parameter is the atten-
tional strength given to characteristic features of the target
class.

Background and RelatedWork

Many models of visual search utilise the notion of a saliency
map (Koch & Ullman, 1987; Itti & Koch, 2001), although
other approaches have included stochastic accumulator mod-
els (Chen et al., 2011; Chen&Perona, 2017), optimal control
of foveated vision (Zelinsky et al., 2005; Zelinsky, 2008;
Akbas & Eckstein, 2017), and models of Bayesian ideal
observers or other information maximising policies (Vergh-
ese, 2001; Renninger et al., 2004; Najemnik&Geisler, 2005,
2009; Rashidi et al., 2020). A saliency map is a spatial rep-
resentation of how much regions of the visual scene “grab
our attention”. The values in the map determine the regions
of interest for further image processing and in which order
the model should “fixate” on the image (Itti & Koch, 2001;
Li, 2002). As originally proposed, saliency maps are gen-
erated by decomposing the visual scene to a set of feature
maps, and the spatial locations within each map compete to
be the most salient. The saliency over different feature maps
combine to give one “master” saliency map (Koch & Ull-

man, 1987). Later versions generated feature maps taking
inspiration from the architecture of the early primate visual
system (Itti et al., 1998; Miconi et al., 2016) but feature maps
for visual search can also be handcrafted based on known fea-
tures of the targets and distractors in a scene (Navalpakkam
& Itti, 2005). These methods for extracting image features
have since been supercededby convolutional neural networks
(CNNs), which can be trained to recognise simple features,
such as edges, as well as more abstracted features, in a hierar-
chical manner, at different scales and orientations (Lindsay,
2020b). This means they are able to capture not just local
features but the relationships between information in differ-
ent regions of the image. Whilst CNNs are inspired by the
visual system in the human brain, research suggests that rep-
resentations of saliency maps may also exist in the posterior
parietal cortex in primates. For instance, it has been hypothe-
sised that similar processes take place in stages in the human
visual system from primary visual cortex VI (Li, 2002) to
the lateral interparietal region (LIP) (Gottlieb et al., 1998;
Goldberg et al., 2006).

Originally, saliency maps were generated in a bottom-up
fashion only using information from the scene itself. In con-
trast, the ability to electively fixate on regions in a visual
scene according to a specific goal or target is known as top-
down attention. Top-down modulation can be integrated into
bottom-up saliency maps to give a priority map for fixation.
Top-down modulated saliency maps have an advantage over
vanilla, bottom-up saliency maps in that they can adapt to the
context of the search, enabling goal-based visual search. In
contrast bottom-up saliency maps, due to their construction,
are stable under different conditions and do not change based
on the search context. Top-down guidance can be provided
by features such as colour, orientation or shape (Wolfe &
Horowitz, 2017). It has been found that object-based atten-
tion activates feature-based attention for the features of that
object (Craven et al., 1999). Therefore, ideally a model of
feature-based attention in visual search should be cued by
the target class itself rather than the features of that class.
An influential model of feature attention, the feature simi-
larity gain model (FSGM) posits that a neuron’s activity is
multiplicatively scaled up (or down) according to how much
the neuron preferentially activates (or does not activate) in
response to the target stimulus (Treue & Martinez Trujillo,
1999). For example, if one was looking for a round, green
bowl, the FSGM says that a top-down, goal-driven attention
mechanism in the brain enhances activation of neurons in the
visual cortex that respondpreferentially to “circle” or “green”
features. Conversely, neurons that do not respond preferen-
tially to those features (such as those for “red” or “square”
features) would have their activities suppressed. Evidence
for such signals has been found in FEF during visual search
(Zhou & Desimone, 2011).
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More recently, many top-down attentionmodels for visual
tasks have used a similar idea, dynamically reweightingCNN
feature maps in a downstream-dependent manner. In these
top-down models, pre-trained CNNs were used in conjunc-
tion with feature biasing to successfully produce fixation
behaviour that mirrors human performance on visual search
on natural images (Miconi et al., 2016; Zhang et al., 2018;
Lindsay, 2020a, b). The degree of feature bias, or feature
attention strength, has been shown to control the classifi-
cation performance of a pre-trained CNN in simple target
detection paradigm (Lindsay & Miller, 2018) and over 1000
image classes (Luo et al., 2021).

Dynamic reweighting of CNN feature map schemes has
also been successfully used on combined language process-
ing and image recognition tasks to guide text generation
(Chen & Perona, 2017; de Vries et al., 2017)

Methods

The goal of the proposed model is to efficiently locate the
target class image within an array of sub-images that makes
up the search image. The model takes the search image and
target class as inputs and determines the location of the target
class object in the search image. The general architecture and
pipeline of the model are shown in Fig. 1.

In setting up the model, we aimed to stay consistent with
the feature attention model in Lindsay and Miller (2018),
which performed object classification on single images. The
natural extension to a visual search task is to consider an
array of images as a scene, with a search that iterates over
single images in the array until the target image class is
found. Whilst this extension is simpler than visual search
within natural scenes, where much research has focused, it is
a representative visual search task that enables investigation
of decision theoretic aspects, such as decision speed versus
accuracy.

The search images are generated from the CIFAR-10
imageset (MIT), which consists of 60,000 natural colour
images that are split, equally, into 10 classes (Krizhevsky,
2009). In our study, the natural CIFAR-10 images are

combined to create synthetic three-by-three search arrays.
The sub-images within the array are chosen so that no more
than one instance of the same class appears in each array,
meaning nine of the 10 classes are present in each array
but are otherwise randomly selected. An example synthetic
search image is shown in Fig. 1.

Themodel implements two attentionmechanisms: one for
classification and one for the fixation policy. In the follow-
ing two subsections, we detail the two attention mechanism
implementations starting with details of the goal-based fixa-
tion policy of the model.

Goal-Based Fixation Priority Map of Search Image

To determine the fixation order for the target detector, a fix-
ation priority map of the search image is generated, which
depends on the target class. To calculate this map, the model
generates feature maps derived from the relevant search and
target class images using a CNN that has been pre-trained
on the CIFAR-10 imageset. The network was trained using
Adam optimizer (lr = 0.001) with a cross-entropy loss func-
tion and a batch size of 100. Themost salient features of each
image are then extracted for ameaningful spatial comparison
to guide where best to direct attention for the target detection
step. The CNN architecture comprises of five convolutional
layers with max pooling between layers two and three and is
shown in Fig. 1.

The Structural Similarity (SSIM) index is a commonly
used perceptual metric designed to assess the similarity of
two images in linewith human judgement (Wanget al., 2003).
It mimics the functionality of the human visual system in
that it is sensitive to image luminosity in a manner consistent
with Weber’s law and is sensitive to structural variation but
not non-geometric distortions, such as noise or blurring, in
a way that traditional measures like l2-norm are not. The
model uses SSIM to quantify the saliency of a sub-image
for a given target by calculating the SSIM between the sub-
image and target image feature maps. Applying the SSIM to
theCNN-extracted featuremaps reduces theSSIMsensitivity
to spatial variation due to the convolution and max pooling
operations of the network. Although the SSIM is designed to

Fig. 1 Schematic of the model
pipeline for generating fixation
priority maps according to the
fixation policy method. The
numbers in brackets at each
convolution layer represent the
number of feature maps in that
layer. The numbers on the
fixation priority map represent
the fixation order determined by
the model
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measure the structural similarity between images, in this case
it can also be used to quantify the shared structure between
two feature maps. Indeed feature maps are often represented
visually as 2D grids of unit activations (where activations
take the place of pixel values), and the SSIM can be applied
to these representations to assess the similarity between two
feature maps. SSIM values range between 0 and 1, where
a SSIM of 1 indicates that the two compared images are
identical. The SSIM of feature maps, x and y, corresponding
to the search image and target image, is calculated using
three functions, l(x, y), c(x, y) and s(x, y), that compare
the luminance, contrast and structure, respectively, of the two
feature maps:

l(x, y) = 2μxμy + c1
μ2
x + μ2

y + c1
, c(x, y) = 2σxσy + c2

σ 2
x + σ 2

y + c2
,

s(x, y) = σxy + c3
σxσy + c3

, (1)

where μx,y and σx,y are the mean and standard deviation of
the pixel values in the two feature maps and the constants c1,
c2, and c3 (which depend on the range of the pixel values)
ensure that the denominator is positive. The overall SSIM
score between featuremaps x and y is givenbySSIM(x, y) =
l(x, y)α · c(x, y)β · s(x, y)γ , where α, β and γ weight the
contribution of the comparison functions. We attribute no
importance to one comparison function over another since
doing so implies some assumptions on the characteristics of
the images being compared, whereas we want the fixation
policy method to be general. Equal weighting is therefore
assumed soα = β = γ = 1, giving the following expression
for the SSIM calculation:

SSIM(x, y) = (2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
. (2)

To capture the similarity of each sub-image to the target
class rather than to a particular target image, fixation priority
map scores are calculated by averaging the SSIM over 50
randomly selected images from the target class. For a search
array of nine sub-images, the final fixation priority map is
a three-by-three real-valued array with each element corre-
sponding to the similarity between the target class and the
sub-image in that position in the search array.

The fixation policy is “winner-takes-all” with infinite
“inhibition-of-return”. Fixations are determined by ordering
SSIM values from the fixation priority map from highest to
lowest and fixating to the corresponding sub-images in that
order. A sub-image that has already been visited is never fix-
ated upon again, implementing infinite inhibition-of-return.

The target detection step uses the same CNN used to gen-
erate the fixation priority map with three fully connected
ReLU layers for classification. The convolutional layers of

the CNN are patched with a feature-based attention mech-
anism, based on the FSGM (Treue & Martinez Trujillo,
1999). The model uses a mathematical implementation of
the FSGM, first developed in Lindsay and Miller (2018), to
dynamically reweight the network according to the visual
search target class. Reweighting of the network is achieved
by applying tuning values to each feature map in the convo-
lutional layers. The same tuning value is used for all units in
a feature map because feature attention has been shown to
act uniformly over space (Zhang & Luck, 2009).

Calculation of Tuning Values The kth feature map in the lth

layer is supposed to have an associated tuning value for the
target class c and is denoted f lkc . Tuning values are calculated
using:

f lkc =
1
Nc

∑
n∈c rlk(n) − r̄ lk

√
1
N

∑N
n=1(r

lk(n) − r̄ lk)2
, (3)

where rlk(n) is the average activity of the kth feature map
in the lth layer in response to image n, Nc is the total
number of images in class c shown during training and
r̄ lk = 1

N

∑N
n=1 r

lk(n) is the activity of the feature map aver-
aged over all images where N is the total number of images
(all classes) in the training set. Essentially, the tuning value,
f lkc , is the expected deviation from the mean of the feature
map’s response to target class c, in units of standard devia-
tion, and can be interpreted as a measure of how much the
feature map preferentially activates in response to the target
class, c.

Implementation of Dynamic Reweighting Through
Tuning Values The network is cued by a target through
dynamic reweighting of the convolutional layers using the
tuning values for that target’s class, c. All layers in the net-
work are subject to feature-based modulation by the tuning
values. Dynamic reweighting is implemented by scaling the
unit activations xlki j , by the tuning values, f

lk
c , for their feature

map according to:

x̂ lki j =
(
1 + β f lkc

) [
I lki j

]

+ , (4)

where β is a parameter controlling the strength of the atten-

tion and
[
I lki j

]

+ is the positive rectified input to that unit from

layer (l − 1). The net effect is to amplify responses of fea-
ture maps that preferentially respond to the target class (and
hence the characteristic features of the target class) whilst
inhibiting the response of feature maps that do not respond
strongly to the target class (thereby suppressing feature sig-
nals in the model considered irrelevant to the target of the
visual search). This framework implements the FSGM since
it posits that cuing by a target stimulus prompts a similar
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Fig. 2 Schematic of model
pipeline for target detection step
with feature-based attention
mechanism applied. Sub-images
from the search image are
presented in turn to the CNN
acting as target detector
according to the fixation policy.
The network is cued by the
target using a feature attention
mechanism, which is
implemented by applying
previously learned tuning values
for that target class to
dynamically reweight feature
maps during detection step
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process in the visual system of the brain via top-down mod-
ulation of signals in the visual system (Fig. 2).

Results

We evaluated the performance of the fixation policy by esti-
mating the likelihood of finding the target by each fixation
number during the search. Estimates were calculated from
500 visual search trials on randomly generated search images
that all contained one target image. To assess performance

of the fixation policy in isolation from the target detection
step, we consulted an “oracle” at each fixation, that is, we
simply checked the sub-image and target class labels for a
match (using label information not available to the model).
We used the cumulative performance as a function of the
fixation number to gauge effectiveness of the policy. Cumu-
lative performance was defined as the proportion of searches
that had found the target by that fixation number.

We assessed performance of the fixation policy against
a baseline random strategy for eye movement to demon-
strate the importance of top-down guidance for target search
(Fig. 3). When applied to Layer 5 feature maps, the fixation

a b c

Fig. 3 Evaluation of fixation policy by plotting the cumulative perfor-
mance as a function of fixation number. Cumulative performance is the
estimated probability of having fixated to the target class by that fix-
ation number (500 trials used for estimate). (a) Fixation policy based
on Layer 5 feature maps (red curve) outperforms policy that uses raw
images (blue curve). Bothmethods perform better than the baseline ran-

dom strategy (dashed black line). (b) Fixation policies based on feature
maps from later layers in the network perform better than those from
earlier layers. (c) Fixation policy performance (using Layer 5 feature
maps) (red curve) resembles human data (light blue curve) from target-
cued visual search experiments performed in Zhang et al. (2018) (Mean
squared error = 0.0014)
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policy resulted in more than half of all searches conclud-
ing within three fixations; however, a random fixation policy
would need five fixations to reach the same level of perfor-
mance (Fig. 3a). To measure the effect of feature extraction
by the CNN on the performance of the fixation policy we
removed image preprocessing by the CNN from the method
and used the SSIM comparison on the raw target and search
images. We found that applying the SSIM comparison to the
raw images rather than the feature maps degraded the per-
formance of the fixation policy markedly at earlier fixations
(Fig. 3a, blue curve), suggesting that feature maps result in
more effective fixation priority maps. Both the SSIM and
raw image fixation policies have perfect performance by the
ninth fixation because we simply required a target image be
reached and the target class was always present in the search
array.

To examine the effect of each successive featuremap layer
on the performance of the fixation policy, we used feature
maps from convolutional layers 1 to 5 of the network to gen-
erate five corresponding fixation priority maps. We found
that visual search was more efficient when later layers were
used to generate the fixation policy, indicating that each suc-
cessive feature extraction step in the CNN results in more
useful fixation priority maps (Fig. 3b), as expected from a
similar experiment carried out for the FSGMon classification
performance (Lindsay&Miller, 2018). Each successive con-
volutional layer extractsmore salient features (the underlying
structural information from the images that is most useful to
the classification layers) thus improving the performance of
the SSIM when scoring feature maps from the same image
class. At earlier layers, performance trends closer to random
fixations because less salient features are being compared,
such as the background colour.

Comparison of search performance with human perfor-
mance on the same visual search task shows that fixation
policy behaviour resembles human behaviour. We compared
performance of the fixation policy on two-by-three search
arrays to data from a human eye-tracking experiment where
subjects were presented with an array of six images and
instructed to find an image of the target class (Zhang et al.,
2018) (Fig. 3c). Interestingly, more than half of searches
using the SSIM fixation policy on this task, even when
applied to Layer 5 feature maps, took longer than 3 fixa-
tions to find the target sub-image, in line with the behaviour
demonstrated by human subjects. Overall, the model and
human cumulative performance curves show a similar trend
except that humans performed sub-optimally after six fix-
ations, whereas the fixation policy had 100% cumulative
performance by that same stage of the search. This is because
the human subjects will occasionally return to a previously
visited location in the search image whereas our model has
an infinite inhibition-of-return mechanism. This means the
model performance is perfect after as many fixations as there

are sub-images in the search array, because the goal sub-
image is always present.

Feature-Based Attention Controls the Expected Cost
on Standalone Classification Tasks

To examine the effect of the feature attention mechanism
on the target detector’s performance, we carried out a
single image classification task using just the attention-
patched CNN, analogously to a prior investigation of the
FSGM (Lindsay & Miller, 2018). The CNN was cued with
a target class by dynamically reweighting the convolutional
layers (see methods) and the model then had to determine
if random images from the CIFAR-10 dataset represented
that target class or not. We estimated the true positive rate
(TPR) and false positive rate (FPR) at 20 different attention
strengths by averaging the outcomes for each target class
over 500 trials and then plotted those 20 datapoints to obtain
a receiver operating characteristic (ROC) curve (Fig. 4a). We
found that the attentional strength parameter, β, controlled
the TPR/FPR ratio during target detection (Fig. 4a). Moder-
ate increases in the attentional strength resulted in initially
moderate increase in FPR and larger increase in TPR, but at
larger attentional strengths, TPR actually trended downward
whilst FPR increased dramatically (Fig. 4b). Equal changes
in TPR and FPR due to feature attention are indicated by
the diagonal dashed blue line in Fig. 4b. Points plotted above
this line give a net benefit if costs of false positives and false
negatives are equal, and points plotted below this line mean
a net loss from applying the feature attention. Most points
were found to lie below this line (Fig. 4b), whichmakes sense
because the objective the network was trained on is equiva-
lent to using an objective that assumes equal error costs for
true and false positives. In what situations, then, is boosting
feature attention advantageous?

To address this question, we then analysed the effect of
the attentional strength on the expected cost of a single clas-
sification trial for asymmetric error costs. We defined the
expected cost of the decision, C̄ = C0 + ∑

CmPm, where
m ∈ {TP,FN,FP,TN} are the four possible outcomes of
the decision, Cm is the cost of that outcome, Pm is the
probability of that outcome andC0 is the cost of a trial regard-
less of the outcome. Assuming costs only arise from errors
(C0 = CTP = CTN = 0), factorising the probabilities and
rearranging gives the following cost function:

C̄(β) = CFPP
− FPR(β) − CFNP

+ TPR(β) + CFNP
+, (5)

where P+ and P− are the prior probabilities of “target” and
“not target” stimulus conditions, respectively. This function
is plotted in Fig. 4d for different cost ratios, (CFP/CFN) =
(0.01, 1, 10). We found that the attentional strength parame-
ter,β, controlled theminimumof the cost function at different
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Fig. 4 Effect of feature attention on standalone classification task. (a)
ROC curve for target detection model illustrating classification perfor-
mance as attentional strength parameter β is varied. Error bars are 95%
confidence intervals. Marker size corresponds to β value. Data points
further along the FPR axis correspond to largerβ values. (b) The change
in TPR plotted against the change in FPR after feature-based attention

application. Changes are relative to TPR and FPR when no feature
attention modulation is applied (β = 0). Marker size corresponds to β

value. (c) The cost function in Eq.5 plotted as a function of the atten-
tional strength parameter for different cost ratios. Triangle, circle and
diamondmarkers indicate function minima. The samemarkers are used
to highlight the corresponding coordinates in plots a and b

cost ratios, which suggested a control mechanism for min-
imising the expected cost of visual classification tasks. For
example, if, in a given context, false positives were relatively
harmless compared to false negatives, then the expected cost
would be minimised by increasing the attentional strength
given to features of the target.

Feature-Based Attention Controls a Speed-Accuracy
Trade-off in Visual Search

To examine how the two goal-based attention mechanisms
interacted during a visual search task, we used the fixation
policy and CNN target detector in combination on a visual
search task (Fig. 2). For the fixation policy, we generated
priority maps using feature maps from the final convolu-
tional layer of the CNN to give the best performance (see
Fig. 3b). For the target detection step, we implemented fea-
ture attention by applying tuning values to all feature maps in
all convolutional layers. We classified the trial outcomes so
that if a sub-image was correctly identified as the target, then
that was regarded as a successful trial (true positive), but if a
sub-image was incorrectly classified as the target, then that
was regarded as an error (false positive). Another possible
outcome was when the model did not detect the target at all,
even once all sub-images had been fixated upon — in this
case we stopped the search and took it as a false negative
since the target was present in all search images.

The estimated probabilities of the three visual search
outcomes (estimated from 500 visual search experiments)
are plotted as functions of the attentional strength param-
eter β in Fig. 5a. As expected, the proportion of searches
where the search concluded in a false positive increased

a b

c d

Fig. 5 Feature-based attention controls speed-accuracy trade-off in
visual search. (a) Estimates of the probabilities of visual search out-
comes (as a proportion of outcomes from 500 trials for each data point)
for different values of the attentional strength parameter β. (b) Mean
number of fixations before a search concludes plotted as a function of
β. Higher feature attention strength results in faster searches. (c) The
visual search error rate (combined false positives and false negatives
as a proportion) plotted against the mean fixations for 20 values of β.
Size of marker corresponds to β value. The relationship between these
two metrics defines the speed-accuracy trade-off curve for the model.
(d) Dependence of the cost function in Eq.6 on attention strength β.
Triangle, circle and diamond markers indicate function minima. The
same markers are used to highlight the corresponding coordinates in
plot c. All error bars are 95% confidence intervals
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as the attentional strength increased. Although increased
attentional strength increased the likelihoodof a positive clas-
sification on any given fixation, this actually had the effect of
reducing the proportion of searches that concluded in a true
positive. This reduction was also the case for false negatives,
although to a lesser extent. Figure5b clearly demonstrates
that the average time to conclude a search decreases as the
attentional strength increases due to the increased likelihood
of a positive classification (thereby stopping the search) at
each fixation.

Varying the attentional strength changes the error rate and
the mean time taken to conclude the search (Fig. 5a, b). The
relationship between these two metrics, the error rate and the
mean fixation number, defines the speed-accuracy trade-off
in the model (Fig. 5c). Data plotted in Fig. 5c shows that as
the mean fixation number increases, the error rate decreases
— longer searches tend to be more accurate, whereas faster
searches tend to be more prone to error. Since the error rate
andmean fixation number depend on the attentional strength,
dynamically reweighting the CNN according to β is a con-
trol mechanism for the speed-accuracy trade-off in the visual
search model.

We then analysed the effect of the attentional strength on
the expected cost of a visual search trial. The cost function
included a time cost C(T ) = ∑T

t=1 c(t), where c(t) is the
cost per unit time as a function of fixation number, t , and T
is the total number of fixations in that search. We assumed
that a true positive incurred no cost. The expected cost was
calculated using:

C̄(β) = CFP FPR(β) + CFN FNR(β) + 〈C(T )〉(β), (6)

The expected time cost is given by 〈C(T )〉 = ∑
k
∑Tk

t=1
c(t)p(Tk), where p(T ) is the probability of the search con-
cluding afterT fixations,whichwas estimated from thevisual
search experiments. We assumed a linear dependence on
time for the cost per unit time, c(t) = αt , meaning C(T )

is quadratic in T , which is consistent with cost per unit time
functions that have been inferred from evidence accumula-
tion experiments in monkeys (Drugowitsch et al., 2012).

The expected cost function (Eq.6) is plotted in Fig. 5d
for cost ratios, (CFP/CFN) = (1, 30, 80), where we have
assumed cost-per-unit-time parameter, α = 1. Again, the
attentional strength parameter, β, controlled the minimum of
the cost function. Crucially if the cost of a false positive was
low, attentional strength on the target features needed to be
high to minimise the search time. However, if false positives
came at higher cost, then attentional strength should be lower
so there was a higher likelihood of a true positive but also a
higher likelihood of a longer search. Therefore, target feature
attention can optimise the balance of speed and accuracy to
minimise the expected cost of a visual search.

Discussion

We have shown that a feature attention mechanism previ-
ously only applied to standalone classification tasks (Lindsay
& Miller, 2018) can, in combination with a fixation pol-
icy, be extended to visual search tasks. Furthermore, the
feature attention confers the model with a mechanism for
controlling the speed-accuracy trade-off for the search. The
relevant parameter is the attentional strength on target fea-
tures: higher attentional strength leads to faster searches but
lower accuracy, and, conversely, lower attentional strength
leads to longer searches but higher accuracy.

Similar speed-accuracy trade-offs are seen in decision-
making models, such as the drift diffusion model (DDM),
where thresholds on integrated evidence control the bal-
ance of speed and accuracy (Bogacz et al., 2006; Gold &
Shadlen, 2007; Griffith et al., 2021). These models usu-
ally appear within a Bayesian framework. In our model, the
target cuing, which leads to dynamic reweighting of CNN
in the model, could be viewed as modulating the prior for
the target features. Attentional mechanisms have previously
been considered as a potential candidate for modifying pri-
ors and resolving uncertainty in a perception-as-inference
context (Rao, 2005) and in a Bayesian neural architecture
(Yu&Dayan, 2005).Optimal speed-accuracy trade-offs have
been found using reinforcement learning on decision model
parameters (Lepora, 2016; Pedersen & Frank, 2020); a sim-
ilar approach for visual search tasks could be applied to the
attentional strength parameter in our model. However, our
visual search model differs from models like the DDM in
that there is no integration of information favouring the target
object. This would be interesting to explore in future exper-
imental and computational neuroscience work, for example
by examining how previous fixations can affect the saliency
map.

Our work builds on several previous studies: implementa-
tionof theFSGMbydynamic reweightingof aCNN(Lindsay
&Miller, 2018; Luo et al., 2021), and a top-down modulated
fixation policy that uses CNN-derived featuremaps as a basis
(Miconi et al., 2016; Zhang et al., 2018). The main contri-
bution of this paper is proposing the combination of these
components and successfully demonstrating the modulatory
effects possible on performance in visual search. According
to this view, increases in attention on a given set of features
(directed by the context-dependent goal of the search) would
result in higher error rates when distracting objects have sim-
ilar features to the target. This phenomenon is evident in the
popular book “Where’s Waldo”, where the visual scene is
cluttered with Waldo-like features, leading to difficulty in
finding the target of the search. The degree of attention given
to features balances the speed and accuracy of the search, and
so can be seen as representing the importance or urgencywith
which the target object is being sought.
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In addition, we take the novel perspective of using deci-
sion theoretic approach to assess the costs and benefits of
the top-down feature attention mechanism that dynamically
reweights the target detector CNN. This decision theoretic
perspective considers the possibility of asymmetric error
costs and also prices in the cost of the search time. As such, it
reveals the benefit of using feature attention on search images
from an image set that the neural network has already been
trained on, rather than using a pre-trained, “off-the-shelf”
network, that is often the starting point for other studies.

Our visual search task of finding an image within an array
was appropriate for extending the feature attention model in
Lindsay and Miller (2018) to visual search. An important
future direction would be to extend the model to natural-
istic scenes. This could be achieved by using a foveation
mechanism whereby a window is moved within the scene to
search for an object on a natural background. This raises
challenges, such as the appropriate choice of neural net-
work classifier and how to introduce invariance to how an
object is viewed. Another improvement could be to adopt
an inhibition-of-return model to replicate human fixation
behaviour where repeat visits are made to the same image
locations. It would also be interesting to apply the feature
attention model to those experimental tasks used to study
crowding, a phenomenon observed in humans where target
detection is compromised by nearby distractors that share
features with the target (Manassi et al., 2013; Herzog, 2015).
This could be a further avenue for exploring themodel’s abil-
ity to replicate human behaviour on visual tasks. In our view,
the way forward is to combine the advances made in other
models (as discussed in the background) with the feature
attention and decision theoretic model introduced here.

In conclusion, we have proposed a model that offers a
method for optimising the costs of visual search and demon-
strated the value of a decision theoretic approach that gives a
new way of modelling complex visual tasks involving atten-
tion.
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