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Abstract
Peridigm is a meshfree peridynamics code written in C++ for use on large-scale parallel 
computers. It was originally developed at Sandia National Laboratories and is currently 
managed as an open-source, community driven software project. Its primary features include 
bond-based, state-based, and non-ordinary state-based constitutive models, bond failure 
laws, contact, and support for explicit and implicit time integration. To date, Peridigm has 
been used primarily by methods developers focused on solid mechanics and material failure. 
Peridigm utilizes foundational software components from Sandia’s Trilinos project and was 
designed for extensibility. This paper provides an overview of the solution methods imple-
mented in Peridigm, a discussion of its software infrastructure, and demonstrates the use of 
Peridigm for the solution of several example problems.
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1 Introduction

Peridynamics is a nonlocal extension of classical continuum mechanics that was intro-
duced by Stewart Silling in 2000  [1]. The key characteristic of peridynamics is that the 
governing equations do not include spatial derivatives of the displacement field, and are 
therefore well suited for modeling material discontinuities such as cracks. As with classi-
cal continuum mechanics, peridynamic simulations are constructed in the form of initial 
value problems or boundary value problems, for example, solution of the balance of linear 
momentum subject to prescribed initial and boundary conditions. The solution of the initial 
or boundary value problem for any nontrivial case requires software tools that implement 
the relevant numerical methods.

The Peridigm code was developed for high-fidelity peridynamic simulations over three-
dimensional domains using the meshfree discretization approach of Silling and Askari [2]. 
Peridigm is an open-source C++ code that utilizes software libraries from the Trilinos [3] 
project to enable large-scale parallel simulations. It was designed to facilitate engineering 
simulations of solid mechanics problems that include material failure, and also to provide 
a software framework for use by peridynamic methods developers. Key features include 
a range of constitutive models, bond failure laws, contact models, and support for both 
explicit and implicit time integration. A MPI-based design supports simulations on hard-
ware ranging from laptop computers to massively parallel supercomputing platforms.

Peridigm is one of several peridynamic codes that have been documented in the lit-
erature. The first software implementation of peridynamics is the EMU code developed by 
Silling and Askari [2]. Many of the subsequent peridynamics code projects are focused on 
publicly available, open-source software. Examples include PDLAMMPS [4, 5], PeriPy [6, 
7], NLMech/PeriHPX  [8–10], PeriPyDIC  [11], PD_Shell  [12, 13], PyNucleus  [14], and 
Relation-Based Software (RBS) [15, 16]. The codes PeriPy, PeriPyDIC, and PyNucleus are 
written in the Python programming language, and the others in the C++ programming lan-
guage. Peridigm, PDLAMMPS, and PyNucleus utilize MPI, and NLMech/PeriHPX is based 
on the asynchronous many-task system, C++ standard library for parallelism and concur-
rency (HPX) [17]. Other codes focusing on GPU acceleration [18–20] are available as well. 
To date, LS-DYNA is the only commercial code to provide a peridynamics capability. Spe-
cifically, LS-DYNA provides a bond-based model discretized with the discontinuous Galerkin 
finite element method [21]. Peridigm is differentiated from other peridynamic codes primar-
ily by its focus on high-performance parallel computing, its extensibility for the implementa-
tion of new methods, and by a number of advanced capabilities discussed in the following 
sections. For additional discussion on peridynamics codes, we refer to [22, §2.1.3].

Peridigm has been utilized by researchers for a wide range of methods development and 
engineering applications. Examples of engineering applications include a blind prediction of 
ductile fracture in additively manufactured metal in  [23, 24]. Peridigm was applied by the 
authors of  [25, 26] to model shock compaction of granular materials. The authors of  [27] 
modeled damage due to indentation and scratching in 3C-SiC. Peridigm was used to model 
impact of a Al2O3/ZrO2 composite in [28], impact of a Al-Si12/SiC composite in [29], and 
compression of SiC foam in  [30]. The authors of [31] simulated fracture and shock wave 
propagation in a harmonic structured material. In  [32], Peridigm was utilized to model 
impact response of cellular materials. Peridigm was used in  [33] for comparison between 
peridynamics and smoothed-particle hydrodynamics for modeling fragmentation of ceramic 
tile. The authors of [34–36] used Peridigm to model damage and fragmentation of objects 
during atmospheric re-entry. The authors of [37] utilized Peridigm in their work on modeling 
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mode I fracture of phase-separated glasses. Damage in nanoparticle-implanted glass was 
modeled using Peridigm in [38, 39]. The influence of probabilistic material property distribu-
tions was investigated using Peridigm in [40]. Peridigm was used to model mixed-mode frac-
ture in PMMA in [41]. The authors of [42] utilized Peridigm in to model particle impact and 
interfacial bonding in cold spray processes. A study comparing experimental results against 
peridynamic simulations of ring bending tests on float glass plates is described in [43].

Peridigm has proven to be a valuable tool for researchers focusing on methods develop-
ment and algorithms research for peridynamic models. The authors of  [13], for example, 
used Peridigm in their development of a peridynamic Kirchhoff-Love shell formulation. 
The authors of [44] reviewed and extended peridynamic models for frictional contact. Peri-
digm was used in the development of an energetically consistent surface correction method 
for bond-based peridynamics in  [45]. In  [46–48], Peridigm was used to develop a formu-
lation for mean stress and incubation time fracture models. The authors of  [49, 50] devel-
oped a peridynamic plasticity model for the dynamic flow and fracture of concrete. Concrete 
was also studied in [51], in which the authors implemented a microplane (M7) constitutive 
model. Peridigm was employed in [52, 53] for development of a fatigue model for capturing 
damage in railway applications. Energy-based failure criteria for peridynamic models were 
explored in [54–57]. The authors of [58] investigated the stability of generalized peridynamic 
correspondence models. In [59], the authors used Peridigm in their comparison of different 
methods for calculating tangent stiffness matrices for peridynamic models. Mesh sensitiv-
ity for quasi-static simulations was investigated in [60]. The use of so-called partial volumes 
for improved fidelity and convergence of meshfree peridynamics was explored in [61, 62]. 
In [63], a touch-aware model of frictional contact for granular materials with arbitrary parti-
cle shapes was introduced. A correspondence energy-based damage model and adaptive Ver-
let time integration scheme were developed in [64] for modeling PMMA. The authors of [65] 
also employed Peridigm to model PMMA, in their case for development of a rate-dependent 
visco-elastic constitutive model to capture the rate-sensitivity of damage evolution.

Additional use of Peridigm in the literature includes methods development for multiscale 
and multi-physics models, often leveraging Peridigm’s extensible software framework. A ther-
momechanical approach for modeling crack initiation and propagation due to thermal loading 
was explored in [66]. A peridynamic micromechanical simulation framework for random het-
erogeneous composites is presented in [67]. Peridigm was used in [68] within a multi-physics 
approach for modeling intergranular cracking of aluminum alloys. In [69], Peridigm was used 
in conjunction with isogeometric analysis to simulate air blast on concrete structures. The 
author of [70] utilized Peridigm for development of the MesoEq framework for multi-physics 
modeling. In [71], the authors developed a semi-Lagrangian framework for peridynamics. The 
authors of [72–74] explored modal analysis of cracked specimens. Peridigm was utilized in 
a framework for modeling the crushing of granular media in [75], and for multiscale analy-
sis of shear behavior of granular sand in [76]. Peridigm was used in [77] as a framework to 
develop a model that captures the effect of differential mineral shrinkage on crack formation 
and network geometry. The author of [78] introduced a hybrid hierarchical model that utilizes 
both Peridigm and LAMMPS. Authors in [79–82] utilized Peridigm to investigate strategies for 
coupling local and nonlocal models. In [83], the authors explored efficient implementations of 
peridynamics for the Sunway TaihuLight supercomputer, and ported and optimized Peridigm 
for SIMT accelerators in [84]. A UMAT interface for Peridigm was developed in [85].

This paper presents an overview of Peridigm, including brief discussions of the relevant 
theory from the literature. Key methods and algorithms are presented in Section 2. The 
workflow for building and running a Peridigm simulation is described in Section 3, which 
includes example Peridigm simulations that illustrate its main features and performance 
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characteristics. Additional information can be found in the Users’ Guide [86] distributed 
with the initial release of Peridigm, and in [87, 88] which provide an in-depth discussion of 
software development concepts for peridynamics.

2  Methods and Algorithms

The peridynamic theory of solid mechanics is based on an integro-differential equation for 
the balance of linear momentum. Peridynamics is a nonlocal model in which a material 
point x interacts directly with all materials points q in the body B that are within a distance 
� of x , where � is referred to as the horizon. A peridynamic bond, denoted � , symbolizes 
the connection between x and q , and the set of all points bonded with x is referred to as the 
family of x , Hx . An illustration of these terms is given in Fig. 1.

The most general form of the peridynamic equation of motion is given by the state-
based formulation of Silling et al. [89], in which the balance of linear momentum for point 
x at time t is expressed as

Here, u denotes displacement, � is the density of the material, and dVq is the infinitesimal 
volume of material associated with point q . The terms T[x, t] and T

[
q, t

]
 denote the peridy-

namic force states at x and q , respectively, that determine the pairwise force density per unit 
volume resulting from the interaction of x and q . The terms in angled brackets, ⟨q − x⟩ and 
⟨x − q⟩ , follow the state-based notation given in [89] for the bonds connecting x to q , and q to 
x , respectively. Note that this state-based notation is more general than bond-based notation, 
for example, allowing for a horizon that varies over B such that q is in Hx but x is not in Hq.

The most common strategy for numerical solution of Eq. (1) is the meshfree approach 
of Silling and Askari [2], in which the domain is discretized into a finite number of nodal 
volumes and the integral is replaced with a summation,

Equation  (2) is a direct colocational discretization of the strong form of Eq.  (1) in 
which the family Hx is replaced by a set of nodal volumes Nx . We refer to this set of nodal 

(1)�(x)ü(x, t) = ∫
Hx

�
T[x, t]⟨q − x⟩ − T

�
q, t

�
⟨x − q⟩

�
dVq + b(x, t).

(2)�(x)ü(x, t) =
�

Nx

�
T[x, t]⟨q − x⟩ − T

�
q, t

�
⟨x − q⟩

�
ΔVq + b(x, t).

Fig. 1  Schematic of a peridy-
namic body B , in which material 
points x and q are connected 
by a bond � . The maximum 
interaction distance for point x is 
specified by the horizon, � . The 
family H

x
 contains all points in B 

that are bonded to x
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volumes as the neighborhood of x . Each nodal volume is defined by its spatial coordi-
nates and an associated finite volume ΔV  . The primary strengths of this meshfree approach 
are computational efficiency and the natural ability to accommodate material separation 
through the breaking of bonds.

Peridigm solves Eq.  (2) on a prescribed discretization for a given set of constitutive 
laws, bond failure laws, contact models, initial conditions, and boundary conditions. Peri-
digm software relies heavily on the Trilinos toolset, including libraries for the management 
of parallel data structures via MPI [3, 90]. The sections below describe the most significant 
methods, algorithms, and software routines in the code.

2.1  Data Structures for Nonlocal Calculations

A key aspect of performing peridynamic calculations is construction and management of 
neighborhood lists. Neighborhood lists are the principal data structure for iterating over 
sets of nodal volumes, for example, the summation in Eq.  (2), for which Nx is typically 
O(100) for three-dimensional simulations and may be as large as O(1000) . An illustration 
of a meshfree discretization used by Peridigm is given in Fig. 2. Neighborhoods, shown in 
green for three points ( x1, x2, x3 ) in the domain, are determined using a spatial proximity 
search, where a point q is part of the neighborhood Nx if the distance between points x and 
q in the undeformed configuration is less than the horizon, � . Construction and traversal of 
neighborhood lists is a major determining factor in the overall computational expense of 
peridynamic simulations.

Neighborhood list construction is complicated by parallel decomposition of the domain in 
which nodes are distributed across multiple ranks. Figure 2 includes a depiction of parallel 
decomposition and its relationship to neighborhood lists. Neighborhood construction requires 
search methods to query across processor boundaries, which is accomplished in Peridigm by 
creating subsets of points on each processor called framesets. In conjunction with load bal-
ancing implemented using the Trilinos Zoltan library, framesets on each processor are used to 

Fig. 2  Schematic of a discretized 
computational domain. The 
domain boundary is depicted by 
a solid black line. A decomposi-
tion corresponding to four MPI 
ranks p0 , p1 , p2 , and p3 is shown 
in red. The neighborhoods N

x
 for 

selected material points are illus-
trated with green circles of radius 
� . A bond filter for restricting 
the creation of bonds across a 
user-defined plane is shown in 
blue. A frameset for use with 
proximity searches across proces-
sor boundaries is illustrated with 
dotted black lines
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collect nodes on adjacent processors within the search distance � . On the basis of this cross-
processor search using only points within a frameset, communication lists are constructed 
which allow for parallel communication throughout the simulation. Specifically, each pro-
cessor has a list of owned points and a list of shared points. Off-processor points are shared 
points within the distance � of owned (on-processor) points.

Neighborhood lists are constructed using k-d tree search algorithms [91, 92]. On each 
processor, trees are constructed from the union of owned and shared points. Construction 
and queries approximately scale as O(N log(N)) and O(N1−1∕3 + k) , respectively, where N 
is the number of nodes in the tree and k is in number of nodes in a neighborhood. The 
number of nodes in a neighborhood is a function of the ratio of the horizon � and the mesh 
spacing. The proximity search for neighborhood list construction may be augmented in 
Peridigm using bond filters. Bond filters are user-defined planes for specifying fine-scale 
geometric features, such as thin notches. Neighborhood list construction filters out bonds 
which cross these user-defined planes, as shown in Fig. 2.

Following parallel decomposition and neighborhood list construction, Peridigm groups 
on-processor points together into blocks according to material model type and instance. 
This allows for efficient evaluation of large groups of nodes within a block without exces-
sive branching or overloading of functionals on the basis of material model type. All on-
processor nodes with the same material type and material properties are grouped together 
and material model evaluation is accomplished by passing the neighborhood list for this 
set of points to the appropriate subroutines, along with other material model parameters. 
These data structures are managed by NeighborhoodData and DataManager objects 
in Peridigm. While global operations such as time integration are performed using paral-
lel data structures that span the entire domain, computations corresponding to individual 
blocks are conducted using subsets of data stored in a DataManager. The DataMan-
ager handles communication to and from the global data structures and all aspects of 
parallel communication. Routines that iterate over neighborhoods do so via information 
extracted from corresponding NeighborhoodData objects. This approach allows mate-
rial models, bond damage models, contact models, and compute classes to be written as 
serial code, greatly simplifying the process for modifying these important routines and 
adding new features to the code.

2.2  Meshfree Discretizations

Peridigm operates on meshfree discretizations comprised of nodal volumes, each defined 
by spatial coordinates x and volume ΔV  . The geometry of the domain, typically concep-
tualized by the user in terms of geometric primitives, or similar, is captured by the spatial 
distribution of the nodal volumes. The sum of all volumes ΔV  matches the volume of the 
overall domain geometry. There is no topology associated with the meshfree discretiza-
tion, i.e., no link arrays describing connectivity as are associated with typical finite element 
meshes. Quadrature is significantly simplified for meshfree discretizations of this type, and 
involves only the coordinates of individual nodes and the corresponding volumes.

Peridigm supports two primary file formats for meshfree discretizations: exodus files 
and text files. The exodus format is preferred due to its efficiency and compatibility with 
many pre-processing utilities, including the SEACAS [93, 94] toolset and the ParaView [95] 
visualization code. In practice, it is often convenient to use a finite element mesh generator 
to create a hexahedral or tetrahedral mesh of the domain. For example, the CUBIT™ [96] 
mesh generator may be used to create a mesh and write it to an exodus file. Peridigm has 
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the ability to read an exodus hexahedral or tetrahedral mesh and convert it to a meshfree 
discretization internally, as described in Section 3.2. The text file format offers a more sim-
plistic alternative that may be suitable for users who wish to create a meshfree discretiza-
tion directly, for example, using a standalone script of their own design. A Python script for 
conversion from the text file format to the exodus format is distributed with Peridigm.

Peridigm manages the association of material models, boundary conditions, and other 
aspects of the simulation with specific regions of the computational domain using blocks 
and node sets. Each nodal volume in the discretization belongs to a single block. Within 
the Peridigm input script, material specifications are linked to each block in the discretiza-
tion, allowing for evaluation of internal forces using the appropriate material type and its 
associated properties. Node sets are groupings of nodal volumes for the purpose of apply-
ing initial conditions, boundary conditions, and body forces. Individual nodal volumes may 
belong to any number of node sets. It should be noted that so-called nonlocal boundary 
conditions for peridynamic models should be applied over a three-dimensional volumetric 
region, as opposed to a two-dimensional surface. Further, following the approach of Silling 
and Askari, the meshfree discretizations used by Peridigm do not contain nodes located 
directly on the surfaces of the domain (see Fig. 2). Care should be taken in the specification 
of initial and boundary conditions and their associations with node sets when creating a 
Peridigm simulation.

2.3  Constitutive Models

This section provides an overview of constitutive models available in Peridigm as well as 
descriptions of how models can be added or extended. Constitutive models are described 
using state-based peridynamics notation. Force states T[x, t] and T

[
q, t

]
 in Eq. (2) must be 

evaluated at every time step in a simulation and applied to each bond in the discrete model.
Silling et al. [89] introduced new terminology and notation for handling the mathemat-

ics of peridynamic states, which are essentially generalizations of tensors that provide a 
mapping from a bond to a pairwise force density per unit volume. This terminology has 
led many researchers to use the adjectives bond-based and state-based when referring to 
peridynamics. Here, bond-based refers to constitutive models that derive from a central 
force-potential between material points similar to a simple molecular bond, and state-based 
refers to the generalized theory. Importantly, bond-based models are a subset of state-based 
models, hence the state-based programming interface in Peridigm may be used for either 
class of model.

While describing the peridynamic theory in [89] the authors introduced the additional 
concepts of ordinary and non-ordinary materials. Ordinary materials are those in which 
the application of a force state to a given bond results in a force density per unit volume 
that acts in the direction of that bond in the current configuration. Conversely, this rela-
tionship does not hold for non-ordinary materials. An important reason for distinguishing 
between ordinary and non-ordinary materials is that ordinary materials satisfy the balance 
of angular momentum by construction, whereas this important property must be taken into 
account more explicitly when developing non-ordinary materials [1].

Ordinary material models available in Peridigm include the linear peridynamic solid 
(LPS) model which is an isotropic elastic model originally presented in  [1], isotropic 
plasticity and viscoelasticity models developed by Mitchell  [97, 98], and the position 
aware LPS (PALS) model developed by Mitchell et  al. [99]. The PALS model includes 
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a correction for the so-called peridynamic surface effect [100], a deviation from the bulk 
response at material points for which the neighborhood is less than a full sphere. The sur-
face effect is a result of assumptions made during derivation of the constitutive properties 
in relation to their classical analogues, e.g., the elastic shear and bulk moduli.

An implementation of the bond-based prototype microelastic brittle (PMB) model [2] 
is also available. This bond-based model will often run at about twice the speed of the 
LPS model, and is therefore useful for fast calculations of brittle materials with a Poisson 
ratio near 1∕4 . The improved PMB model presented in [101] is implicitly available by using 
an LPS model with a fixed Poisson ratio of 1∕4 (cf. [102]). This model reduces the surface 
effects of the PMB model, but does not offer the same speedup because of the underlying 
implementation details in Peridigm.

Non-ordinary material models are predominantly associated with the constitutive cor-
respondence concept introduced in [89, 103–105] and elsewhere. It is important to point 
out that not all non-ordinary models are correspondence models (e.g., [106, 107] develop 
non-ordinary models for beams, plates, and shells), and not all correspondence models 
are non-ordinary (e.g., [108, 109] present ordinary correspondence models). However, to 
date, all the available correspondence formulations in Peridigm are non-ordinary state-
based materials. Correspondence models provide a mechanism to incorporate any classi-
cal stress–strain constitutive model into Peridigm. Additionally, for a particular choice of 
meshfree discretization when combined with a non-ordinary correspondence model, direct 
connections can be made to classical meshfree methods [110, 111].

In Peridigm, non-ordinary state-based models include a purely elastic formulation, an 
elastic perfectly plastic model, a plasticity model with isotropic hardening, and a viscoplas-
tic model implementation of the form introduced by Needleman [112]. These models suffer 
from a zero-energy model instability [113], for which the stabilization technique described 
in [114, 115] is implemented.

2.3.1  Material Model Programming Interface

In Peridigm, material models inherit from the Material class, which acts as an abstract 
base class defining the material model interface. The primary member functions for the 
Material class are given in Listing 1.

The computeJacobian() method is exercised when constructing the tangent 
stiffness matrix for implicit time integration. If the material model does not imple-
ment the computeJacobian() method, then the Jacobian calculation is automati-
cally carried out by applying a finite difference scheme to the computeForce() 
method. Note that it is possible to use the Sacado automatic-differentiation pack-
age from Trilinos to compute algorithmically consistent Jacobians as can be seen in the 
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computeAutomaticDifferentiationJacobian() method in the ElasticMa-
terial class.

The constructor of a material model records the relevant material model parameters 
and the field IDs for the variables needed to carry out the internal force density calcu-
lation. As an example, consider the ElasticMaterial class, which implements the 
LPS  [89] material model. Selected contents of the ElasticMaterial constructor 
are shown in Listing 2.

The constructor interacts with the FieldManager class for the management of 
field data, such as the volumes, initial coordinates, and current coordinates of the 
nodal volumes that will be passed to the material model’s computeForce function 
via a DataManager object. The FieldManager and DataManager classes lever-
age the Trilinos framework, which is discussed in more detail in Section 2.8. Peridigm 
supports node data, element data, and bond data. Node data fields are allocated over 
the entire computational domain, whereas element data are allocated on a per block 
basis, for example, to provide fields corresponding to the material model assigned to a 
particular block. The notions of node data and element data correspond directly to data 
types in the exodus file format. Peridigm supports scalar, vector, and tensor data types 
for node and element fields. Bond data are restricted to the scalar data type and are not 
generally written to Peridigm output files.

An abstract class CorrespondenceMaterial, derived from Material, is 
used as the base class for constitutive correspondence material models. As opposed to 
standard peridynamic material models that require implementation of the compute-
Force() method, constitutive correspondence models require implementation of the 
computeCauchyStress() method. This method computes the Cauchy stress ten-
sor based on classical measures of deformation, e.g., deformation gradient, allowing 
for integration of traditional stress–strain constitutive laws into Peridigm. The Cor-
respondenceMaterial base class computes the deformation gradient and its 
decomposition into stretch and rotation tensors using the method of Flanagan and Tay-
lor  [116]. The rotation tensor is used to produce a co-rotational Cauchy stress, and 
therefore the computeCauchyStress() method can be implemented without con-
cern for material objectivity. Stress tensors computed by a constitutive correspondence 
model are converted to pairwise peridynamic forces following  [89]. In addition, the 
CorrespondenceMaterial class applies a stabilization procedure to the deforma-
tion gradient to suppress zero-energy modes [114, 115].
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Finally, material models are registered by name in the MaterialFactory class. 
This class instantiates material model objects if the name associated with the model is 
present in the Peridigm input deck. The examples and tests distributed with Peridigm 
are an excellent resource for inspecting the structure of input parameters for various 
material models.

2.4  Bond Failure

The ability to model damage through the breaking of bonds is one of the most notable fea-
tures of peridynamics. The coalescence of broken bonds to discrete surfaces is what leads 
to fracture and fragmentation of solid bodies. The most widely use bond damage criterion 
is the critical stretch model introduced in [117]. In this model, the strain energy density in 
each bond that crosses a plane of unit area is integrated and equated with the critical value 
of energy release rate Gc . For bond-based materials, this leads to a closed form expression 
in terms of critical bond stretch sc,

where k is the material’s bulk modulus and the integration has been carried out over a ball 
of radius equal to the horizon � . The critical stretch sc can then be compared with s = ΔL

L0
 , 

where ΔL is the change in length of the bond and L0 is the original length. When s > sc , the 
bond is irreversibly broken, which is equivalent to setting T⟨�⟩ = 0 for the given bond � . 
Note that Eq.  (3) applies to three-dimensional formulations of peridynamics, as imple-
mented in Peridigm. For a discussion of corresponding two-dimenstional formulations, the 
reader is refered to [118].

Peridigm implements the critical stretch bond breaking criterion as well as several simi-
lar models, e.g., an Interface Aware damage model that uses the smaller of two values of 
sc for bonds that span blocks with different damage model parameters. In addition to the 
binary breaking of bonds, bonds can utilize a damage function that ranges continuously 
in [0, 1] allowing for the gradual decay of bond strength. Two such models implemented 
in Peridigm are intended to be used with constitutive correspondence material models: 
a Johnson-Cook damage model  [119] and a bond damage model based on a simple von 
Mises yield criterion. For state-based materials in general, the strain energy in a bond is a 
function of the deformation of all bonds in the family and therefore is not a simple func-
tion of the stretch in that bond. Therefore, a more complex technique such as that described 
in [120] is preferable as a damage criterion.

In Peridigm, damage models are derived from the base class DamageModel which 
requires implementation of the methods given in Listing 3.

(3)sc =

√
5Gc

9k�
,
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The computeDamage() function acts on field data managed by a DataManager 
object, updating values of the Bond_Damage field for each bond associated with a 
given block.

2.5  Modeling Contact

Peridigm supports contact modeling using the short-range force approach of Silling and 
Askari  [2]. The primary use case is capturing interactions between bodies in explicit 
dynamics simulations, for example, to model impact. The key algorithmic components of 
Peridigm’s contact capabilities are the proximity search and the algorithm for determin-
ing pairwise contact forces. In the case of contact modeling, the proximity search returns 
a neighborhood list of points that are separated by a distance less than or equal to rc in the 
current configuration, where rc is a user-defined contact radius. Pairs of bonded points are 
generally excluded from the contact neighborhood lists, under the assumption that material 
points should interact via a material model if they are bonded and should be subject to the 
contact model only if they are not bonded.

The short-range force contact model is implemented in Peridigm as follows. Define d as 
the vector from point x to point q in the current configuration. Then the pairwise repulsive 
contact force acting on q due to its contact interaction with x is determined as

The software infrastructure for modeling contact, in which the proximity search is used 
to construct contact neighborhood lists and a contact model is used to determine pairwise 
contact forces, is designed to support future implementation of additional contact models. 
The proximity search handles all aspects of parallel communication and provides necessary 
data via the contact model programming interface, such that the contact model can be writ-
ten as serial code that determines pairwise contact forces based on the locations of points 
in the current configuration, as well as any other state data (e.g., velocity).

2.6  Time Integration

Peridigm supports explicit time integration for transient dynamics and implicit time inte-
gration for quasi-statics and implicit dynamics. The primary use cases for explicit dynam-
ics include contact, unstable crack growth, and pervasive damage. Implicit time integration 
is favorable for simulations in which large time steps are required and for those in which 
the assumption of static equilibrium is valid, i.e., static and quasi-static simulations.

2.6.1  Explicit Time Integration for Transient Dynamics

Time integration for explicit dynamics is achieved using the well-known velocity-Verlet 
algorithm:

(4)f =

{
18kc

��4

(rc−|d|)
�

ΔVqΔVx
d

|d| if d ≤ rc

0 otherwise.
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where u , v , and a denote displacement, velocity, and acceleration, respectively, and the 
superscripts denote the time steps n and n + 1 , and mid-step calculations at n + 1

2
 . The vast 

majority of the computational expense for explicit time integration is in the evaluation of 
the material model, bond damage model, and contact model at un+1 and vn+

1

2 , as required to 
evaluate an+1.

Stability of explicit time integration is dictated by a maximum stable time step, Δtcrit . 
Peridigm provides a point-wise estimate of Δtcrit based on a method proposed by Silling 
and Askari for the prototype microelastic brittle material model [2]:

where � is the material density, the index p iterates over all the neighbors of the given 
material point, ΔVp is the volume associated with neighbor p, and Cp is evaluated as

where kp is the bulk modulus at point p.
Explicit dynamic simulations can be run using this estimate of the critical time step in 

combination with a safety factor specified in the input deck. In this case, the time step is 
determined by multiplying the estimate of the critical time step by the specified safety fac-
tor, which is typically in the range of 0.5–0.9. Alternatively, a user-specified time step may 
be defined in the input deck, in which case the estimate of the critical time step is ignored.

2.6.2  Implicit Time Integration for Statics and Quasi‑Statics

The governing equation for static and quasi-static problems is found by setting the accel-
eration to zero in Eq. (2),

Solutions to static and quasi-static problems are found by determining the nodal positions 
that satisfy Eq. (8) under the specified boundary conditions.

The QuasiStatic time integrator in Peridigm is a nonlinear solver that utilizes Newton’s 
methods for the solution of Eq. (8). This approach requires the solution of a global linear system 
of equations, KΔu = −r , where Δu is an update to the displacement u , r is a residual obtained 
by evaluating the left-hand side of Eq. (8), and K is the tangent stiffness matrix,

(5)
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where f int
i

 is the component of internal force corresponding to degree of freedom i, and uj 
is the component of the displacement corresponding to degree of freedom j. Multiple strat-
egies are available for computing the tangent stiffness matrix in Peridigm. The Material 
class allows for implementation of a material tangent routine using an analytic expression, 
if available, or using the automatic differentiation capabilities of the Sacado software pack-
age. If a material tangent routine is not provided for a given material, Peridigm obtains an 
approximate value using a finite difference approach.

The NOXQuasiStatic time integrator is an alternative to the QuasiStatic inte-
grator that utilizes the Trilinos NOX solver package  [121]. Importantly, the NOXQua-
siStatic solver offers a matrix-free alternative to the global linear solve required by 
QuasiStatic. The matrix-free solver generally exhibits much slower convergence, 
but has the advantage of not requiring construction of the tangent stiffness matrix. This 
is particularly relevant for peridynamic models because the bandwidth of the tangent 
stiffness matrix is generally very large relative to classical finite element models, leading 
to large memory requirements [87, 88].

2.7  Compute Classes

Peridigm was designed to be extensible. Compute classes allow quantities of interest to be 
calculated as a function any state variable and written to the Peridigm output file. Peridigm 
is distributed with many compute classes, and a compute class programming interface 
allows users to create new compute classes without concern for parallel communication or 
output routines. A compute class object is instantiated whenever the output field associated 
with that class is requested within the Output section of a Peridigm input deck. The corre-
sponding compute() method is then called whenever output is written to disk.

Compute classes derive from the Compute base class containing the programming 
interface described in Listing 4.

Arguments to the constructor are primarily used by compute classes that deal with mul-
tiple material blocks or that need explicit access to the communicator object. The Fiel-
dIDs() function returns a list of field IDs corresponding to the fields that the compute 
class operates on. This approach ensures that the required fields are properly allocated and 
made available within the compute() method. The initialize() method allows the 
compute class to initialize state data before the simulation begins. Lastly, the compute() 
method computes the quantity of interest.

As a specific example, consider the very simple Compute_Acceleration compute 
class. This class is derived from the Compute base class and contains the private data 
shown in Listing 5.
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The constructor of the Compute_Acceleration class is outlined in Listing 6. The 
constructor interacts with the FieldManager class, which tracks information for the 
allocation, storage, and parallel communication of field data. The FieldManager class 
and associated DataManager class leverage the Trilinos framework, which is discussed 
in more detail in Section  2.8. As show in Listing 6, the fieldManager object returns 
the field IDs for the force density vector and the acceleration vector, allowing for efficient 
access to these data structures in subsequent calculations in the compute() routine.

Contents of the compute() method appear in Listing 7. This method loops over each 
block in the discretization and extracts the corresponding force density and acceleration 
vectors. It initially fills the acceleration vector by copying the force density vector, and then 
extracts the density for the material of that block and divides the force by the density to 
arrive at the acceleration.
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2.8  Parallelization

A key aspect of Peridigm’s performance is its use of the Trilinos Epetra library for paral-
lelization [122]. The Petra object model, which includes Epetra and Tpetra, is the frame-
work utilized by Trilinos for distributed memory linear algebra, including the management 
of parallel vectors and matrices. Epetra uses map objects to encapsulate the details of data 
distribution, assigning entries of a data structure to specific MPI processes. Epetra maps 
and the data structures that utilize them operate effectively in both serial and parallel using 
an Epetra_Comm communicator.

Peridigm makes widespread use of Epetra_Vector and Epetra_MultiVector  
objects for data management. These objects, in turn, utilize Epetra_BlockMap and 
Epetra_Map objects to associate subsets of data with specific MPI processes. An Epetra_
BlockMap is used when the per-entry quantity to be stored is vector valued (e.g., force) 
and an Epetra_Map when the quantity to be stored is a scalar. Importantly, the Epetra_
BlockMap class supports maps in which the length of individual entries varies on a per-entry 
basis. Maps of this type are used for managing bond data, where the lengths of individual 
entries are equal to the number of bonds associated with each nodal volume.

An Epetra_Vector implements a finite-dimensional vector distributed over processes 
where assignment of data to a process is determined by the associated map. An Epetra_
MultiVector represents a collection of one or more vectors with the same map. Epetra_
Vector and Epetra_MultiVector are used in Peridigm to store data such as volume, 
initial coordinates, current coordinates, and velocity, as well as any additional variables that 
may be required for a particular simulation. Peridynamic models require frequent passing of 
information between bonded material points, including sets of points that may reside in dif-
ferent blocks, on different MPI ranks, or both. This is achieved in Peridigm using Epetra_
Import objects, which transfer data between Epetra objects using communication patterns 
based on the underlying maps. Note that for operations such as evaluation of force states, data 
are required from all material points within the peridynamic horizon in the reference configu-
ration. In contrast, contact models require data from material points nearby in the current con-
figuration. Thus the processing of bonded neighbors and potential contact interactions requires 
two distinct mappings among MPI processes.

Implicit time integration using Newton’s method requires the solution of large linear 
systems of equations. In this case, Peridigm utilizes Epetra’s sparse row matrix class 
Epetra_FECrsMatrix for storage of the tangent stiffness matrix across MPI ranks. 
The Epetra_FECrsMatrix class is a specialization of the more general Epetra_
CrsMatrix class with additional functionality to support the assembly process. 
For solution of the global linear system, Peridigm’s QuasiStatic time integrator 
utilizes the Belos package, which supports a number of iterative solution methods and 
preconditioners  [123]. The default Belos solution method in Peridigm is the block 
conjugate gradient algorithm. Peridigm’s NOXQuasiStatic time integrator utilizes the 
NOX nonlinear solver package  [121]. A primary difference between the QuasiStatic 
and NOXQuasiStatic time integrators is that the QuasiStatic nonlinear solution 
algorithm is implemented directly in Peridigm, utilizing Belos for solving the global 
linear system, whereas the NOXQuasiStatic integrator utilizes NOX and related 
Trilinos packages for virtually all aspects of the nonlinear solve. The QuasiStatic 
approach provides Peridigm developers with direct control over the solution algorithm, 
while the NOXQuasiStatic approach reduces developer control but has the advantage 
of leveraging advanced features in NOX that would be difficult and time consuming to 
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replicate in Peridigm. An example is the Jacobian-Free Newton Krylov solution method 
available in NOX, which enables solution of static and quasi-static problems without 
construction of the tangent stiffness matrix.

3  Running Simulations with Peridigm

In this section, we discuss the steps for running a Peridigm simulation: obtaining and build-
ing the code, creating a discretization and input deck, running the code, and post-processing 
the results. A general overview is given first, followed by two example simulations.

3.1  Obtaining and Building Peridigm

Building Peridigm consists of installing the necessary development tools, building the 
required third-party libraries, and building and testing Peridigm itself. Peridigm is compat-
ible with Linux software environments that are typical of engineering workstations and 
parallel computing platforms, and is also regularly built and tested on macOS operating 
systems. The required software tools include cmake and MPI compiler wrappers such as 
MPICH or Open MPI. Peridigm’s primary dependencies are Trilinos, a set of open-source 
libraries for high-performance scientific computing, and Boost. The Trilinos dependency 
includes the Sandia Engineering Analysis Code Access System (SEACAS) for support of 
the exodus file format, which in turn requires HDF5 and NetCDF. The Peridigm code itself 
can be obtained from its public repository, currently managed on GitHub® under a three-
clause BSD open-source license [124]. The Peridigm GitHub® website includes additional 
detailed instructions on the build process.

The ability to utilize Docker containers for obtaining Peridigm was recently added as 
an alternative to the full build process outlined above. Docker images for Peridigm and its 
dependencies are available at the Peridigm GitHub® website. The Docker distribution sys-
tem provides users with a highly efficient and simplified process for obtaining a Peridigm 
executable, and is a recommended point of entry for new users.

3.2  Preparing a Simulation

The input for a Peridigm simulation consists of a discretization and an input deck. As dis-
cussed in Section 2.2, exodus is the preferred file format for discretizations due to its effi-
ciency and compatibility with a number of third-party software packages. A text file format 
is also supported, which provides a simplified alternative for users wishing to construct 
discretizations directly using in-house scripts, or similar.

Peridigm operates on meshfree discretizations in which each nodal volume is defined 
by its spatial coordinates x and volume ΔV  . Groups of nodal volumes are organized into 
blocks, and regions for the application of initial conditions, boundary conditions, and body 
forces are defined using node sets. The text file format for discretizations supported by 
Peridigm utilizes this format directly, i.e., for each nodal volume there is a line in the text 
file containing three spatial coordinates, the block number, and the volume ΔV  . Node sets 
are specified in separate text files containing the node IDs for the nodes in a given node set. 
Text file discretizations can be used directly by Peridigm, or they can be converted to an 
exodus file using the text_to_genesis.py script distributed with Peridigm.
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Peridigm supports three types of discretizations in the exodus format: sphere meshes, 
hexahedral meshes, and tetrahedral meshes. The sphere format is a general meshfree 
discretization format provided by exodus in which nodal volumes are conceptualized as 
spheres and defined in terms of the spatial coordinates of the sphere centroid, the radius 
of the sphere, and the volume of the sphere. In the case of an exodus sphere mesh, Peri-
digm utilizes the spatial coordinates and volume, and ignores the sphere radius (note that 
the exodus sphere mesh format allows users to specify a volume and radius that are not 
physically consistent, hence this information is not necessarily redundant). In the case of a 
hexahedral or tetrahedral mesh, Peridigm preforms a conversion at the onset of the simula-
tion to create a corresponding meshfree discretization. Each element in the hexahedral or 
tetrahedral mesh is converted to a nodal volume such that the spatial coordinates of the 
nodal volume are equal to the centroid of the original element, and the volume ΔV  is equal 
to the volume of the original element. Element blocks are directly preserved, and node 
sets are converted such that a nodal volume is assigned to a node set if any node in the 
corresponding hexahedral or tetrahedral element was in the node set. Peridigm’s support 
for hexahedral and tetrahedral meshes greatly expands the ability of users to utilize finite 
element meshing tools to discretize the domain. To date, mesh generators that have been 
demonstrated with Peridigm include CUBIT [96] and the combination of the open-source 
software Gmsh  [125] and the Python package meshio  [126]. Additional pre-processing 
tools are provided in the SEACAS package, including the exodus.py module for creation 
of exodus files using Python scripts.

The Peridigm input deck is a text file in which the user specifies the parameters that 
define the simulation. The input deck is organized into multiple sections, for example, sec-
tions for the discretization, material models, damage models, time integrator, and simu-
lation output. In many cases, the organization of the input deck maps directly to blocks 
and node sets defined in the discretization file. Peridigm currently supports two input deck 
formats, YAML and XML. The XML format was adopted early in the development of 
the Peridigm project due to its direct compatibility with many Trilinos packages, includ-
ing the Teuchos::ParameterList data structure. Support for the YAML format was 
added later to provide a more user-friendly alternative. Examples of input decks in both 
formats can be found in the examples and test subdirectories in the Peridigm code reposi-
tory. Those in the examples subdirectory were constructed specifically to provide an entry 
point for new users.

Examples of several input deck sections are given in Listings 8–13. The following sec-
tions are required for all Peridigm simulations: Discretization, Materials, Blocks, Solver, 
and Output. For any practical simulation, a Boundary Conditions section must also be 
provided. Examples of additional optional sections, for example, the Damage and Contact 
sections required for modeling bond failure and contact, respectively, are available in the 
example problems distributed with Peridigm.

A basic Discretization section is given in Listing 8, in which the user specifies the name 
of the discretization file and the file format.



135Journal of Peridynamics and Nonlocal Modeling (2024) 6:118–148 

1 3

A Materials section is shown in Listing 9. Users may define any number of materials, 
each of which is given a unique label (My Material in this case) for association with 
specific blocks in the discretization.

Note that Peridigm does not explicitly track the units for any input parameters, and 
instead utilizes a consistent units approach in which users are free to select the system of 
units best suited for the given simulation (e.g., SI, CGS, IPS).

The Blocks section show in Listing 10 maps the material model with label My Mate-
rial to block_1 in the discretization and specifies the horizon for that block. Likewise, the 
Blocks section may also be used to associate bond damage models, if any, with specific blocks.

Initial and boundary conditions are specified in the Boundary Conditions section. The 
example given in Listing 11 specifies a prescribed displacement Dirichlet boundary condition 
for the displacement degree of freedom in the y direction. This boundary condition is a func-
tion of time, t, and the y component of the spatial coordinates in the undeformed configura-
tion. This boundary condition is applied to nodelist_1, as defined in the discretization.

Listing 12 contains an example of a Solver section. In this case, a QuasiStatic solver is 
used, and its specific attributes are defined.
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Finally, an Output section is presented in Listing 13. Parameters include the name of the 
output exodus file, the frequency at which data is written to file, and a list of the variables to 
be stored. Peridigm supports node variables, element variables (i.e., per block variables), and 
global variables. An output frequency of 1 specifies that output will be written to disk at every 
load step in the simulation.

3.3  Executing Peridigm

Peridigm is executed from the command line. For serial execution, a single argument is 
given, the name of the input deck. For parallel runs, the peridigm command is preceded 
by a standard MPI command:

mpirun -np 8 Peridigm my_input_file.yaml

where the -np option specifies the number of MPI ranks. Note that for parallel runs using 
exodus discretizations, the discretization files must be partitioned in a pre-processing step. 
The SEACAS utility decomp is one option for partitioning an exodus discretization file.

Peridigm writes output to stdout and to one or more exodus files. Exodus files contain 
the numerical results of the simulation, while the information written to stdout provides 
the user with real-time information on the progress of the simulation.

3.4  Post‑Processing

The exodus output files generated by Peridigm are compatible with a number of third-
party software packages. The SEACAS package, for example, contains multiple utilities, 



137Journal of Peridynamics and Nonlocal Modeling (2024) 6:118–148 

1 3

including epu for combining decomposed exodus files into a single file and grope for exam-
ining file contents. The freely available code ParaView [127] is a common choice for visu-
alizing output data. Additional options include VisIt  [128] and the SEACAS utility blot. 
Numerical data can be extracted from exodus files using the exodus.py Python module, 
or using the commercial code MATLAB.

Several studies in the literature have considered the analysis of results from peridynamic 
simulations, in particular for comparison against experimental data. Analysis of fragmenta-
tion simulations is investigated in Diehl et al. [129] and Littlewood et al. [130]. Visualizing 
the progression of fracture is considered in Bussler et al. [131]. For additional discussion, 
the reader is referred to [132, §6].

3.5  Example Simulations

We present two example simulations that exercise the core capabilities of Peridigm and 
demonstrate its computational performance. The first is a quasi-static simulation of a 
tensile test, and the second is an explicit dynamics simulation of an expanding cylin-
der resulting in fragmentation. The simulations are adaptations of example problems 
distributed with the Peridigm source code. They have been modified by refining the dis-
cretization and reducing the horizon, which increases the fidelity of the simulation and 
allows for an evaluation of code performance for large-scale parallel simulations.

The example simulations were carried out on the Skybridge computing cluster at 
Sandia National Laboratories. Skybridge consists of 1848 nodes with dual-socket 8-core 
Intel Sandy Bridge E5-2670 CPUs connected using QDR InfiniBand interconnect with a 
fat tree topology. Skybridge utilizes a Tri-lab Operating System Software (TOSS3) clus-
ter management software stack based on Red Hat Enterprise Linux 7 and uses a Slurm 
workload manager. Peridigm was built using Intel 21.3 compilers and Open MPI 4.0.

3.5.1  Tensile Test Simulation

The simulation of a tensile test illustrated in Fig. 3 demonstrates Peridigm for the solu-
tion of quasi-static problems using implicit time integration. The tensile specimen is 
101.6mm in length, with a maximum width of 12.7mm, a minimum width of 6.35mm, 
and a thickness of 3.15mm. The discretization of the tensile specimen was created using 
the CUBIT mesh generator. CUBIT provides functionality for defining the geometry of 
the body in terms of vertices, curves, and surfaces, which allowed for a straightforward 
meshing process. The mesh used as input to Peridigm was a hexahedral mesh containing 

Fig. 3  Displacement in the loading direction for the tensile test example problem
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just over one million elements. Peridigm automatically converted the hexahedral mesh 
to a meshfree discretization at the onset of the simulation. A value of three times the 
nominal mesh spacing was assigned to the horizon, � = 0.432mm . Node sets were 
defined for volumetric regions at the ends of the bar, extending a distance of twice the 
horizon into the body of the specimen.

The material behavior for the tensile specimen was modeled with a linear elastic cor-
respondence model with values for the bulk and shear moduli set to 150.00GPa and 
69.23GPa, respectively. As described in Section 2.3, a stabilization method is available 
in Peridigm to suppress low-energy modes of deformation, which can pollute the solu-
tion when correspondence models are used. The stabilization coefficient in this case was 
set to 0.02.

Boundary conditions for the tensile test simulation were applied over volumetric 
regions at the ends of the bar. A linear displacement field was imposed in the direc-
tion of the tensile load to approximate the expected deformation, as shown in Listing 
14. Note that the origin is located at the midpoint of the bar, hence the y component 
of displacement is positive for the right-hand side of the bar and negative for the left-
hand side of the bar. Additional fixed-displacement boundary conditions were applied to 
selected edges on the ends of the bar to eliminate rigid-body displacements.

Several compute classes were used to model the presence of a strain gauge on the tensile 
specimen, providing a means for direct comparison of simulation results to experimental 
data. Specifically, the Nearest_Point_Data compute class was utilized to track the 
displacement of nodes in locations corresponding to the ends of a 2.476cm strain gauge 
positioned in the center of the specimen, and the Block_Data compute class was used 
to track the total reaction forces at the ends of the bar. Taken together, these data allow for 
calculation of engineering stress and engineering strain, which can then be used to com-
pute Young’s modulus.

Results for the tensile test simulation are shown in Fig. 3. The simulation reproduced 
the expected displacements in the loading and off-loading directions, and the calculation of 
the Young’s modulus described above yielded 183.7GPa. Performance data for the tensile 
bar simulation are given in Fig. 4 for 256, 512, and 1024 MPI ranks. Calculation of a best-
fit line to the data in Fig. 4 yields a slope of −0.89, indicating excellent scaling.
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3.5.2  Fragmenting Cylinder Simulation

Simulation of a fragmenting hollow cylinder, shown in Fig. 5, demonstrates the ability 
of Peridigm to capture pervasive material failure. The cylinder has an outer radius of 
2.5cm, an inner radius of 2.0cm, and a height of 10.0cm. In this case, the meshfree dis-
cretization was created in text file format using a Python script and converted to the exo-
dus file format using the text_to_exodus.py script distributed with Peridigm. The 

Fig. 4  Execution times for the 
quasi-static tensile test simula-
tion, displayed on a log-log scale

(a) (b)

(c)

Fig. 5  Simulation of an expanding cylinder resulting in fragmentation. The color scale denotes damage, 
which is defined as the percentage of broken bonds at each material point
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discretization contains just over 11 million nodal volumes. The horizon was assigned a 
value of three times the nominal mesh spacing, � = 0.0558cm . Material response is gov-
erned by the ordinary state-based plasticity model developed by Mitchell [97] with the 
material parameters given in Listing 15.

Damage was governed by the critical stretch bond failure law, with the critical stretch 
sc set to 0.12. The explicit dynamics time integrator was used, with an end time of 
4.0 × 10−4 s and a user-specified time step of 1.0 × 10−8s.

Initial outward velocities were applied to the entire domain to approximate the effect 
of an internal pressure. The initial velocities were prescribed using a spatially varying, 
user-defined function, as shown in Listing 16.

Results for the fragmenting cylinder simulation are shown in Fig.  5. The color scale 
indicates damage, computed as the percentage of broken bonds for each nodal volume. 
Performance data for the fragmenting cylinder simulation are given in Fig. 6 for parallel 
execution using 1024, 2048, and 4098 MPI ranks. Calculation of a best-fit line to the data 
in Fig. 6 yields a slope of −0.98, indicating near-optimal scaling.
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4  Summary and Conclusions

Peridigm is a meshfree peridynamics code for the solution of solid mechanics problems, in 
particular those involving crack propagation and pervasive material failure. The underlying 
meshfree formulation follows Silling and Askari [2], and has been generalized to include 
bond-based, ordinary state-based, and non-ordinary state-based (correspondence) mate-
rial models [1, 89]. Additional capabilities include contact modeling and support for both 
explicit and implicit time integration.

The Peridigm code was designed for large-scale simulations on parallel computing plat-
forms and provides software interfaces for the implementation of additional material mod-
els, bond failure laws, contact models, and compute classes. It utilizes multiple Trilinos 
software packages and is compatible with the SEACAS toolset, CUBIT mesh generator, and 
ParaView visualization code. Peridigm has been used to date primarily by methods devel-
opers as a platform for demonstrating new approaches at scale. As shown Section 3.5, Peri-
digm exhibits excellent performance on large discretizations for both implicit quasi-statics 
and explicit transient dynamics problems.

Peridigm is managed as an open-source, community driven software project. It is freely 
distributed and includes a development environment that enables the implementation and 
testing of new capabilities. It is our hope that Peridigm continues to grow as an engineering 
tool and a platform for methods development, thereby supporting the overall growth and 
adoption of peridynamics and nonlocal methods among the computational mechanics com-
munity and the practitioners it supports.
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Availability of Data and Material The example simulation presented in Section  3.5 are modified versions 
of example problems distributed with the Peridigm source code, which can be obtained from the Peridigm 
website [124].

Code Availability The Peridigm source code is freely distributed under a three-clause BSD license and is 
available at the Peridigm website [124].
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