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Abstract
Online hate speech represents a serious problem exacerbated by the ongoing 
COVID-19 pandemic. Although often anchored in real-world social divisions, hate 
speech in cyberspace may also be fueled inorganically by inauthentic actors like 
social bots. This work presents and employs a methodological pipeline for assess-
ing the links between hate speech and bot-driven activity through the lens of social 
cybersecurity. Using a combination of machine learning and network science tools, 
we empirically characterize Twitter conversations about the pandemic in the United 
States and the Philippines. Our integrated analysis reveals idiosyncratic relationships 
between bots and hate speech across datasets, highlighting different network dynam-
ics of racially charged toxicity in the US and political conflicts in the Philippines. 
Most crucially, we discover that bot activity is linked to higher hate in both coun-
tries, especially in communities which are denser and more isolated from others. We 
discuss several insights for probing issues of online hate speech and coordinated dis-
information, especially through a global approach to computational social science.

Keywords Hate speech · Social cybersecurity · Bots · Information maneuvers · 
COVID-19

Introduction

In the time of COVID-19, nations all over the world face not just a major public 
health crisis, but also a crisis of social relations [66, 82]. Especially in settings 
of entrenched inequalities and political polarization, the pandemic has exposed 
and exacerbated conflicts between social groups [31, 51]. In this work, we inves-
tigate how such dynamics play out in cyberspace. We specifically examine the 
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phenomenon of hate speech on social media, especially in relation to online disin-
formation [10, 20, 59]. In the context of a global pandemic, we ask to what extent 
the spread of online hate speech may be linked to bot-driven activities. We also 
probe what ends such information maneuvers may be instrumentalized toward, with 
consequences which extend beyond the digital sphere [5, 17, 70, 86].

This work bears several implications for understanding online hate speech in the 
context of the pandemic and beyond. We pivot from extant technical approaches of 
classifying hate speech [7, 35, 53], to theory-informed frameworks for character-
izing it in the context of large-scale social interactions and potential information 
maneuvers [44, 80, 84]. We also reflect on the value of taking a global approach 
to computational social science, especially in the context of international issues 
like COVID-19, with its universal yet also distinct and unequal impacts in societies 
worldwide [31, 51, 54].

In the succeeding sections, we offer an overview of related work in this area to 
lay the conceptual foundations for this paper. First, we discuss the problem of hate 
speech on social media. We highlight the importance of shifting from the prevailing 
concern with classification to applied settings of characterization [80, 84]. Second, 
we link our view of hate speech to the literature on bots and information maneuvers. 
We specifically situate our work within the emerging field of social cybersecurity, 
which underscores the multidisciplinary nature of looking at disinformation in terms 
of sociotechnical systems [11, 15, 22]. Finally, we zero in on the present context of 
the global pandemic. We frame existing theoretical and methodological frameworks 
in terms of our real-world case studies of the United States and the Philippines, two 
countries which face rampant public health and social issues in the time of COVID-
19 [26, 82].

Related work

Hate speech on social media: from classification to characterization

Hate speech has been broadly defined as abusive language that targets a specific 
group [30]. On social media, hate speech further proliferates in terms of highly con-
nected ‘highways’, such that different forms and communities of hate intensify each 
other [21, 44]. Online hate speech, thus, goes beyond a merely linguistic phenome-
non. It is also grounded in real-world divisions [64, 67]. Conversely, it also has real-
world impacts. Empirical research shows that online hate can predict offline hate, 
especially against minorities like Black and Muslim populations [5, 86]. Probing the 
psychological processes underlying these relationships, scholars have also found that 
repeated exposure to hate speech may increase levels of prejudice by making indi-
viduals desensitized to derogatory and exclusionary narratives about certain groups 
[50, 70]. These processes consequently lead to broader strains on intergroup rela-
tions and heightened political polarization [17].

Identifying hateful online behaviors, thus, represents an important task toward 
safeguarding the health of digital platforms and supporting community-based 
responses to countering toxicity [38, 55]. Major efforts from a computational and 
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natural language processing standpoint have focused on the task of automatically 
classifying hate speech [25, 35, 85]. Extensive progress has been made with regard 
to harnessing cutting-edge deep neural models to predict hate speech in text with 
a high degree of accuracy [7]. For example, innovative recent work trains word 
embedding approaches to account for the specific language of ‘othering’ used in 
hate speech to further improve prediction performance [2, 32].

Emerging literature in the social and computational sciences increasingly adopts 
the view that interpretability of models is likewise important [53]. In certain cases, 
the complex features of state-of-the-art neural models may make it challenging 
for researchers to understand the predictions made. From this standpoint, valuable 
approaches have also looked at simpler models which rely on theoretically enriched 
and engineered features. For instance, a valuable research area in psycholinguistics 
documents systematic and cross-cultural links between various patterns of word 
usage with behaviors and mental states [63, 76]. By employing more interpretable 
features, it becomes more straightforward to describe the social and communicative 
dynamics which underpin hate speech as it is used in context. This enables research-
ers to better understand not just which texts may be linked to hate speech, but also 
how they communicate hate, evolve in communities, and reinforce conflicts [3, 33, 
47, 50].

Hate speech in bot‑driven information maneuvers

Building on this broader research agenda of hate speech characterization, we further 
situate its spread within the context of potential information operations. Although 
digital platforms have often been hailed for their capacity to democratize public 
communication, they have also been scrutinized for the ways they facilitate disinfor-
mation by inauthentic actors such as social bots [10, 59]. Especially in recent years, 
social bots have played a noteworthy role in proliferating digital content pollution 
across a variety of contentious settings [34, 38, 69].

Given their ubiquity, social bots have also been defined in heterogeneous ways. 
A major definition in this area refers to bots as algorithms designed to automatically 
generate content and interact with human users [34]. Scholars note that many kinds 
of social bots display distinctive behavioral patterns to achieve concerted political or 
economic ends, including spamming, increasing the perceived following of a poli-
tician, or sowing discord [83, 87]. The literature also points out that some bots—
sometimes called cyborgs—are only partially automated, such that certain messages 
they send can attain a higher level of sophistication due to intermittent interventions 
by humans during real-time interactions [27, 80]. For the purposes of this work, and 
in line with the operationalizations embedded in tools described in Sect.  3.3, we 
align with this broadest sense of a social bot. Hence, social bots in this study refer to 
accounts using at least some level of automation to achieve informational objectives 
in the context of online social networks.

Social cybersecurity presents a computational social science framework for 
organizing the activities of social bots around specific information maneuvers 
[22]. Information maneuvers are broadly divided into two categories: narrative and 
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network maneuvers [11, 14, 15]. These are further subdivided into specific positive 
and negative strategies under the BEND framework as a heuristic. Narrative maneu-
vers have to do with shaping the way certain storylines play out in public discourse. 
Coordinated actors may seek to positively reinforce or negatively shut out certain 
perspectives in the online conversation [61, 75]. Positive maneuvers include the 
engagement of related storylines, the further explanation of a topic, or the excite-
ment and enhancement of a group (E). Negative maneuvers, on the other hand, seek 
to dismiss storylines, distort messages, or dismay and distract the concerned group 
(D).

Network maneuvers, on the other hand, aim to influence the structural features 
of social media interactions. By altering who talks to whom, information maneu-
vers may strategically shape the flow of information regardless of its content [8, 37, 
57]. Bots targeting such objectives may seek to make certain actors more influential 
or less influential. They may also aim to break up a community or inorganically 
link two communities together [4, 83]. These notions correspond to the positive 
maneuvers summarized as backing, boosting, bridging, and building (B); and nega-
tive maneuvers given by neutralizing, nuking, narrowing, and neglecting (N). Such 
maneuvers are instrumentalized toward diverse ends, including manipulating public 
opinion and exacerbating political unrest [16, 43, 78, 78].

This paper, thus, advances a view of hate speech as a complex social phenom-
enon which may be embedded in information maneuvers. Without discounting that 
the broader public may organically engage in hateful talk online [71, 72], the evi-
dence that bots exert significant influence in driving digital toxicity nonetheless 
makes it important for researchers to examine their potential impacts in the context 
of the pandemic [74, 79]. For instance, from a BEND perspective, bots can pro-
mote networked hate by building hate groups and backing hate-promoting opinion 
leaders. In addition, they could shape narratives through various maneuvers such as 
distort or dismay to increase the volume of messages spreading hate. We therefore 
conceptualize bot-driven hate in line with an analytical perspective harnessing both 
the computational and social sciences [49, 52, 82].

Global hate during the pandemic: The United States and the Philippines

Against the backdrop of the COVID-19 pandemic, the foregoing insights become 
important on a global scale. Emerging studies have looked at how the pandemic has 
fueled racialized and xenophobic tensions [31, 51]. In particular, because the first 
notable outbreaks happened in China, it has become a major concern whether online 
talk stokes sinophobia [73, 89]. Months into the pandemic, the objects of conflict 
have also evolved, accounting for the politically heated landscape of institutional 
pandemic response and growing disparities in equitable treatment delivery [42, 54].

Within specific geopolitical landscapes, the dynamics of online hate and disinfor-
mation may vary. In the United States, robust scholarship tackles the potential influ-
ence of foreign influence campaigns [6, 9]. Known operations, for example, have 
stoked online conflicts in relation to wider racial divisions [4, 89]. Meanwhile, in 
the Philippines, international tensions with China may also play a role in shaping 



449

1 3

Journal of Computational Social Science (2020) 3:445–468 

racially charged online hate [58, 78]. However, in view of well-documented evi-
dence that disinformation in the Philippines is primarily domestic and state-spon-
sored, information maneuvers may also play a role in primarily political conflicts 
[62, 79].

Common between the two countries, however, are a combination of hyperpar-
tisanship among polarized publics, the rise in populist-authoritarian leadership, 
and sustained challenges in curbing the pandemic [1, 68, 81]. At the time of writ-
ing in mid-September, the US faces the largest number of COVID-19 cases in the 
world, while the Philippines has some of the highest in Southeast Asia [88]. Taken 
together, these factors may contribute to the proliferation of hate speech during a 
volatile political and economic historical moment, especially towards locally mar-
ginalized groups.

In this work, we seek not only to characterize hate speech in the context of poten-
tial bot-driven activities, but also to compare their dynamics across two distinct 
geopolitical settings. This affords us a more holistic and diverse view of the digital 
landscape amid a planetary crisis like COVID-19. It also helps us advance a more 
complete practice of computational social science in extending beyond the pre-
dominant focus on Western, Educated, Industrialized, Rich, and Democratic nations 
(WEIRD) [39, 41]. These bear implications we discuss further in our concluding 
sections.

Data and method

Data collection

Online conversations around the COVID-19 pandemic were collected using Twit-
ter’s REST application programming interface (API) updated on a daily basis. We 
used search terms about the pandemic in the Philippines and the US. Localized 
hashtags were used to delineate tweets of interest, specifically ‘#COVID19PH’ for 
the Philippines and ‘#COVID19US’ for the US. To enforce reasonable comparabil-
ity between the datasets, hashtags which were not geographically specific to either 
the US or the Philippines were not included, such as #Wuhanvirus, #Chinavirus, and 
#coronavirus, which related studies have otherwise used [36, 89]. In this manner, 
we sought to delineate our study to discourse surrounding the mainstream, country-
specific hashtag related to the topic. For the comparative purposes of our study, all 
data on the US and all data on the Philippines were processed in parallel; that is, 
datasets were treated separately from each other with comparisons drawn after ana-
lytical strategies were implemented.

We continued data collection over a 75-day period from March 5 to May 19 of 
2020. For parsimony, data were strategically time-bound before the emergence of 
the ‘#BlackLivesMatter’ protests, which also impacted public discourse worldwide. 
We stored user metadata, tweet metadata, data on user interactions, and data about 
the hashtags and URLs each tweet used. Twitter interactions in this work collectively 
refer to the sum of retweets, replies, mentions, and quotes. Retweets were included 
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to capture the intuition that they account for the amplification of certain messages 
over others. Hashtags were also retained for all subsequent textual analysis.

The final datasets consisted of 12 million tweets featuring 1.6 million users in the 
US, and 15 million tweets featuring 1 million unique users in the Philippines. Larger 
datasets have been collected with more universal and dynamically updated search 
terms [24]. However, for the purposes of this work, it was important to hold con-
stant the geographically specific nature of the conversation; thus, we maintained this 
smaller, yet more theoretically appropriate dataset for analysis [60]. It is important 
to note that state-level terms were not included in the US collection stream; thus, the 
data on the US may represent a smaller fraction of American pandemic talk, focus-
ing on people discussing the pandemic in relation to the nation at large. Future work 
may probe whether the bot-driven hate dynamics found here extend more broadly.

Hate speech classification

Hate speech scores were assigned to each tweet using a machine learning algorithm. 
For user-level analysis, we obtained the average hate speech score assigned to all 
tweets by the account within the time interval under consideration. Our model uti-
lized handcrafted linguistic features using the Netmapper software [11, 79, 80]. 
These features included lexical counts of pronouns, abusive terms, exclusive terms, 
absolutist terms, and identity terms, among others based on prior scholarship linking 
language use to psychological states [63, 76]. Second-order interactions were also 
added to capture the co-occurrence of various linguistic features in a given tweet. 
We performed this feature enrichment in a multilingual setting, capturing counts 
for English words as well as common languages in the Philippines (e.g., Tagalog, 
Cebuano).

Our model was trained on a seminal benchmark dataset for hate speech [30]. This 
dataset had three labeled classes for training in a supervised setting: (a) hate speech, 
(b) offensive speech, and (c) regular speech. A crucial consideration here is the dis-
tinction between hate speech and offensive speech, as the latter may include abusive 
terms which are not necessarily targeted toward any specific groups. By generating 
predictions for both labels, we mitigate false positives. However, we note that this 
may also conversely impose overly stringent predictions for hate speech, resulting in 
some level of underprediction [30]. For this purpose, we also consider predictions of 
offensive language in some of our analysis.

Across several experiments, the best model was a random forest classifier achiev-
ing over 80% performance in terms of micro-averaged and weighted F1 to account 
for class imbalance. For the same reason, training was also performed with oversam-
pling on the training set. While more performant models could be designed using 
state-of-the-art neural network architectures, we followed practical arguments in 
recent work advocating interpretability to perform hate speech prediction at scale 
with theoretically motivated features [53].

Table 1 summarizes the performance of our chosen model relative to a random 
baseline, a heuristic baseline, and a regularized logistic regression baseline. The ran-
dom baseline was evaluated as the average performance obtained using a random 
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permutation of true labels. Anchored in the conceptual definition of hate speech 
[30], the heuristic baseline is set up as follows: we predict hate speech if there is at 
least one abusive term and one identity term, we predict offensive language if there 
is at least one abusive term but no identity terms, and we predict regular speech 
otherwise. For logistic regression, we tested different values for the regularization 
parameter. For the random forest model, we tested different numbers of estimators 
from 5 to 100 in increments of five.

Bot prediction

Bot scores were also assigned to each user using the BotHunter algorithm [11, 13]. 
BotHunter also relies on a random forest classifier trained on several labeled datasets 
of known social bots. Adopting a tiered structure, BotHunter progressively leverages 
account information, network information, and dynamic features to generate perfor-
mant bot predictions. It has been successfully used to understand various domestic 
and international influence campaigns [14, 16, 78, 80].

BotHunter was the preferred bot prediction algorithm in this study due to its scal-
ability and reliable accuracy over large and diverse datasets. In the context of this 
study, we do not retrain the BotHunter model. However, BotHunter uses a variety of 
annotated examples from diverse domains, including a bot attack on NATO, known 
Russian accounts associated with the Internet Research Agency (IRA) which inter-
fered in the 2016 US elections, and a large dataset of known suspended accounts 
[12]. Experiments show good domain generalizability across a variety of different 
types of bots in different contexts. Detailed training specifications and generalized 
performance on different domains are examined in prior work, but are beyond the 
scope of the present study [11, 12].

Identity analysis

To determine the targets of hate speech, we employed an identity-based approach 
[17, 50]. Past research had developed a comprehensive lexicon of identity terms 
which have also been made available on the Netmapper software [23, 45]. Each 
identity term in the lexicon was further subdivided into four classes: political identi-
ties (e.g., senator, president), gendered identities (e.g., women, transgender), racial/
nationality identities (e.g., Black, Filipino), and religious identities (e.g., priest, 

Table 1  Evaluation of simple 
classifiers for hate speech using 
second-order psycholinguistic 
features

Numbers in bold indicate the model with the best predictive perfor-
mance
Subsequent analysis uses the best-performing random forest model

Classifier Micro F1 Weighted F1

Random baseline 0.6262 0.6269
Heuristic baseline 0.6880 0.7236
Logistic regression 0.6342 0.6961
Random forest 0.8417 0.8293
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imam). Subclasses were based on related work on hate speech and social media 
identity prediction more generally [46, 65]. Acknowledging that identities are inter-
sectional [28], this subcategorization scheme was set up such that each identity term 
could be assigned any combination of the four identities mentioned above. Each 
tweet was also assigned an identity score based on the number of times it invoked 
each subclass of identity term.

Social network analysis

We use the ORA software to conduct social network analysis on our datasets [23]. 
For a given time t, we represented the Twitter conversation for a given country c 
using a graph Gc

t
=

(

Vc
t
,Ec

t

)

 . For the purposes of the present analysis, we divided 
our data into daily datasets. Here, Vc

t
 represents the set of Twitter accounts repre-

sented in the data at the specified time, which act as nodes in the network. Mean-
while, Ec

t
 represents the edges between nodes, representing the interactions between 

users. Edges were weighted by the sum of all Twitter interactions within the time 
period consisting of quotes, mentions, replies, and retweets.

Network influence

We used the network representations described above to obtain measures of degree 
centrality, closeness centrality, betweenness centrality, and eigenvector centrality 
using the ORA software [11, 19, 40]. Centrality metrics on social networks capture 
varied notions of how important each actor is in the spread of information.

Total degree centrality in this context captures the extent to which users are 
engaged in all kinds of Twitter interactions. Betweenness centrality denotes how 
much accounts act as bridges, thereby connecting relatively distinct groups. Eigen-
vector centrality corresponds to the degree to which certain accounts interact with 
other influential accounts. Finally, closeness centrality gives us an idea about how 
much agents control overall information flow in the network. Results pertaining to 
network influence paint a holistic picture of whether more hateful users were suc-
cessful in accruing network influence, especially if they were more bot-like.

Cluster analysis

Finally, to view hate speech and bot activity in the context of localized interactions, 
we performed community detection using the Leiden algorithm [77]. The Leiden 
algorithm advances the state of the art in network clustering over the more com-
monly used Louvain method [18]. Intuitively, it aims to partition a given social 
network into smaller groups such that agents in the same cluster are more likely to 
interact with each other than with agents from other clusters. With guarantees to 
produce well-defined clusters, the Leiden algorithm automatically selects the opti-
mal number of communities in a network. It also boasts faster runtime even with 
large datasets.
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Localizing our analysis in terms of Leiden groups conceptually aligns with 
broader understandings of social media dynamics. Despite the large-scale nature of 
online conversations, most agents are exposed only to information within specific 
communities [8, 37, 79]. Thus, it is valuable to examine how bot activities and hate 
speech co-vary on the cluster level alongside the global analysis offered by the cen-
trality measures discussed above.

Clusters may additionally be characterized by a variety of metrics. Size is a basic 
measurement of how many agents have been assigned to a given cluster. The E/I 
index provides a measure of how exclusively agents in a cluster interact with each 
other versus those in other clusters [48]. Values closer to +1 indicate that the clus-
ter interacts with agents outside their cluster; whereas values closer to -1 suggest 
that agents are siloed in their interactions. Finally, the Cheeger constant measures 
the amount of bottleneck behavior, with higher values indicating that information 
may be concentrated among a smaller number of nodes relative to the rest [56]. We 
implement several regression models to determine the relationship of these commu-
nity features with bot activity and hate speech.

Results

Overview of bot and hate scores

Our first set of results presents BotHunter and hate speech predictions on our two 
datasets. Table 2 suggests that levels of bot activity and hate speech are comparable 
across the two contexts. Using a standard 80% BotHunter threshold [78, 79], we 
note that while a larger proportion of tweets are produced by bots in the US dataset, 
we captured more bot tweets in raw numbers in the Philippine dataset. Conversely, 
while a larger number of bot users were found in raw numbers in the US, the Phil-
ippines had a greater proportion of bot users. Collectively, these initial predictions 
suggest that bots were tweeting at a more prolific rate in the Philippines compared 
to the US.

Table 2  Summary of datasets with BotHunter, hate speech, and offensive speech scores

For this table, an 80% probability threshold was used to classify a user as a bot. Bot tweets refer to tweets 
produced by bots predicted by the same threshold. Parentheses provide dataset proportions for BotHunter 
predictions and standard deviations for hate speech and offensive speech scores

Dataset Bot predictions Hate scores Offensive scores

Tweets Users Tweets Users Tweets Users

US 3.026 M
(26.31%)

237 K 
(14.91%)

0.1023 
(0.0769)

0.1073 
(0.0656)

0.2773
(0.1519)

0.2914 
(0.1418)

PH 3.436 M 
(21.73%)

150 K 
(15.70%)

0.0896 
(0.0717)

0.0924 
(0.0600)

0.2672
(0.1375)

0.2836 
(0.1180)
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Table  2 shows the mean scores obtained for both hate speech and offensive 
speech. Average scores were consistently higher in the US for hate speech and 
offensive speech, both on the tweet level and on the user level. Overall, however, 
hate speech and offensive speech distributions are skewed to the right, although 
the average value for offensive speech is higher than that of hate speech. This 
indicates that, despite the relatively neutral choice of search terms used during 
data collection, offensive talk is relatively common in both datasets. Cases of hate 
speech with high probability, however, are quite rare [89].

Four months after data collection, we found that a notable percentage of 
accounts were no longer active on Twitter. Suspensions accounted for 5.96% of 
the accounts in our US dataset, and 5.18% of the accounts in our Philippine data-
set. Offering some validation for our model predictions, Welch two-sample t tests 
established that in the US, suspended accounts had higher BotHunter probabilities 
( t = 41.82, p < 0.001 ), and higher scores on offensive speech ( t = 8.04, p < 0.001 ). 
Interestingly, no significant difference was found in levels of hate speech between 
suspended and non-suspended accounts in the US. Meanwhile, in the Philippines, 
we saw that suspended accounts consistently had higher BotHunter probabili-
ties ( t = 18.78, p < 0.001 ), hate speech scores ( t = 6.55, p < 0.001 ), and offensive 
speech scores ( t = 9.43, p < 0.001).

Taken together, we observe different patterns between the two datasets in pre-
dicting whether an account was suspended based on these factors. Figure 1 visu-
alizes the coefficients of a logistic regression model which predicts the binary 
suspension outcome based on BotHunter probabilities, hate speech scores, and 
offensive speech scores. Here, we see that accounts in the US dataset were more 
likely to be suspended if they had higher bot probabilities. Higher hate speech 
scores and higher offensive speech scores also predicted suspension in the US, 
but not as strongly for accounts that were also bot-like. Meanwhile, in the Philip-
pines, higher suspension probability was observed for accounts that were bot-like, 
that expressed offensive speech, or that were both bot-like and expressing hate 
speech.

US Philippines

−1 0 1 2 −1 0 1 2

Bot x Offensive

Bot x Hate

Offensive Score

Hate Score

Bot Probability

Effect on Suspension Probability

Suspension Analysis

Fig. 1  Coefficients of a logistic regression model predicting whether an account is suspended based on 
its BotHunter probability, its hate speech score, and its offensive speech score. Error bars represent 95% 
confidence intervals
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Tweet‑level and user‑level correlations

On both the basic tweet and user levels, we find no evidence of correlation between 
bot activity and levels of both hate speech and offensive speech. Pearson correlation 
coefficients estimated for all relationships are summarized in Table 3, all indicating 
near-zero values with statistical significance. Thus, overall, tweets from more bot-
like users were not necessarily more hateful or more offensive.

On balance, these initial results suggest that on a basic tweet or user level, clear 
conclusions are difficult to draw about the behavior of bots in relation to hate speech. 
In both the US and the Philippines, the large-scale public discourse triggered by the 
pandemic encompasses massive numbers of participants. Considering our findings, 
we observe that moments of crisis may trigger relatively common offensive or inap-
propriate content, but tweets by bots will not be the only ones expressing toxicity. 
Hence, we suggest the importance of accounting for the localized interactional set-
tings in which both bot activity and hate speech occur. We tackle these questions in 
the succeeding sections.

Are hateful bots more influential?

In the succeeding prose, we use the term high-hate bots to refer to users with BotH-
unter scores above our designated threshold of 80%, and hate scores in the highest 
quartile in our dataset. We assume that users with BotHunter scores with less than 
80% are humans. Furthermore, we consider low-hate users based on the lowest quar-
tile of hate speech scores; and mid-hate users in terms of the remaining two quartiles 
of the dataset, respectively. Through this approach, we identify low-hate bots and 
mid-hate bots, as well as humans with low-hate, mid-hate, and high-hate designa-
tions. We then examine their mean centrality scores to assess their relative influence 
in the dataset.

Figure 2 summarizes these results. For comparability, values are expressed rela-
tive to the maximum for each centrality score, which is linearly normalized to 1. 
Highlighting our social cybersecurity lens, we look at how different patterns of 
betweenness, closeness, eigenvector, and total degree centrality correspond to differ-
ent relationships of bot activity and hate speech.

Bot hate and influence in the US

In the US, we find that low-hate bots have higher betweenness centrality than low-
hate humans, but high-hate bots have lower betweenness centrality than low-hate 

Table 3  Tweet- and user-level 
correlation coefficients between 
BotHunter scores and hate 
speech/offensive speech scores

Dataset Bot-to-hate Bot-to-offensive

Tweets Users Tweets Users

US − 0.0365*** − 0.0161*** − 0.0518*** − 0.0124***
PH − 0.0030*** − 0.0238*** − 0.0242*** − 0.0066***
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bots. Hence, it appears that bots act more successfully as bridges when they express 
low levels of hate, but when they do express high levels of hate, they are more 
embedded within a single local neighborhood of the social network.

Closeness centrality suggests that the most well-distributed actors in the net-
work—and, therefore, holding significant influence over network information 
flow—are low-hate humans and high-hate bots. This suggests two major faces of 
the US conversation about the pandemic, with one view controlled by organic, non-
hateful users, and the other controlled by inorganic, hateful users.

Bots also consistently appear to have higher eigenvector centrality than their 
human counterparts, regardless of their level of hate. Thus, it seems that bots in the 
US conversation are interacting with other accounts which interact actively with 
others. These behaviors broadly align with positive network maneuvers under the 
BEND framework, whereby bots may seek to amplify their messages by swarming 
the interactions of network influencers.

Finally, we see that as hate increases, the total degree centrality of bots steadily 
decreases. Conversely, especially for high-hate humans, the total degree centrality 
of humans increases markedly. Hence, the most active accounts in propagating hate 
within Twitter interactions in the US are not actually bots, but humans.

Bot hate and influence in the Philippines

Meanwhile, in the Philippines, centrality measures feature consistently different 
patterns, suggesting a distinct information landscape of hate and bot activity. Over-
all, humans had higher betweenness centrality and total degree centrality than bots, 
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scores. Bot predictions are based on an 80% probability threshold
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regardless of their level of hate. The former result means that humans acted more as 
bridges between groups in the Philippine conversation, while bots were more likely 
to be focused on a single local neighborhood of the social network. The latter result, 
on the other hand, indicates that humans were also consistently the most engaged in 
all kinds of interactions with others.

That being said, we note that both betweenness centrality and total degree central-
ity also steadily increased as levels of hate increased. Hence, regardless of whether 
the account was a bot or a human, more hateful users served more powerful bridging 
functions between groups, and engaged in higher overall levels of Twitter interaction 
with others.

For closeness centrality, we observed only minor differences across the categories 
under observation. In general, however, bots tended to have higher closeness central-
ity than their human counterparts at comparable levels of hate. This indicates that 
information flow in the Philippine Twitter conversation around the pandemic tended 
to be controlled slightly more by inauthentic accounts, as these were more well-dis-
tributed throughout the social network.

A similar picture is seen in terms of eigenvector centrality. Bots also consist-
ently had higher eigenvector centrality than their comparable human counterparts, 
indicating that they interacted with other influential others more often. But as hate 
increased, bots had lower eigenvector centrality; humans, on the other hand, had 
higher eigenvector centrality. This suggests that more hateful bots were less likely 
to interact with influencers in the conversation, but more hateful humans were more 
likely to do the same.

Whom do hateful bots target?

In our third set of results, we further characterize bot–hate dynamics during the pan-
demic in terms of the identity groups that they target. Following the general under-
standing of hate speech as toxicity aimed toward specific groups, higher mentions of 
specific identity types among more bot-like and hateful users are suggestive of more 
consistent targeting. Our measurements are summarized in Fig. 3. We use the same 
nomenclature to describe low-hate, mid-hate, and high-hate bots and humans. No 
normalization is conducted here, however, since all measures are on the same scale 
and order of magnitude. This additionally facilitates ordinal comparison of the most 
targeted identity groups.

As expected, for both datasets, more hateful users mention more identity terms 
across all categories. Based on a series of one-way ANOVAs, the results are consistent 
across gendered (US: F = 13940, p < 0.001 ; Philippines: F = 103235, p < 0.001 ), 
religious (US: F = 2883, p < 0.001 ; Philippines: F = 74937, p < 0.001 ), political 
(US: F = 96901, p < .001 ; Philippines: F = 168914, t < 0.001 ), and racial identities 
(US: F = 368997, p < 0.001 ; Philippines: F = 56364, p < 0.001 ). Generally, bots 
also follow the same ordinal trend with regard to which identity subclasses are targeted 
for both the US ( r = 0.996, p < 0.001 ) and the Philippines ( r = 0.999, p < 0.001 ). In 
other words, within the same country, bots and humans are discussing the same iden-
tity targets at similar levels.
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In the US, the most salient identity category has to do with race and nationality. 
Less bot-like, yet high-hate accounts mention race and nationality identities more 
than their more bot-like counterparts. But among low-hate users, bots mention race 
and nationality more than humans. This may indicate that more hateful users are 
already engaged in racially charged discussion, while inauthentic accounts may seek 
to boost such discussions among non-hateful users.

Bots in the US are also more likely to mention political identities across the 
board, especially in more hateful messages. This points to more concerted attempts 
by inauthentic accounts to heighten politically charged conflicts amid the pandemic. 
For gendered and religious identities, we observe relatively low values for all cate-
gories, indicating that these may not be salient targets of conversation in either hate-
ful or less hateful talk.

In the Philippines, on the other hand, political identities comprise the most prom-
inently discussed group. Political identities featured especially in more hateful dis-
cussions, especially when users were more bot-like. Even among non-hateful users, 
however, political identities were likewise frequent targets of discussion, even more 
among humans than among bots. None of the other identity categories had particu-
larly prominent discussion across more and less bot-like and hateful users. It is par-
ticularly noteworthy here that the salience of race and nationality is quite low, in 
comparison to its ubiquity in the US discussion.

Extending this comparative standpoint, it is also worth remarking that political 
identities—the most salient category in the Philippines—is discussed with identity 
scores in the 0.20–0.30 range for mid-hate and high-hate users. In contrast, identities 
associated with race and nationality are discussed in the US at a much higher rate 
with scores over 0.40 among high-hate users. This indicates that the difference in the 
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targeting behavior of hate speech between countries is not just qualitative. It is also 
quantitative, with topics of race and nationality brought up over 50% more in the US 
than the most contentious political identities in the Philippines.

Does bot activity predict community hate?

We now consider whether there exist links between bot activity and hate speech on 
a community level. As shown in Sect. 4.2, no strong relationship exists on a tweet 
level or a user level for bot activity and hate speech. Literature on the community-
level dynamics of social media interactions, however, suggests that attention to 
localized relationships may unearth valuable insights for social cybersecurity [15, 
79].

Thus, we explore the relationship between hate speech and bot activity on the 
level of Leiden groups. Trivial clusters made up of isolates and pendants were 
removed to avoid analysis of degenerate groups. Given each social network for a 
given day, we note that Leiden grouping produced an average of 898 clusters in the 
US, with overall numbers ranging from 105 at the minimum to 2620 at the maxi-
mum. In the Philippines, Leiden grouping produced an average of 347.5 clusters, 
ranging overall from 44 to 1485 clusters on any given day in our dataset.

Accounting further for network maneuvers under the BEND framework, we set 
several cluster features described in Sect. 3.5 as additional predictors. We conduct 
this analysis over all Leiden groups derived for each time period, without accounting 
for temporal dynamics. These may be explored in subsequent work.

Table 4 summarizes the findings from our regression analysis. Community-level 
scores for hate and bot activity are computed as follows. We first let hi,1, hi,2,… , hi,n 
be the predicted hate scores for each user in Leiden group i with ni accounts. Next, 
let bi,1, bi,2,… , bi,n likewise represent their BotHunter scores. Then, the community-
level hate score is given by h̄i =

1

n

∑

j hi,j and the community-level bot score is given 
by b̄i =

1

n

∑

j bi,j . Model 1 reports the base model without interaction effects. Model 
2 includes all interactions between cluster features and community-level bot score. 
Model 3 optimizes the number of coefficients for parsimony by stepwise AIC back-
ward selection. Results on both countries are reported separately.

Across both the US and the Philippines, we uncover a distinct find-
ing: that higher community-level hate is predicted by the interaction of high 
community-level bot activity and high cluster density. These effects are sig-
nificant in Model 2 for each country (US: b = 0.065, SE = 0.019, p < 0.001 ; 
Philippines: = 0.169, SE = 0.031, p < 0.001 ), as well as in Model 3 after 
AIC backward selection (US: b = 0.065, SE = 0.019, p < .001 ; Philippines: 
b = 0.166, SE = 0.031, p < 0.001 ). Overall, this suggests that bots spread hate most 
effectively in tightly connected groups.

Optimized in Model 3, the commonality of this finding across the two 
countries is especially important given the main effects of bot score (US: 
b = −0.103, SE = 0.021, p < .001 ; Philippines: b = −0.041, SE = 0.007, p < 0.001 ) 
and density (US: b = −0.045, SE = 0.011, p < 0.001 ; Philippines: 
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b = −0.091, SE = 0.018, p < 0.001 ) alone. These estimates suggest that higher lev-
els of bot activity in a non-dense community may not be associated with high hate 
scores; conversely, highly dense communities without much bot activity may also 
not be associated with more hate speech. Instead, it is the combined presence of 
high bot activity and frequent internal interactions predict greater levels of hate.

Furthermore, in the US, Model 3 shows that higher community-level hate is like-
wise predicted by the interplay of increased bot activity and decreased E/I indices 
( b = − 0.074, SE = 0.022, p < 0.001 ). This further underscores the community-
level dynamics of bot-driven hate. Here, higher bot activity in clusters with low 
E/I indices suggests salient bot interactions in echo chamber-like groups. Bots in 
the US conversation thus spread hate in dense and isolated groups. We additionally 
note that these effects are derived controlling for cluster size and Cheeger scores. 
These respectively indicate that the observed effects were consistent across differ-
ently sized clusters; and that whether or not interactions were concentrated on a few 

Table 4  Summary of regression analysis for community-level bot activity and hate

Coefficients reported are unstandardized.
*p < 0.05 , **p < 0.01 , ***p < 0.001

Variable Model 1 Model 2 Model 3

US
Intercept 0.096 (0.007)*** 0.136 (0.038)*** 0.143 (0.013)***
Bot Score − 0.016 (0.001)*** − 0.092 (0.063) − 0.103 (0.021)***
Size 0.000 (0.000) 0.000 (0.000) 0.000 (0.000)
Density − 0.009 (0.003)** − 0.045 (0.011)*** − 0.045 (0.011)***
E/I Index − 0.034 (0.007)*** − 0.002 (0.038) 0.005 (0.013)
Cheeger Score 0.011 (0.008) 0.025 (0.056) 0.016 (0.008)
Interactions
Bot × Size − 0.000 (0.000) –
Bot × Density – 0.065 (0.019)*** 0.065 (0.019)***
Bot × E/I – − 0.063 (0.063) − 0.074 (0.022)***
Bot × Cheeger – − 0.017 (0.092) –
Philippines
Intercept 0.068 (0.007)*** 0.063 (0.059) 0.087 (0.008)***
Bot Score − 0.017 (0.002)*** − 0.010 (0.098) − 0.051 (0.007)***
Size 0.000 (0.000) 0.000 (0.000) –
Density 0.003 (0.005) − 0.093 (0.018)*** − 0.091 (0.018)***
E/I Index − 0.041 (0.007)*** −0.066 (0.059) − 0.042 (0.008)***
Cheeger Score 0.028 (0.007)*** 0.094 (0.069) 0.064 (0.025)*
Interactions
Bot × Size – 0.000 (0.000) –
Bot × Density – 0.169 (0.031)*** 0.166 (0.031)***
Bot × E/I – 0.031 (0.099) –
Bot × Cheeger - − 0.108 (0.114) − 0.058 (0.038)
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influential accounts did not significantly dictate the relationship between bots and 
hate speech.

Finally, in the Philippines, Model 3 shows a main effect for E/I index 
( b = − 0.042, SE = 0.008, p < 0.001 ). This indicates that hate proliferates in the 
Philippines in echo chamber-like communities. This pattern is moreover irrespec-
tive of bot activity given that the backward selection process removes the interaction 
effect between bot scores and the E/I index entirely. A significant main effect was 
also detected for Cheeger scores ( b = 0.064, SE = 0.025, p < 0.05 ). Thus, bottle-
necking behavior also predicts more hate; that is, in communities where discussion 
is dominated by a few users, hate is more likely to proliferate.

Discussion

This study presented an empirical analysis of online hate speech in relation to bot 
activity in the context of the COVID-19 pandemic. Comparing case studies of the 
US and the Philippines, we found that bot-driven hate features idiosyncratic dynam-
ics across contexts, but may also be linked to common sociotechnical processes. In 
the succeeding sections, we discuss the implications of these findings in relation to 
the broader literature, highlighting our contributions not only to extant scholarship 
on hate speech and disinformation, but also to computational social science more 
broadly.

Integrative approaches to online hate and disinformation

Prevailing approaches to online hate speech have focused on identifying it as a lin-
guistic phenomenon [7, 35, 84, 85]. In this work, we show how these methods can 
be reoriented toward the more situated task of characterizing hate speech in the 
concrete setting of understanding COVID-19 discourse [53]. Distinct studies have 
previously focused on the targeted nature of hate speech [2, 32, 33], its spread in 
communities [44, 47], and the potential role of social bots [69, 74]. Our work dem-
onstrates a unified framework for viewing these phenomena as interlinked processes, 
thereby generating rich insights by examining their interplay.

In comparison to related studies, we found that our estimate of bot activity 
represented slightly lower levels than the proportions found by a related study 
on the COVID-19 pandemic, which predicted that 40.4% of all messages were 
bot-generated [36]. In a more extreme case, another study linked to spam activ-
ity surrounding financial microblogs posited an even higher proportion of around 
71% bot activity [29]. However, our estimates do remain higher than the baseline 
reported in an earlier landmark study of bot activity, which estimates bot activity 
at around 9–15% [83]. Hence, our findings concur with the overall assessment 
that bot activity is higher during the pandemic relative to a general baseline. We 
surmise that the lower proportion may be due to the mainstream hashtags used 
in our data collection, whereas adjacent work on the pandemic has consciously 
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analyzed hashtags with potentially incendiary implications to begin with, such as 
those which explicitly link the virus to China [89].

At the core of our findings, we underscore the embedded nature of online hate 
speech within large-scale interactional contexts and potential information maneu-
vers. In particular, we show that the relationship between bot activity and hate 
speech may not be straightforward on a tweet level, but must account for global 
as well as localized group structures. Comparing the US and Philippine cases, our 
measurement of network centrality metrics captured how hateful bots may orient 
toward distinct strategies or achieve varied levels of success in accruing influence 
and participating in the conversation more broadly. Context-specific distinctions 
notwithstanding, we emphasize two overarching insights gleaned from this analy-
sis. First, bots—especially hateful bots—are influential and control major aspects 
of information flow in the pandemic conversation. Second, humans play a sig-
nificant role in the spread of hate speech; recognition of organic participation in 
online toxicity will, thus, be vital for considering avenues for its mitigation [71].

Identity-based analysis of hate speech targets likewise showed the unique ways 
hate speech may be instrumentalized. Directing hate at particular racial or eth-
nic minorities—racial hate—may orient toward sowing conflict and deepening 
intergroup divisions. Meanwhile, directing hate at particular political leaders—
political hate—may orient toward weakening trust in government institutions and 
extant leadership. Although united by a common overarching phenomenon, these 
two types of hate may also have distinct downstream real-world consequences. 
Recognizing the diverse nature of online hate, thus, helps to disentangle the dis-
tinct ways the pandemic exacerbates societal fractures. In the context of infor-
mation operations, they also shed light on underlying strategic objectives which 
direct tactical maneuvers in cyber warfare [15, 22].

But while the above results highlight nuanced, separate mechanisms character-
izing online hate speech, we also uncovered common, potentially more universal 
processes. By paying attention to community level dynamics, we systematically 
showed shared conditions for the increase of hateful talk in public discourse. In 
line with extant theories of extreme communication, we specifically demonstrated 
the joint associations of more isolated communication and inauthentic bot activ-
ity with greater toxicity [8, 64, 70]. These insights also compellingly emphasize 
that narrative-based and network-based information maneuvers be studied in a 
complementary fashion, as manipulation of information flow in this case appears 
to relate strongly with shifting toxicity and aggression in the online conversation.

From a methodological standpoint, we finally remark on the wide variety of 
tools used to further understand online hate speech dynamics. More specifically, 
we show how machine learning, network science methods, as well as insights 
from social scientific theory can be used to better understand online hate speech 
as it spreads ‘in the wild’ [45, 63, 76, 80]. Burgeoning literature on online dis-
information and social cybersecurity advocates such integrated approaches to 
understanding sociotechnical problems like online hate speech [15, 22, 34]. This 
work illustrates how key principles of multidisciplinarity and interoperability 
may be applied in practice.
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Toward global computational social science

The foregoing insights were facilitated specifically by adopting a global approach 
to computational social science [49]. By paying attention to multiple contexts, we 
situated our findings within a comparative frame, thereby allowing us to see which 
outcomes may be idiosyncratic to certain geopolitical settings, and which observed 
mechanisms may potentially be more general [79]. Furthermore, by situating online 
conversations within these geopolitical milieus, we were afforded more contextual-
ized analysis.

For instance, observing higher levels of racial hate in the US, but not in the Phil-
ippines, made sense in relation to known societal conditions delineating the two 
nations [20, 37, 58]. While political polarization does indeed represent a serious 
problem for both nations [1, 8, 81], the multicultural setting of the US points to a 
fertile ground for racialized hate in a way that may not be comparable in the Philip-
pines [5, 28, 44, 89]. These findings also usefully show the localized boundaries of 
universally framed claims about the rise of racist discourse in relation to COVID-19 
[73]. Our work, thus, usefully joins burgeoning scholarship aiming to extend beyond 
predominantly WEIRD populations in the social sciences, computational and other-
wise [39, 41]. As we hoped to demonstrate, this further strengthens our understand-
ing of phenomena which are increasingly borderless yet may nonetheless feature 
unique dynamics within specific contexts.

Against the backdrop of the pandemic, both contexts face significant challenges at 
controlling outbreaks, and have extensively documented cases of online disinforma-
tion disrupting conversation in the public sphere [4, 9, 16, 62, 78, 88]. Our findings 
point to crucial evidence of social conflicts exacerbated under these conditions, both 
organically as well as inorganically. As researchers seek to understand the pandem-
ic’s impacts as an issue of both public health and societal importance more broadly, 
we suggest that these insights also matter for cultivating healthier digital ecosystems 
beyond the pandemic [15, 22, 55], as well as responding to genuine inequities which 
exist offline [10, 31, 51, 54]

Limitations and future work

Finally, this research features several limitations which likewise point to poten-
tial future work. First, we consider that our reliance on machine learning algo-
rithms assumes comparability in the distributions of quantities we train our 
models on and the quantities which emerge in the real-world setting we examine 
here. Although we used relatively general training data and achieved performant 
experimental accuracy [13, 30], we note that COVID-19 represents an unprec-
edented phenomenon which may feature new and distinct patterns of public dis-
course. Thus, although we are confident in the broad patterns discerned in our 
analysis, individual predictions may feature errors unaccounted for given the 
novelty of the event being studied. Further work may aim to deepen the charac-
terizations we offer here especially through qualitative assessment of predictions 
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in relation to empirical observations. As models continue to evolve to adapt to 
dynamic phenomena, future methods may also be improved through attention to 
these idiosyncrasies.

Second, we point out that in line with our global approach, more drill-down anal-
ysis may be warranted to deepen our understanding of online hate and disinforma-
tion as complex sociotechnical phenomena. Our findings on both network influence 
and identity targets not only capture systematic tendencies in the data, but they also 
point to more complex social processes which our methods are not designed to cap-
ture. Highlighting the multidisciplinary nature of social cybersecurity and computa-
tional social science more broadly, our work points to promising avenues for future 
work in this area. More specifically, psychological processes of responding to hate 
in the community-level context of inauthentic bot activity [17, 50] may be further 
probed in more controlled settings. Pivoting to the societal level of analysis, more 
macrosocial explanations regarding the differences in racially charged versus politi-
cally contentious hate in the US and the Philippines may also be explored [26, 54, 
61].

Third, considering the large-scale nature of the global conversation about the 
pandemic, it may also be important for future work to consider the analysis shown 
here on more general datasets. Sampling in social media research can be fraught 
with generalizability issues [60]. Notwithstanding the limitations acknowledged in 
Sect. 3.1, our strategies for data collection may also feature key limitations by con-
straining our search parameters with respect to the broader COVID-19 conversation. 
The availability of open datasets for the COVID-19 discourse on Twitter, however, 
mitigates these issues by providing standard benchmarks for researchers studying 
the same phenomenon more universally [24]. Thus, research which assumes a less 
narrow theoretical focus than ours may fruitfully extend our analysis to these larger-
scale datasets.
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