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Abstract
People use clothing to make personality inferences about others, and these infer-
ences steer social behaviors. The current work makes four contributions to the 
measurement and prediction of clothing-based person perception: first, we integrate 
published research and open-ended responses to identify common psychological 
inferences made from clothes (Study 1). We find that people use clothes to make 
inferences about happiness, sexual interest, intelligence, trustworthiness, and confi-
dence. Second, we examine consensus (i.e., interrater agreement) for clothing-based 
inferences (Study 2). We observe that characteristics of the inferring observer con-
tribute more to the drawn inferences than the observed clothes, which entails low to 
medium levels of interrater agreement. Third, the current work examines whether 
a computer vision model can use image properties (i.e., pixels alone) to replicate 
human inferences (Study 3). While our best model outperforms a single human 
rater, its absolute performance falls short of reliability conventions in psychological 
research. Finally, we introduce a large database of clothing images with psychologi-
cal labels and demonstrate its use for exploration and replication of psychological 
research. The database consists of 5000 images of (western) women’s clothing items 
with psychological inferences annotated by 25 participants per clothing item.
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Introduction

People use an array of social information sources, such as physical appearance, lan-
guage, and belongings, to form first impressions of others [30, 40, 88]. In response, 
people select and display symbols to influence which inferences are made about 
them [59, 60]. Clothing is one of the most common symbols used for this purpose 
[19, 39]. People use clothing to communicate their group memberships, jobs, and 
interests [4, 12, 28], as well as their emotional states [54], personality traits [6, 85]), 
and capabilities [3, 51]. Thus, clothing is seen as a primary tool of impression man-
agement by researchers and laypeople alike [34, 46], and psychological inferences 
based on clothing influence impression formation [58].

In the current work, we use computational social science methods to add to the 
understanding of how people make inferences based on women’s clothing items. 
First, we review the social scientific research on clothing-based impression forma-
tion. Then we investigate which psychological attributes people believe they can 
infer from women’s clothes (Study 1). Subsequently, we examine interpersonal 
consensus in clothing inferences (i.e., we assess interrater agreement), and deter-
mine how many human raters are needed for stable average inferences (Study 2). 
Lastly, we use the insights from our first two studies to build a labeled database of 
clothes for social scientific research, and to test whether a machine learning model 
can replicate (i.e., predict) human inferences from clothing (Study 3). We conclude 
by demonstrating the use of the database, and discussing the insights from all three 
studies. Importantly, note that these studies focus on how people make inferences 
from clothing, and are agnostic about whether these inferences are accurate (or 
inaccurate).

Psychological inferences from clothing

The role of clothing in impression formation is a popular topic in public discourse. 
Popular media devotes considerable attention to how clothing can help consumers 
make good impressions and ‘dress for success’ (e.g., [21]. People use clothes to 
attempt to convey a positive image of themselves, assuming that the way they dress 
affects the inferences that others will make about them [8]. In scholarly work, this 
theme has also received interdisciplinary attention, with much of this work rooted in 
evolutionary approaches to social signaling (e.g., [86]). For example, various non-
human animals benefit in reproductive competition through displaying ornaments or 
costly behaviors [18, 72]. Humans also engage in similar forms of status signaling 
in their display of clothing. Nelissen and Meijers [59], for instance, observed that 
perceivers judge targets wearing luxury clothing brands as higher status, and also 
express favorable behaviors towards them across a range of social situations.

A complementary account of clothing selection, again rooted in evolutionary pro-
cesses, identifies clothes as a culturally acquired indicator of group memberships. 
Group-specific clothing serves to strengthen group cohesion [20] and signals social 
resources and embeddedness to observers [70]. Clothes help to express such social 
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identities (cf. [23]) and they are often explicitly brought in line with people’s per-
sonal identity, including self-ascribed personality, capabilities, and aesthetic prefer-
ences [12, 66].

In personality psychology, personality judgment from observable indicators, or 
cues (e.g., language, [69]) is often analyzed using Brunswik’s classic lens model 
[11]. The lens framework highlights that actual personality traits, as well as peo-
ple’s judgments of personality traits, are based on the target person’s cue behaviors 
(e.g., wearing specific shoes, Gillath et al. 2012). However, the degree of association 
between the observable cue and the actual personality measurement (i.e., the cue 
validity) might differ from the association between cue and personality judgment 
(i.e., the cue utilization).

Clothing choices are often utilized as cues in person perception [46]. Similar to, 
for instance, music selection, wearing specific clothes may serve as a means to ful-
fill personal psychological needs, thereby allowing for valid associations between 
clothes and personality [68]. On the other hand, humans are widely known to see 
and rely on patterns to an unrealistic degree [13, 82] and are especially prone to this 
tendency in the context of person perception [73]. Accordingly, psychological work 
has shown repeatedly that inferences made from clothing can be unreliable (i.e., low 
cue validity) or even fully inaccurate [26, 55]. Clothes may be more likely to reflect 
the personality traits that targets hope to project, rather than the traits targets actu-
ally possess. This relatively poor accuracy is in line with research on psychological 
inferences from other indicators, such as facial and vocal features, where accuracy 
is, at best, extremely limited [57, 61, 62, 77, 81].

Despite their lack of validity, psychological inferences from clothes are very rel-
evant in everyday life, as they steer people’s perception and subsequent behavior 
towards each other [40]. For example, red clothes are associated with perceived 
dominance (e.g., [86]) and skin revealing clothes are perceived as indicators of sex-
ual interest [26]. However, past studies on the social psychology of clothing often 
relied on small, study-specific clothing samples to test general theories (e.g., three 
outfit options for teachers [22]; Taekwondo equipment [29]). In the current work, 
we address this limitation using a large database (5000 images labeled by 25 human 
raters each) to answer question about clothing-based inferences.

Uniting computational and social psychological approaches

Computational research on clothing to date has focused on accurate machine clas-
sification of clothing images [49], extraction of clothes from images [41], and build-
ing recommendation systems for customers [35]. While social subtleties of clothes 
are not considered very often yet, computational research does possess two advan-
tages over psychological work in the field: typically large datasets and powerful 
analysis tools. In the current work, we utilize both these resources to answer our 
research questions about the nature of clothing-based inferences, the origins of their 
variance, and their predictability.
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Uniting computational and psychological research in the field of clothing and 
impression formation was first proposed by Aghaei et al. [5]. In their position paper, 
they argued that clothing-focused research in computer science and machine learn-
ing has the methods to venture beyond superficial categorizations (e.g., into colors 
or cuts [49, 87]) towards processing the social signals within clothes. First steps into 
this direction were taken by Ma et al. [50], who demonstrated automatic extraction 
of semantic styles from clothing images (e.g., ‘classic’ vs. ‘modern’). Wei et al. [85] 
extended this line of work by extracting significant correlations between the ascribed 
personality traits of 300 celebrities (e.g., ‘friendly’) and their clothing styles (e.g., 
‘light-colored’) from online images. Note that, like in the current work, the authors 
did not attempt to predict people’s actual personality traits from clothes, but rather 
investigated ascribed (here: inferred) characteristics. Personality inferences may be 
easier to predict from clothing than actual personality traits. The nature of inferences 
already implies that the clothes are (supposed to be) the source of the measurement 
variance, whereas there is no such connection between clothes and actual personal-
ity. Despite the conceptual difference between inferred and actual traits, both are 
extremely important in everyday interactions, as inferences steer people’s behav-
ior towards each other [40]. Similarly, research on human faces began by testing 
potential connections between facial features and actual psychological characteris-
tics, before realizing the lack of reliable relationships and transitioning to focus on 
inferred characteristics and the downstream consequences of such inferences [62, 
81]. In the current work, we aim to use computational methods to advance research 
on clothing-based inferences in the same direction.

Overview of studies

As mentioned, there are four overarching goals of the present research. First, we 
investigate which psychological inferences are most commonly being made based 
on clothes (Study 1). Then we determine how much variance there is in clothing-
based inferences and to which degree this variance emerges from differences in 
clothes versus differences in raters (Study 2). Subsequently, we utilize the insights 
from Study 1 and Study 2 to build a database for clothing-based research on psy-
chological inferences. Lastly, we test whether a statistical model can be trained to 
replicate human-like inferences from images (Study 3).

In the current work, we focus on women’s clothes to minimize the vast diversity 
of existing clothes and psychological associations. This decision makes our studies 
much more economical, while maintaining a clearly defined target population for the 
database and prediction model. We concentrate on women’s clothes as they receive 
more attention by both researchers and laypeople [2, 6, 27, 65, 75].
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Study 1: identifying common psychological inferences

The role of clothes in impression formation is an active research field across several 
disciplines in psychology. But what are the most prevalent traits that people infer from 
clothing items? In this first study, we aim to identify the traits that are commonly 
inferred according to both researchers and laypeople. Past literature reviews provide 
an overview of psychological attributes examined in clothing-focused research [19, 39, 
46]. We used these reviews (and the reviewed publications) to generate a set of trait 
inferences made about the wearers and owners of specific clothes. This first set of traits 
consisted of inferences commonly examined by researchers. Additionally, we collected 
data on the trait inferences commonly made by participants/non-researchers. Together, 
these two sets informed us about which psychological inferences are considered impor-
tant in research as well as in people’s daily life. In the following section, we describe 
how we acquired, condensed, and ultimately combined these two sets.

It is worth noting that we did not aim to build a comprehensive theoretical frame-
work specifying all latent psychological dimensions of clothes. Such work would likely 
employ a factor analytic approach and condense a large set of numerical inferences into 
a smaller set of overarching theoretical dimensions (cf., [19]). Instead, our goal was 
to obtain a set of the most prevalent psychological inferences from (women’s) clothes 
according to social science researchers and laypeople. Note that these most common 
inferences might not coincide exactly with the sets of characteristics mentioned in gen-
eral models of psychological traits (e.g., Big Five [90]) or states (e.g., basic emotions 
[64]). This is because specific contexts lead to different levels of prevalence for differ-
ent psychological inferences (cf., dimensions in Big Five versus dimensions of face-
based inferences [79]. Therefore, we conducted a dedicated entry study to identify the 
most prevalent inferences from clothing.

Given the large number of strategies to determine a most relevant subset, we used 
methods from Aaker [1], who developed a taxonomy for personality inferences about 
corporate brands, as a guideline. We modified this procedure to allow an integration of 
open-ended responses from participants and previous publications on clothing-based 
inferences. The overall procedure to identify the most prevalent inferences consisted 
of three steps: first, two sets of words describing psychological inferences from clothes 
were collected. These words (e.g., ‘smart’, ‘happy’) were provided by participants 
through online surveys and by researchers through past publications in the field. Sec-
ond, the two lists of words were aggregated into two lists of topics (e.g., ‘happy’ and 
‘joyful’ might be assigned to a ‘positive mood’ topic). Third, the topics that were com-
monly mentioned in, both online surveys and past publications were identified as the 
most relevant subset. This procedure allowed us to utilize basic textual data to answer 
our entry question: Which psychological inferences are commonly being made from 
clothes according to both researchers and laypeople?

Commonly investigated inferences in academic research

We identified 53 empirical research papers and 3 literature reviews that described 
psychological inferences that people make based on clothing. We concentrated our 
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search on papers cited in or citing the 3 review papers and conducted an unstruc-
tured check for major oversights through Google Scholar. From these papers, we 
extracted 756 traits (394 unique words). While this is likely not a complete sample 
of research papers or trait inferences, it allowed us to find the most common cloth-
ing-based inferences. The top row in Table 1 shows the words that were mentioned 
most frequently in the scientific publications.

Common inferences among laypeople

We generated an additional set of common inferences (according to laypeople) 
by asking 201 participants on Prolific Academic (125 female, 74 male, 2 other; 
Mage = 33.5, SD = 10.8), which psychological attributes can be predicted from 
clothes. Each participant was asked to provide up to 10 open answers, resulting in 
a total of 1620 answers (460 unique answers). The bottom row in Table 1 shows the 
most common inferences mentioned by participants.

Identifying the most relevant subset

Our goal was to identify a subset of traits based on two criteria: first, the included 
traits should be mentioned by both researchers and participants. Second, the 
included traits should appear relatively often in both lists. The simplest approach to 
satisfy these criteria would be to sort the terms according to their frequency (as in 
Table 1) and look for terms with relatively high counts in both sets. However, this 
approach would not account for the presence of synonyms, meaning that important 
constructs might be overlooked (e.g., because some constructs may be described fre-
quently using a multitude of different terms, resulting in relatively low counts). Sim-
ilarly, academic language may differ from participants’ language, potentially leading 
to difficulties in matching latent overlap between the two groups of traits.

Given these challenges, we introduced two intermediate text processing steps 
to examine, spot, and compare mentioned concepts (benefits of such methods for 
research synthesis are described by Ref. [16]). First, we used a pretrained word2vec 
model (semantic space generated by Ref. [53]) to convert each mentioned word into 
a sequence of numerical coordinates. This numerical representation (often called 
embeddedness) of each word was constructed in the original training process of 
the word2vec model. More precisely, each word received scores on 300 variables 
computed from the word’s relative co-occurrence with other words (see word2vec 
script in supplementary materials). After this transformation of words to numerical 

Table 1  Counts of six most frequent inferences mentioned in 56 scientific publications and by 201 par-
ticipants

Scientific publications Attractive
(18)

Sexual
(15)

Sociable
(14)

Competent
(13)

Intelligent
(13)

Confident
(12)

Participants Confident
(84)

Rich
(64)

Wealthy
(54)

Happy
(43)

Fashionable
(34)

Poor
(33)



485

1 3

Journal of Computational Social Science (2021) 4:479–501 

coordinates, we used k-means clustering, to define word clusters or ‘topics’ (in the 
300-dimensional space) and simultaneously assign cluster memberships to each 
word. We estimated 100 clusters (as a compromise between cluster uniqueness and 
differentiability), as we expected that the most important topics would be identifi-
able at this degree of complexity. Note that these steps were merely introduced to 
support our human selection of traits and the manual matching between research 
and participant content. While it would be possible to fully automate the process, we 
preferred human decision-making for the final matching between both lists.

Condensing the two word-frequency lists to two topic-frequency lists allowed us 
to better spot the targeted overlap between the researcher terms and laypeople terms. 
For each identified topic, we computed a simple count describing how often this 
topic was mentioned (through one of its indicator words) by researchers and partici-
pants, respectively. Then we examined the 20 most commonly mentioned topics in 
each of the two lists and manually searched for overlap. Table 2 shows the five over-
arching inferences which were mentioned relatively often by both researchers and 
participants. The final selection of common psychological inferences consisted of 
five traits: happiness, sexual interest, intelligence, trustworthiness, and confidence. 
This set of inferences strongly resembles inferences that people draw from faces 
[63], which fall into the overarching dimensions trustworthiness (also including 
attributes like happiness) and dominance (broadly related to attributes of strength 
and potency). Inferences of sexual interest seem to be more specific to clothing. 
More general models of person perception, for instance, the prominent distinction of 
warmth (here trustworthiness and happiness) and competence (here confidence and 
intelligence) in social cognition research [24] are also strongly reflected in the list of 
clothing-based inferences.

Study 2: sources of variance in trait inferences from clothing

As described in our review of previous literature, psychological inferences from 
clothes often turn out to be inaccurate. The question remains to which degree people 
agree in their inferences, meaning whether independent raters would form the same 
inferences from the same piece of clothing (regardless of their accuracy). Alterna-
tively, the source of variance in inferences might lie within the specific rater (as 
opposed to the clothes) leading to reliable patterns for an individual rater, but incon-
sistent ratings for a single piece of clothing when collected by different raters. To 
answer the question whether inferences lie ‘in the eye of the beholder’ versus in the 
characteristics of the observed clothes, Study 2 quantifies the contribution of both 
sources of variance. Our approach is similar to research that quantifies the inter-
rater reliability for face-based inferences, which vary considerably across individual 
raters (e.g., [32]).

Additionally, quantifications of interrater agreement allow us to estimate how 
many raters are needed to generate stable average inferences for clothes. Intuitively, 
low interrater agreement entails the need to collect many inferences per piece of 
clothing, whereas high agreement allows for a lower number of raters for a stable 
average. Knowledge about this critical quantity is necessary for constructing a useful 
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database of clothing-based inferences in Study 3. Similarly, it is useful to know how 
much noise can be expected in the averaged inference scores when training a statisti-
cal model to re-predict these scores as also planned for Study 3 [42]. That is, if the 
reliability of the averaged scores is low, then the achievable prediction accuracy will 
inevitably be low as well.

Methods

In short, Study 2 answers two interrelated questions. The first is the question of 
the determinants of clothing-based inferences (i.e., do they lie in the clothes or the 
observer?), and the second is how many raters are needed to obtain reliable meas-
ures of clothing-based inferences. We answer the first question by collecting cloth-
ing-based inferences from independent raters, specify ‘raters’ and ‘pieces of cloth-
ing’ as higher-level variables in a multi-level model, and estimating the relative 
variance explained by these variables (cf., methodology of [32]). In other words, we 
ask to what extent the ratings of clothing items are based on the differences between 
clothing items versus differences between individual raters.

We answer the second question by iteratively including more raters per piece of 
clothing and judging at which point the confidence interval around a ‘true’ average 
inference (estimated based on a much larger sample of raters) becomes sufficiently 
small. This iteratively shrinking confidence interval has been labeled the corridor-
of-confidence [33]. Naturally, a threshold for sufficiently narrow confidence inter-
vals is somewhat subjective; therefore, we add a more intuitive, supporting metric: 
the correlation coefficient between average inferences and the ‘true’ average infer-
ences. A higher correlation indicates that the average inferences of the subsample 
are closer in line with the true average inferences. Iteratively increasing the number 
of raters also increases this correlation coefficient to a point where social scientists 
would evaluate it as a reliable measurement (here we chose r = 0.8). Further details 
are given in “Results” section.

Rater sample

To quantify interrater reliability and a corridor of confidence for clothing-based 
inferences, we collected data from a labeling task with a sample of clothing items 
and a sample of raters. We collected responses from 400 raters (250 female, 146 
male, 2 other, 2 missing; Mage = 35.4, SD = 12.6) using Prolific Academic.

Clothing sample

We obtained an initial sample of 5000 images of clothing items by scraping eight 
large shopping websites (The Gap, Topshop, Esprit, Primark, H&M, Zara, Prada, 
and Gucci). We chose websites representing the largest retailers from the USA and 
Europe from a diverse price range. Thus, our database represents the clothes com-
monly worn in Western countries at the time of data collection (autumn 2019). 
We further obtained images from Vestiaire Collective, a second-hand website, to 
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account for psychologically unique signals from non-new clothes. We downloaded 
all available article images from the shopping websites using Python scripts pri-
marily involving the selenium package for accessing web elements [56]. The sup-
plementary materials include an annotated Python script showing how to download 
the images. We manually sorted out falsely included images not showing clothes. 
Table 3 depicts the distribution of the six most common clothing categories across 
the six most common colors.

We used a white background for each image (unless the piece of clothing was 
white itself, in which case we used a gray background to enhance visibility). We 
only included upper and lower body outerwear, which are commonly visible in 
social interactions (i.e., we excluded underwear, socks, and swimwear). Further, we 
excluded shoes and accessories such as scarfs, hats, and jewelry to minimize com-
plexity in the dataset and the resulting strain on the prediction models. Out of the 
5000 available photos, we used 200 randomly selected images in Study 2. We aimed 
to collect 80 ratings per image on all five traits as 80 ratings clearly go beyond the 
common amounts of raters per stimuli in psychological research [17, 45, 52]. While 
there was some random dropout, we obtained a relatively stable number of ratings 
per image (minimum = 79, median = 82, maximum = 86).

Procedure

Each participant was presented with a subset of 40 randomly selected images. For 
each image, participants were asked to indicate their inference of each of the five 
selected attributes on a 10-point scale ranging from 0 (not at all) to 10 (very much). 
Afterwards, participants were asked about their belief in clothing-based inferences 
and face-based inferences respectively (7-point scales with three items from [36]). 
An example item is “I can learn something about a person’s personality just from 
looking at his or her face (/clothes)”. The rating task was written in Python and 
administered using oTree [15].

Results

Generally, people believed slightly more in the validity of clothing-based inferences 
than in the validity of inferences from neutral faces (d = 0.34, Welch’s t(401) = 6.038, 

Table 3  Distribution of common 
clothing categories and colors in 
the database

A full description of all 20 categories and 15 colors can be obtained 
from the database/supplementary materials

Color Long sleeve Sweater Short sleeve Dress Jeans Pants

Black 193 123 122 201 190 182
Blue 111 129 82 70 16 65
Gray 54 81 40 51 214 47
Mixed 86 45 44 55 1 42
White 70 31 118 18 2 15
Green 15 24 22 14 3 20
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p < 0.001). Also, the belief in clothing-based inference correlated positively with 
belief in face-based inference (r = 0.35, p < 0.001).

Regarding the clothing ratings, there were bell-shaped distributions of participant 
inferences as depicted in Fig. 1. There were no strong floor or ceiling effects, but 
sometimes a slight dominance of the neutral scale midpoint (e.g., for perceptions 
of sexual interest), likely indicating that there were many low-signal clothing items.

Regarding the level of interrater agreement, our results suggest that the level 
of agreement is comparable to the results of studies on agreement in face-based 
inferences [32]. In multilevel models predicting the clothing-based inferences, the 
variance explained by the respective piece of clothing ranged from 5.8% (trustwor-
thiness) to 16.9% (sexual interest). The variance explained by individual rater ten-
dencies was slightly higher, again mirroring research in face-based research (see 
Fig.  2). For example, Hehman et  al. [32] estimated that face stimuli explain only 
about 5–10% of rating variance in perceived intelligence, whereas interrater differ-
ences accounted for 3–4 times more variance. Our results suggest that when people 
infer psychological attributes from clothes, interrater differences are more important 
than the actual characteristics of the clothes.

To probe how many raters are needed to generate reliable mean inferences, we 
examined each trait’s corridor of confidence. That is, we took a subsample of raters 
and plotted the deviation of their mean inference against the full-sample mean 
inference (i.e., based on all 80 raters) across a range of sample sizes (with larger 
subsamples of raters naturally leading to smaller deviations). These deviations can 
be regarded as residuals indicating how far off the subsample of raters was from 
the actual average score. As such residual sizes are not normalized and might 
thus be difficult to interpret, we also provide an alternative form of the corridor of 

Fig. 1  Distribution of participants’ psychological inferences from clothes
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confidence by plotting the correlation between sub-sample inferences and full-sam-
ple inferences across the same range of sub-sample sizes. The corridors of confi-
dence for the most reliable trait (sexual interest) and least reliable trait (trustworthi-
ness) are depicted in Fig. 3.

As shown in all panels of Fig. 3, higher numbers of raters allowed for a better 
approximation of the average inferences obtained by the full sample of raters. With 
25 raters (see the dotted lines), the mean’s deviation from the full-sample mean was 
usually less than 0.4 scale points on the 10-point scales (in our study, standard devi-
ations were between 0.502 and 0.956). More intuitively, the average inference of 25 
raters always correlated with over 0.8 with the inferences of the full rater sample. 
As mentioned above, most social scientist would consider this a reasonably reliable 
approximation. Therefore, in Study 3, we decided to recruit 25 raters per image.

Study 3: building a database and testing the predictability 
of clothing‑based inferences

In our final study, we collected data for a fully labeled clothing image database. 
Additionally, we aimed to test whether it is possible to train a statistical model to 
replicate psychological inferences from images. We employed a convolutional neu-
ral network (for an introduction to these models, see [7]), a predominant approach 
in image-based machine learning that commonly outperforms other image-based 

Fig. 2  Variance in ratings accounted for by clothes and raters, respectively. The bars depict the variance 
explained within individual ratings (ICC2, 1). Variance explained by “other” factors includes error vari-
ance and the interaction between clothing and rater (not computable with our study design). The reli-
ability of average ratings (estimating how much of the true variance between clothes can be captured by 
average ratings) is naturally higher with G(q, k) lying between 0.86 (happiness) and 0.94 (sexual interest; 
for more information on G as a measure of explained variance and alternative to ICC in rating tasks, see 
[67])
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prediction models, conditional on large sample sizes [14, 47, 48]. Accordingly, 
research on clothing recognition, classification, and synthesis has predominantly 
relied on Deep Convolutional Neural Networks (DNNs; [49, 84, 89]). Consequently, 
we also targeted this family of models to address the current problem. However, 
building a DNN from scratch requires a large quantity of training data, which is 
often out of the budget of research projects. In such a case, a common practice is 
to deploy a pre-trained model with pre-initialized coefficients and to fine-tune it for 
a new task (e.g., AlexNet [43], ResNet [31], VGG [74]). Employing this technique 
enables DNNs to adequately learn new tasks with less training data. Thus, we used 
a pretrained network (built for a general object recognition task) and fine-tuned it for 
the task at hand [80].

Methods

Below, we describe the full sample of clothes and raters used to generate the final 
dataset, as well as results from the model validation. The procedure for the collec-
tion of images and ratings was identical to Study 2.

Final image collection

As described in Study 2, we obtained 5000 images of women’s clothing items from 
online shops. To generate the fully labeled database, we recruited human raters to 
label the 4800 images that were not used in Study 2. The full database including 
the five commonly inferred traits from Study 1 can be accessed here: https ://bit.
ly/2V7X4 p6.

Fig. 3  Corridors of confidence for residuals and bootstrap sample—full-sample correlation for boot-
strapped rater samples of different sizes. Each plot is based on 60,000 bootstrap samples

https://bit.ly/2V7X4p6
https://bit.ly/2V7X4p6
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Rater sample

We acquired ratings again from participants on Prolific Academic. Based on the 
results of Study 2, we aimed to obtain 25 ratings per image, with each rater eval-
uating a total of 40 images each. To label all 4800 images (200 were labeled for 
Study 2), we, therefore, aimed to collect responses from 4800 × 25/40 = 3000 par-
ticipants. There are some minor deviations in the numbers of raters per image, as 
participants occasionally dropped out (primarily during a short server outage) and 
were automatically replaced by Prolific (minimum = 20 raters, 25th percentile = 24, 
median = 26, 75th percentile = 27, maximum = 28). The rater sample consisted of 
3283 participants (1734 female, 1214 male, 20 other, 11 prefer not to say, 304 miss-
ing; Mage = 36.14, SD = 12.47).

Results

Belief in inference from clothing

Again, people believed slightly more in the validity of clothing-based inferences 
than in the validity of face-based inferences (d = 0.299, Welch’s t(2986) = 15.189, 
p < 0.001). Also, measure of belief in face-based and clothing-based inferences 
again correlated positively (r = 0.421, p < 0.001).

Exemplary insights from database

With the large number of clothes, it is possible to analyze correlational relation-
ships between different clothing features (such as color) and personality inferences 
(see Fig. 4). For instance, we replicated the effect of clothing brightness on inferred 
happiness [9]. Gray clothes were seen as stronger indicators of happiness than black 
clothes, t(1580.7) = 6.416, p < 0.001, and white clothes were seen as happier than 
gray clothes, t(995.5) = −  2.239, p = 0.025) Of course, it is also possible to make 
new discoveries in the database. An example is that silver clothing was associated 
with more extreme scores on all five personality dimensions (all |t|s (≈34.5) > 4.736, 
all ps < 0.001).

Similarly, it is possible to analyze relationships between trait inferences 
and different clothing cuts (see Fig.  5). For instance, we replicated the posi-
tive effect of exposed skin (here: length of skirt) on perceived sexual interest 
(t(275.83) = − 10.509, p < 0.001; [38]). We also observed new insights: for example, 
track pants were negatively associated with perceptions of intelligence and trustwor-
thiness [t(117.74) = 10.197, p < 0.001; t(118.11) = 8.934, p < 0.001].

Model building and test accuracy

Lastly, we tested whether a statistical model can be trained to replicate human-
like inferences from images of clothing. To build the prediction model, we used 
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the keras module in Python to finetune ResNet50 (a popular object recognition 
network; [31]) for the current task. This convolutional neural network makes 
predictions based on raw pixel inputs, meaning no handcrafted features such as 
clothing categories or styles are used for prediction, though they may in fact be 
correlated with the specific features that are used in prediction. The capability 
of neural networks to generate their own predictive features by feeding raw data 
through consecutive transformation layers constitutes their main advantage over 
classical machine learning. The associated disadvantage is that deep networks 
are, similar to human vision, highly complex and their inner workings remain 
difficult to explain [71]. For each of the five traits, we report the out of sample 
prediction accuracy obtained during tenfold cross-validation. Prediction accura-
cies are listed in Table 4. The full training and tuning python script, as well as the 
final model can be obtained here: https ://bit.ly/2V7X4 p6.

The prediction model was able to replicate the inferences about as well as two 
human raters combined. While this is a good relative performance of the model 
(cf. medical diagnoses by a statistical model being as good as consulting two 
independent doctors), the absolute, practical performance of the model is medium 
for some traits and low for others. Note that the model performs worse for traits 

Fig. 4  Trait inferences for all traits across six color categories

Fig. 5  Trait inferences for all traits across six clothing categories

https://bit.ly/2V7X4p6
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where the initial rater reliability is also low, suggesting that prediction is gener-
ally more difficult for these traits.

To give a better sense about the scale of our accuracy scores, one can refer to 
guidelines for evaluating test–retest reliabilities in psychological science, as 
test–retest reliabilities and our accuracy scores use the same scale. For sexual inter-
est predictions (the trait with the highest level of model accuracy), the accuracy of 
the model is r = 0.503 (correlation between measured and predicted values). This 
is equally high as the often criticized test–retest reliability of Implicit Association 
Tests (correlation of measured and repeated values; [44], and clearly below con-
ventional guidelines for good reliability, which lie at r = 0.7 or higher. Thus, future 
attempts at training models to reliably replicate average human inferences still have 
a way to go, despite initial models already performing better than a human rater.

General discussion

What psychological inferences do we make when looking at clothes? In the cur-
rent work, we investigate which inferences are most commonly drawn from women’s 
clothing items; how strongly people overlap in their inferences; and whether statisti-
cal models can be trained to replicate human inferences from clothing. In Study 1, 
we found that people commonly use clothing items to make inferences about five 
overarching traits: happiness, intelligence, confidence, trustworthiness, and sexual 
interest. The first four of these attributes replicate work from face-based inferences 
as well as overarching dimensions in person perception [24, 63]. In contrast, the 
inference of sexual motivation seems to be more specific to clothing. In Study 2, 
we examined the consistency of trait ratings from clothing items across raters. The 
psychological inferences made from clothing are strongly affected by the character-
istics of the observer, meaning that differences between the raters contribute more 
to inferences than differences between the actual clothing items. That is, much like 
inferences from faces, the inferred attributes often lie in the eye of the beholder. 
Nonetheless, there is sufficient agreement among raters to generate stable average 

Table 4  Prediction accuracies for all five traits

RM = average prediction accuracy across tenfold as correlation between measured and predicted values. 
RSD = standard deviation of prediction accuracy across tenfold. The three columns to the right indicate 
the performance of human raters with which the model’s performance can be compared. The model per-
forms about as well as two human raters combined

Trait Performance 
Resnet RM

Resnet 
RSD

Performance 
1 rater

Performance
 2 raters

Performance
 25 raters

Sexual interest 0.503 0.043 0.394 0.501 0.843
Happiness 0.310 0.052 0.226 0.300 0.658
Trustworthiness 0.222 0.058 0.236 0.313 0.665
Intelligence 0.386 0.047 0.311 0.403 0.763
Confidence 0.460 0.023 0.375 0.482 0.827
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inference scores with a minimum of 25 raters per piece of clothing. For inferences 
that vary more among people (e.g., the inferences of happiness and trustworthiness) 
the reliability of 25 averaged ratings is somewhat low.

In Study 3, we generated a database of 5000 images with inferred psychological 
attributes. We demonstrated that the materials from the database can be used to rep-
licate and extend social scientific research on the psychology of clothing. Further, 
we tested whether deep convolutional neural networks (DNN) could be trained to 
re-predict human inferences for new clothing items. The achieved accuracies surpass 
the prediction of some other latent psychological phenomena (e.g., personality from 
language [76], romantic attraction from questionnaires [37], sexual orientation from 
faces [83]). One reason could be that the current prediction target (‘inference from 
picture X’) is more closely related to the used predictors (‘picture X’) compared to 
other prediction contexts (e.g., using facial features to predict sexual orientation). 
Another theoretical advantage is that the current work predicts inferences of psycho-
logical characteristics, whereas other work targets the challenging goal of predicting 
actual (i.e., self-reported) attributes, which differ from inferred attributes, both in 
conceptual terms and in their behavioral consequences.

On the other hand, the absolute accuracy of our prediction model falls behind 
non-psychological work in object recognition (e.g., [49]). The reason is likely that 
the task of such models (e.g., ‘predict whether this picture shows a human’) is less 
difficult than the goals here and in most psychological work, which are tied to more 
latent attributes of pictures. Models predicting variables measured with high reli-
ability (e.g., clothing color) can achieve much higher accuracies than models where 
accuracy results are limited by noise in the target variable (e.g., personality scores 
[42]). In this regard, it is noteworthy that the current model delivers predictions that 
are usually better than labels provided by a human rater, that is, they are more con-
sistent with the average inferences of a crowd of raters.

Interestingly, the reliability of human trait ratings and model accuracies varied 
across traits: Reliability and model performance were best for sexual interest and 
confidence, and worst for trustworthiness and happiness (with intelligence falling 
somewhere in between). Here, worse model performance is likely attributable to the 
lower levels of reliability in human perceptions of trustworthiness and happiness. 
But why is there less consistency in human ratings of these two traits in particular? 
Ratings of trustworthiness and happiness are likely seen as indicators of warmth, a 
fundamental dimension in person perception [24]. Warmth refers to an individual’s 
intentions towards others, and it is seen as closely related to morality. Perhaps peo-
ple believe that these traits are harder to observe from superficial characteristics, 
such as clothing items. This example highlights that it is important for researchers 
to understand how people think about and perceive different traits, when trying to 
build models re-predicting people’s inferences.

Use and limitations of the database and model

The image database can be accessed and downloaded here: https ://bit.ly/2V7X4 p6. We 
hope that researchers in the social sciences use this resource to replicate analyses in 

https://bit.ly/2V7X4p6
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published work and test new ideas about the effect of specific features (such as colors, 
cuts, and clothing type) and other predictors (e.g., ‘skin exposure’, ‘brand labels’) on 
trait inferences. It would also be interesting to examine the potential of such hand-
crafted features to improve the here presented prediction accuracies, which were 
achieved based on raw pixel values alone. Next to such analyses, researchers can rela-
bel (part of) the data and test for changes over time, over rater samples, or the effect of 
certain conditions (e.g., effects of colorblindness, regional differences, fashion trends). 
Other interesting areas of research pertain to the interrelations of traits inferred from 
clothes in the tradition of the implicit personality theory [10]. In other words, it may 
be interesting to investigate whether the inference of one trait (e.g., intelligence) com-
monly entails the inference of a different trait (e.g., trustworthiness [78]).

Lastly, the database can be used as a missing puzzle piece within research on 
impression formation, primarily research on faces, bodies, and clothes. Disentangling 
the effect of these factors on first impressions through large studies with crossed stim-
uli (from existing databases) is in our opinion an important extension of the current 
research. While the database provides a large set of stimuli, we want to highlight that 
improved machine learning models could be even more useful given their ability to 
accurately label new images of clothes, thereby extending the research possibilities 
listed above. While the accuracies achieved here are promising, we want to highlight 
that the study is not sufficiently comprehensive for individual diagnosis. However, the 
models are still capable to enable research on larger sets of clothes in which the accu-
racy of individual predictions is less crucial. Further, researchers can use the provided 
models to save resources in labeling new clothes by replacing some raters with a pre-
diction made by the model. Next to psychological work, we hope that the provided 
materials are adopted in work focused on machine learning techniques (e.g., fashion 
recommendation systems).

Conclusion

We found that the most prevalent psychological inferences from clothes lie on the 
dimensions of happiness, sexual interest, intelligence, trustworthiness, and confidence. 
When making psychological attributions to clothes, the observing rater has a stronger 
influence on the result than the actual clothes in question. Further, we generated a data-
base of 5000 clothing images. Psychological inferences were provided by 25 raters per 
image. The materials enable a wide range of psychological, clothing-focused research. 
Lastly, we show that machine learning models can achieve better-than-human per-
formance in replicating inferences from clothing images. The present research opens 
potential avenues for future interdisciplinary research in the areas of computer vision 
and social psychology.
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Materials and software

Data and materials can be downloaded here: https ://bit.ly/2V7X4 p6. We used R 
scripts (version 3.6.1) for the data analysis and Python scripts (version 3.7.3) for 
building the prediction model. Both can be found in the materials linked above.
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