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#### Abstract

The asymptotic behavior of iterates of bounded linear operators (not necessarily positive), acting on Banach spaces, is studied. Through the Dobrushin ergodicity coefficient, we generalize some ergodic theorems obtained earlier for classical Markov semigroups acting on $L^{1}$ (or positive operators on abstract state spaces).
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## 1 Introduction

Classical results on asymptotic behavior of iterates of Markov operators (or oneparameter semigroups) have been recently generalized in different directions. In most cases, domains like Banach lattices are replaced by abstract ordered Banach spaces. To this end, the concept of a Markov operator is properly adjusted, and necessary geometric features are imposed. In this paper, we further contribute to these extensions. More specifically, our main goal is to modify Dobrushin methods for new abstract domains. We furthermore simplify existing proofs. Most results from [27,28] are formulated in terms of the so-called abstract state spaces $\left(\mathfrak{X}, \mathfrak{X}_{+}, \mathcal{K}, f\right)$, special classes

[^0]of ordered Banach spaces, where the norms are additive on positive cones, $\mathfrak{X}_{+}$, and the considered operators are usually Markovian. We shall also introduce corresponding (imitating Markov properties) class of operators; however, the additivity of the norm will not be a prerequisite.

The Dobrushin (Dobrushin-Doeblin actually) ergodicity coefficient was introduced in 1955 (cf. [12,33]) From a general perspective, it appeared to be an efficient tool for studying the asymptotic behavior of Markov chains and their limits. Moreover, it allows for obtaining the rate of convergence. When a stochastic system is defined in the language of operator theory, then the evolution of a Markov process $\left\{\xi_{t}\right\}_{t \in \Theta}$ can be seen as iterates $T^{n}$ of the related transition operator $T$. In an elementary course on Markov chains, where the phase spaces are finite, $T$ may be identified with a transition (raw stochastic) matrix $T=\left[p_{j, k}\right]_{n \times n}, \sum_{k=1}^{n} p_{j, k}=1$ for all $1 \leq j \leq n$ and $p_{j, k} \geq 0 . T$ acts on the (Banach) space $\ell_{n}^{1}=\mathbb{R}^{n}$ as $T(\underline{x})=$ $\left(x_{1}, \ldots, x_{n}\right) \circ\left[p_{j, k}\right]=\left(\sum_{j=1}^{n} x_{j} p_{j, k}\right)_{k=1 \ldots n .}$. Generalizing [ $\left.p_{j, k}\right]_{n \times n}$ to a system of transition probabilities $\{P(x, A): x \in G, A \in \mathcal{G}\}$, where $(G, \mathcal{G})$ is a fixed measurable space (called a phase space), we identify Markov processes $\left\{X_{n}\right\}_{n \geq 0}$ on $G$ with linear operators $T: \mathcal{M}(G, \mathcal{G}) \rightarrow \mathcal{M}(G, \mathcal{G})$ defined as $T(\nu)(A)=\int_{G} P(x, A) d v(x)$, where $\mathcal{M}(G, \mathcal{G})$ stands for the Banach lattice of finite $\sigma$-additive signed measures on $(G, \mathcal{G})$. If for all (sometimes, it is required $\mu$ almost all) $x \in G$, the probability measures $P(x, \cdot) \prec \mu$ are absolutely continuous with respect to $\mu$, then $T: L^{1}(\mu) \rightarrow L^{1}(\mu)$. The limit (if it exists) of $T^{n}(\nu)$ is a stationary distribution, depending on an initial distribution $v=\mathcal{L}\left(X_{0}\right)$. A common feature of these examples is the fact that $T$ is a positive linear contraction acting on a (real) Banach lattice. Using functional analysis language, Markov processes emerge as linear and positive operators $T$ (called Markov or stochastic), which are defined on some function Banach space $\mathfrak{X}\left(=L^{p}\right.$ or $\left.C(S)\right)$. Of course, these Banach spaces $\mathfrak{X}$ and operators $T: \mathfrak{X} \rightarrow \mathfrak{X}$ must be carefully chosen for appropriate modeling of a specific random phenomenon.

Apart from the Dobrushin method, there are other techniques used in studying the convergence of iterates of positive operators. The method of lower and upper bounds, introduced by Lasota (cf. [22]), is very popular, but it can also be interpreted in Dobrushin terminology. In the classical situation, when $\mathfrak{X}=\ell_{n}^{1}$, the Dobrushin ergodicity coefficient of a linear Markov operator $T: \ell_{n}^{1} \rightarrow \ell_{n}^{1}$ is defined as

$$
(\star) \quad \delta(T)=\sup \left\{\frac{\|T(\mu)-T(v)\|_{1}}{\|\mu-v\|_{1}}: \mu \neq v \in \mathcal{D}_{n}\right\}
$$

where $\mathcal{D}_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right): \sum_{j=1}^{n} x_{j}=1\right.$, and $\left.x_{1}, \ldots, x_{n} \geq 0\right\}$ denotes the simplex of probability vectors and $\|\cdot\|_{1}$ stands for the $\ell_{n}^{1}$ norm.

The methods and techniques of functional analysis are especially suited for studying noncommutative Markov processes (whose theory is still being developed ([9,13, 34]). For example, the mathematics behind quantum theories require mathematical objects, which are not Banach lattices in general. Here, the states are not probability densities, but are (positive, norm 1, normal) functionals on Von Neumann algebras. These are not Riesz spaces, and therefore, the evolution operators $T$ are not defined on Banach lattices any more. Nevertheless, all $C^{*}$-algebras have natural order structures, compatible with linear operations. Positive (very often completely positive) operators
$T$ describing quantum evolutions act on ordered Banach spaces (cf. [1,2,5,6,10, 11, 29, $30,35]$ ). The topic of positive linear operators on ordered Banach spaces, which are not necessarily Banach lattices, has attracted significant attention (e.g., [8,14-17,2428,32])

In the first section of the paper, we present basic general results, where the principal domains are abstract (real) Banach spaces $(\mathfrak{X},\|\cdot\|)$. The Banach algebra of all bounded linear operators $T: \mathfrak{X} \rightarrow \mathfrak{X}$ is denoted by $\mathcal{L}(\mathfrak{X})$. The operator norm $\|T\|$ is traditionally denoted by $\|\cdot\|$ as well.

## 2 Abstract Dobrushin Coefficient

Following [27, Definition 3.1], we introduce the following.
Definition 2.1 Let $T \in \mathcal{L}(\mathfrak{X})$ be a linear operator and $P \in \mathcal{L}(\mathfrak{X})$ be a (nontrivial) linear projection. Then, the following quantity:

$$
\delta_{P}(T)=\sup _{x \in N_{P}, x \neq 0} \frac{\|T x\|}{\|x\|}
$$

where $N_{P}=\{y \in \mathfrak{X}: P y=0\}$, is called the Dobrushin coefficient of $T$ with respect to $P$ (if $N_{P}=\{0\}$, i.e., when $P=I$, we may artificially prescribe $\delta_{P}(T)=1$ ).

Clearly, $0 \leq \delta_{P}(T) \leq\|T\|$. We start with a commonly known result on the Dobrushin coefficient. For its proof, the reader is directed to [27, Theorem 3.7].

Theorem 2.2 Let $T, S \in \mathcal{L}(\mathfrak{X})$ and $P, Q: \mathfrak{X} \rightarrow \mathfrak{X}$ be linear projections. Then
(1) if a projection $P$ dominates a projection $Q$ (i.e., $Q P=P Q=Q$ ), then $\delta_{P}(T) \leq$ $\delta_{Q}(T)$,
(2) $\left|\delta_{P}(T)-\delta_{P}(S)\right| \leq \delta_{P}(T-S) \leq\|T-S\|$,
(3) $\delta_{P}(T+S) \leq \delta_{P}(T)+\delta_{P}(S)$,
(4) $\delta_{P}(T S) \leq\|T\| \delta_{P}(S)$,
(5) $\|T S\| \leq \delta_{P}(T)\|S\|$, if $P S=0$,
(6) $\delta_{P}(T S) \leq \delta_{P}(T) \delta_{P}(S) \leq \delta_{P}(T)\|S\|$, if $S\left(N_{P}\right) \subseteq N_{P}$.

The following result is also a standard fact and holds for abstract linear operators on Banach spaces.

Proposition 2.3 Let $T \in \mathcal{L}(\mathfrak{X})$ and $P: \mathfrak{X} \rightarrow \mathfrak{X}$ be a linear projection. If $\delta_{P}(T)=0$, then $T=T$ P .

Proof If $x \in N_{P}$, then $0=T x=T x-T P x$, so $T=T P$ on $N_{P}$. Generally, if $y \in \mathfrak{X}$, then $y-P y \in N_{P}$, so $T(y-P y)=T P(y-P y)=0$. We get $T y=T P y$.

The next result will play an essential role in the sequel. In [27], most of the results, on asymptotic behavior of iterates $T^{n}$, were obtained under additional assumption that $P T=T P$, i.e., that $T$ commutes with $P$. In this paper, we relax this condition,
which is replaced by essentially weaker $T\left(N_{P}\right) \subseteq N_{P}$. Recently, a similar remark was pointed out in [28, Lemma 2.7], where the assumption $P T=P T P$ is in use. Indeed, commutativity implies that for all $x \in N_{P}$, we have $P T x=T P x=T 0=0$. We also notice that if $T\left(N_{P}\right) \subseteq N_{P}$ and $T P=P$, then $T P=P T=P$. In fact, $P T=P T(I-P+P)=P T(I-P)+P=P$ as $(I-P) \mathfrak{X}=N_{P}$.

Proposition 2.4 Let $T \in \mathcal{L}(\mathfrak{X})$ and $P: \mathfrak{X} \rightarrow \mathfrak{X}$ be a linear projection. If $\delta_{P}(T)<1$ and $T\left(N_{P}\right) \subseteq N_{P}$, then $\left\|T^{n}(I-P)\right\| \rightarrow 0$.

Proof The inequality $\delta_{P}(T)<1$ simply means that the operator $T_{N_{P}}=T \upharpoonright_{N_{P}}$, the restriction of $T$ to its invariant subspace $N_{P}$, is a strict contraction. It follows that $\left\|T_{N_{P}}^{n}\right\| \leq\left(\delta_{P}(T)\right)^{n} \rightarrow 0$. In particular, $\left\|T^{n}(I-P)\right\| \rightarrow 0$ as $(I-P)(\mathfrak{X})=N_{P}$.

Let us present an example which shows that $T P=P T=P$ is essentially stronger than $T\left(N_{P}\right) \subseteq N_{P}$, even in classical situations.

Example 2.5 Let $\mathfrak{X}=L^{1}(\mu)$, where $\mu$ is a $\sigma$-finite positive measure on a measurable space $(G, \mathcal{G})$. By $\mathcal{D}$, we denote the convex set of densities, i.e., $g \in \mathcal{D}$ if and only if $g \geq 0, \mu$ a.e. and $\int_{G} g d \mu=1$. For a fixed $g_{*} \in \mathcal{D}$, define a linear projection $P f=\left(\int_{G} f d \mu\right) g_{*}$, i.e., $P=\mathbf{1} \otimes g_{*}$. Let $T$ be a general Markovian operator on $L^{1}(\mu)$, i.e., $T f \geq 0$ for all $f \geq 0$ and $T^{*} \mathbf{1}=\mathbf{1}$, where $T^{*}$ stands for the adjoint operator $T^{*}: L^{\infty}(\mu) \rightarrow L^{\infty}(\mu)$. It is easily seen that $P T f=P f$ for all $f \in L^{1}(\mu)$, but $T P f=P f$ if and only if $T g_{*}=g_{*}$. Thus, $P$ and $T$ do not commute in general. However, $f \in N_{P}$ if and only if $\int_{\Omega} f d \mu=0$. For such $f$, we have $\int_{G} T f d \mu=0$ as well, so $T\left(N_{P}\right) \subseteq N_{P}$.

In the next theorem, we generalize [27, Theorem 3.14]. Originally, it was obtained under commutativity assumption and for Markovian operators on abstract state spaces. We remove these restrictions. We recall that $T \in \mathcal{L}(\mathfrak{X})$ is quasi-compact if $\left\|T^{n}-K\right\|<1$ for some natural $n$ and a compact operator $K \in \mathcal{L}(\mathfrak{X})$.

Theorem 2.6 Let $T \in \mathcal{L}(\mathfrak{X})$ and $P: \mathfrak{X} \rightarrow \mathfrak{X}$ be a linear projection. If $\delta_{P}(T)<1$, $T\left(N_{P}\right) \subseteq N_{P}$, and $T P$ is a quasi-compact contraction, then $T$ is also quasi-compact.

Proof Without loss of generality, we will assume that $P \neq I$. It follows from Proposition 2.4 that $\left\|T^{n}(I-P)\right\| \rightarrow 0$ and by Theorem 2.2, $\delta_{P}\left(T^{n}\right) \leq \delta_{P}(T)^{n} \rightarrow 0$. Let $\varepsilon>$ 0 be fixed. We choose $m \in \mathbb{N}$, such that $\frac{\delta_{P}(T)^{m+1}}{1-\delta_{P}(T)}<\frac{\varepsilon}{4(1+\|P\|)}$. By quasi-compactness of $T P$, there exists natural $i \geq m$, such that $\left\|(T P)^{i}-K_{i}\right\|=\gamma<1$, where $K_{i} \in \mathcal{L}(\mathfrak{X})$ is compact. We notice that $\left\|(T P)^{n i}-K_{n i}\right\| \leq \gamma^{n}$ for some compact $K_{n i} \in \mathcal{L}(\mathfrak{X})$. Let $n_{\varepsilon} \in \mathbb{N}$ be such that $\left\|(T P)^{n_{\varepsilon} i-l}-K_{n_{\varepsilon} i-l}\right\| \leq \gamma^{n_{\varepsilon}-m}<\frac{\varepsilon}{4(m+1)\|I-P\| \cdot \max \left\{1,\|T\|^{m}\right\}}$ for all $l=0,1, \ldots, m$, where $K_{n_{\varepsilon} i-l} \in \mathcal{L}(\mathfrak{X})$ are compact.

By the mathematical induction, for every natural $n$, we have the representation

$$
T^{n}=T^{n}(I-P)+T^{n} P=(T P)^{n}+\sum_{j=1}^{n} T^{j}(I-P)(T P)^{n-j}
$$

We notice that

$$
\begin{aligned}
\left\|\sum_{l=m+1}^{n} T^{l}(I-P)(T P)^{n-l}\right\| & \leq \sum_{l=m+1}^{n}\left\|T^{l}(I-P)(T P)^{n-l}\right\| \\
& \leq \sum_{l=m+1}^{\infty}\left\|T^{l}(I-P)\right\| \\
& \leq(1+\|P\|) \sum_{l=m+1}^{\infty} \delta_{P}\left(T^{l}\right) \\
& \leq(1+\|P\|) \frac{\delta_{P}(T)^{m+1}}{1-\delta_{P}(T)}<\frac{\varepsilon}{4}
\end{aligned}
$$

Now, estimate

$$
\begin{aligned}
& \left\|T^{n_{\varepsilon} i}-K_{n_{\varepsilon} i}-\sum_{l=1}^{m} T^{l}(I-P) K_{n_{\varepsilon} i-l}\right\| \\
& =\left\|(T P)^{n_{\varepsilon} i}-K_{n_{\varepsilon} i}+\sum_{l=1}^{n_{\varepsilon} i} T^{l}(I-P)(T P)^{n_{\varepsilon} i-l}-\sum_{l=1}^{m} T^{l}(I-P) K_{n_{\varepsilon} i-l}\right\| \\
& =\|(T P)^{n_{\varepsilon} i}-K_{n_{\varepsilon} i}+\sum_{l=1}^{m} T^{l}(I-P)(T P)^{n_{\varepsilon} i-l}-\sum_{l=1}^{m} T^{l}(I-P) K_{n_{\varepsilon} i-l} \\
& \quad+\sum_{l=m+1}^{n_{\varepsilon} i} T^{l}(I-P)(T P)^{n_{\varepsilon} i-l} \| \\
& \leq\left\|(T P)^{n_{\varepsilon} i}-K_{n_{\varepsilon} i}\right\|+\sum_{l=1}^{m}\left\|T^{l}(I-P)\right\|\left\|(T P)^{n_{\varepsilon} i-l}-K_{n_{\varepsilon} i-l}\right\| \\
& \quad+\left\|\sum_{l=m+1}^{n_{\varepsilon} i} T^{l}(I-P)(T P)^{n_{\varepsilon} i-l}\right\| \\
& <\frac{\varepsilon}{4}+m \frac{\max \left\{1,\|T\|^{m}\right\} \cdot\|I-P\| \varepsilon}{4(m+1)\|I-P\| \cdot \max \left\{1,\|T\|^{m}\right\}}+\frac{\varepsilon}{4}<\varepsilon .
\end{aligned}
$$

The operators $K_{n_{\varepsilon} i}+\sum_{l=1}^{m} T^{l}(I-P) K_{n_{\varepsilon} i-l}$ are compact, so $T$ is quasi-compact.
We end the section showing some relations between the projections $P$ and $I-P$ (cf. [27, Proposition 3.1]).

Corollary 2.7 Let $T \in \mathcal{L}(\mathfrak{X})$ satisfy $\left\|T^{n}\right\| \geq \varepsilon>0$ for all $n \in \mathbb{N}$ (for instance, $T$ is Markovian) and $P$ be a linear projection. If $T\left(N_{P}\right) \subseteq N_{P}$ and $T\left(N_{I-P}\right) \subseteq N_{I-P}$, then at most one of the statements below holds:
(1) $\delta_{P}\left(T^{n}\right)<1$ for some $n \in \mathbb{N}$,
(2) $\delta_{I-P}\left(T^{n}\right)<1$ for some $n \in \mathbb{N}$.

Proof If both conditions hold, then by Proposition 2.4, we get

$$
\left\|T^{n}(I-P)\right\| \rightarrow 0 ;\left\|T^{n} P\right\| \rightarrow 0
$$

It follows that:

$$
\left\|T^{n}\right\| \leq\left\|T^{n}(I-P)\right\|+\left\|T^{n} P\right\| \rightarrow 0
$$

contradicting that the norms $\left\|T^{n}\right\|$ are separated from 0.

## 3 Uniform Ergodicity

This section is devoted to convergence of iterates $T^{n}$, obtained with the use of Dobrushin's ergodicity coefficients.

Definition 3.1 Let $P$ be a linear projection on the Banach space $\mathfrak{X}$. We say that $T \in$ $\mathcal{L}(X)$ is uniformly $P$-ergodic, if $\left\|T^{n}-P\right\| \rightarrow 0$.

Theorem 3.2 Let $T \in \mathcal{L}(X)$ and $P \neq I$ be a projection. Then, $T$ is uniformly $P$ ergodic if and only if that $T\left(N_{P}\right) \subseteq N_{P}, T P=P$ (equivalently, $T P=P T=P$ ), and $\delta_{P}\left(T^{k}\right)<1$ for some $k \in \mathbb{N}$.

Proof Let $T$ be a uniformly $P$-ergodic operator. Applying Proposition 2.4, we get:

$$
\delta_{P}\left(T^{n}\right)=\sup _{x \in N_{P}, x \neq 0} \frac{\left\|T^{n} x\right\|}{\|x\|}=\sup _{x \in N_{P}, x \neq 0} \frac{\left\|T^{n} x-P x\right\|}{\|x\|} \leq\left\|T^{n}-P\right\| \rightarrow 0,
$$

so $\delta_{P}\left(T^{k}\right)<1$ for some $k \in \mathbb{N}$.
Moreover, from

$$
\left\|T^{n+1}-T P\right\|=\left\|T\left(T^{n}-P\right)\right\| \rightarrow 0 \text { and }\left\|T^{n+1}-P T\right\|=\left\|\left(T^{n}-P\right) T\right\| \rightarrow 0
$$

we get commutativity $P=T P$ and $P=P T$. In particular, $T\left(N_{P}\right) \subseteq N_{P}$.
In the opposite direction, we apply our Proposition 2.2 and get
$\left\|T^{n}(I-P)\right\| \rightarrow 0$, so $\left\|T^{n}-P\right\|=\left\|T^{n}-T^{n} P\right\| \rightarrow 0$.
Remark 3.3 The case when $T$ is uniformly $I$-ergodic is trivial. Simply $P=I$, and then, $\delta_{I}\left(T^{k}\right)<1$ does not occur.

Combining the above theorem with the Proposition 2.3, we get
Corollary 3.4 If $T$ is uniformly $P$-ergodic and $\delta_{P}(T)=0$, then $T=P$.
The uniform $P$-ergodicity is quite a strong property. We shall also consider its weaker alternative discussing the asymptotic behavior of $\left\|T^{n} x-T^{n} y\right\|$. Expressing it in Dobrushin's language, we propose to study the limit of $\delta_{P}\left(T^{n}\right)$ (for contractions, such a limit does exist).

Definition 3.5 Let $P$ be a linear projection on $\mathfrak{X}$. We say that a linear contraction $T \in \mathcal{L}(\mathfrak{X})$ is weakly $P$-ergodic, if $\delta_{P}\left(T^{n}\right) \rightarrow 0$.

Now, we will discuss, from the perspective of Dobrushin's ergodicity notion, the geometry of selected semigroups. We start from general sets, and finally, we will arrive to abstract "Markovian" semigroups. Given a linear projection $P \in \mathcal{L}(\mathfrak{X})$, which is assumed to be a contraction, we define

$$
\begin{aligned}
& \mathcal{L}_{r}^{u}(P):=\{T \in \mathcal{L}(\mathfrak{X}): T \text { is uniformly } P-\text { ergodic and }\|T\| \leq r\}, \\
& \mathcal{L}_{r}^{w}(P):=\{T \in \mathcal{L}(\mathfrak{X}): T \text { is weakly } P-\text { ergodic and }\|T\| \leq r\}, \\
& \mathcal{L}_{r}^{E}(P):=\{T \in \mathcal{L}(\mathfrak{X}): P T=T P=P,\|T\| \leq r\}, \\
& \mathcal{L}_{r}^{\text {com }}(P):=\{T \in \mathcal{L}(\mathfrak{X}): P T=T P,\|T\| \leq r\} .
\end{aligned}
$$

The following inclusions are obvious: $\mathcal{L}_{r}^{u}(\mathfrak{X}) \subset \mathcal{L}_{r}^{w}(\mathfrak{X}), \mathcal{L}_{r}^{u}(\mathfrak{X}) \subset \mathcal{L}_{r}^{E}(\mathfrak{X})$ and $\mathcal{L}_{r}^{w}(\mathfrak{X}) \cap \mathcal{L}_{r}^{E}(\mathfrak{X})=\mathcal{L}_{r}^{u}(\mathfrak{X})$.

Moreover, the second inclusion is in some sense optimal, as we explain below.
Theorem 3.6 With the notation as above, the following inclusions hold:
(1) $\mathcal{L}_{1}^{u}(P)$ is a norm-open and dense subset of $\mathcal{L}_{1}^{E}(P)$.
(2) $\mathcal{L}_{1}^{w}(P) \cap \mathcal{L}_{1}^{\text {com }}(P)$ is a norm-open and dense subset of $\mathcal{L}_{1}^{\text {com }}(P)$.

Proof We notice that $\mathcal{L}_{1}^{\text {com }}(P), \mathcal{L}_{1}^{E}(P)$ are norm-closed subsets of the closed unit ball $\mathcal{L}_{1}(\mathfrak{X})$. Let $T \in \mathcal{L}_{1}^{E}(P)$ and $0<\varepsilon<1$ be fixed. We set

$$
T^{(\varepsilon)}:=\left(1-\frac{\varepsilon}{2}\right) T+\frac{\varepsilon}{2} P .
$$

Clearly, $T^{(\varepsilon)} \in \mathcal{L}_{1}^{E}(\mathfrak{X}),\left\|T^{(\varepsilon)}-T\right\| \leq \varepsilon,\left\|T^{(\varepsilon)}\right\| \leq 1$ as both $T$ and $P$ are contractions $\left(\|T\|=\|P\|=1\right.$ actually, as long as $P$ is non-zero). If $x \in N_{P}$, then

$$
\frac{\left\|T^{(\varepsilon)} x\right\|}{\|x\|}=\left(1-\frac{\varepsilon}{2}\right) \frac{\|T x\|}{\|x\|} .
$$

Taking supremum over all such $x$, we get $\delta_{P}\left(T^{(\varepsilon)}\right)=\left(1-\frac{\varepsilon}{2}\right) \delta_{P}(T)$. Therefore, $\delta_{P}\left(T^{(\varepsilon)}\right)<1$, so applying the Theorem 3.2, we obtain that $T^{(\varepsilon)}$ is uniformly $P$ ergodic. $\mathcal{L}_{1}^{u}(P)$ is a norm-dense subset of $\mathcal{L}_{1}^{E}(P)$.

Concerning openness, for $n \in \mathbb{N}$, consider sets

$$
U_{n}=\left\{T \in \mathcal{L}_{1}(\mathfrak{X}): P T=T P=P ; \delta_{P}\left(T^{n}\right)<1\right\} .
$$

Clearly, $\mathcal{L}_{1}^{u}(P)=\bigcup_{n \in \mathbb{N}} U_{n}$, so it is enough to prove that $U_{n}$ are norm-open in $\mathcal{L}_{1}^{E}(P)$. If $T \in U_{n}$ is fixed, then for every $H \in \mathcal{L}_{1}^{E}(P)$ with $\|T-H\|<\frac{1-\delta_{P}\left(T^{n}\right)}{2 n}$, we have (apply Theorem 2.2)

$$
\begin{aligned}
& \left|\delta_{P}\left(T^{n}\right)-\delta_{P}\left(H^{n}\right)\right| \leq\left\|T^{n}-H^{n}\right\| \leq\left\|T^{n}-T^{n-1} H\right\|+\left\|T^{n-1} H-H^{n}\right\| \\
& \leq\|T-H\|+\left\|T^{n-1}-H^{n-1}\right\| \leq n\|T-H\|<\frac{1-\delta_{P}\left(T^{n}\right)}{2} .
\end{aligned}
$$

Therefore, $\delta_{P}\left(H^{n}\right)<1, H \in U_{n}$ and the proof is completed.
To prove (2), we may copy the proof of (1) replacing $\mathcal{L}_{1}^{u}(P)$ for $\mathcal{L}_{1}^{w}(P) \cap \mathcal{L}_{1}^{\text {com }}(P)$ and $\mathcal{L}_{1}^{E}(P)$ for $\mathcal{L}_{1}^{c o m}(P)$.

## 4 Abstract Markovian Semigroups

Let $\xi \in \mathfrak{X}^{*}$ be a continuous (real) functional on a Banach space $(\mathfrak{X},\|\cdot\|)$ and $\mathcal{K}_{\xi} \subset \mathfrak{X}$ be a norm-closed, bounded and convex subset of $\mathfrak{X}$ (denote $M_{\xi}=\sup _{x \in \mathcal{K}_{\xi}}\|x\|$ ). Assume that $\xi(x)=1$ for all $x \in \mathcal{K}_{\xi}$. Clearly, $\mathcal{K}_{\xi}$ is separated from 0 (i.e., $\inf _{x \in \mathcal{K}_{\xi}}\|x\|=m_{\xi}>$ $0)$.

Definition 4.1 A linear bounded operator $T \in \mathcal{L}(\mathfrak{X})$ is called $\xi-$ Markovian if $T^{*} \xi=\xi$ and $T\left(\mathcal{K}_{\xi}\right) \subseteq \mathcal{K}_{\xi}$. The set of all $\xi-$ Markovian operators on $\mathfrak{X}$ is denoted by $\mathcal{S}_{\xi}$.

It follows directly from the definition that $\mathcal{S}_{\xi} \subset \mathcal{L}(\mathfrak{X})$ is a semigroup, which is closed for the weak operator topology. The composition operation is continuous for the strong operator topology. Of course, each $\xi$-Markovian operator $T$ has its norm $\|T\| \geq 1$, as $T^{*} \xi=\xi \neq 0$. Clearly, the identity operator $\mathbf{I d} \in \mathcal{S}_{\xi}$.

It is easy to verify that if $\mathfrak{X}=L^{1}(\mu)$, then the classical Markovian operators $T$ (sometimes called stochastic and then the adjoint operators $T^{*}$ are called Markovian) coincide with the just introduced semigroup $\mathcal{S}_{\mathbf{1}}$, where $\mathbf{1} \in L^{\infty}(\mu)$ denotes the function equal $1 \mu$ a.e. From this perspective general $\xi$-Markovian operators mimic some features of classical Markovian operators on $L^{1}(\mu)$. It is worth mentioning that in the literature, several different extensions of Markov operators are presented (cf. [1,5,6, 8,10,17,24,27,32,35]).

Repeating Example 2.5, we set $P_{y_{*}}=\xi \otimes y_{*}=\langle\cdot, \xi\rangle y_{*}$, where $y_{*} \in \mathcal{K}_{\xi}$. Clearly, $P_{y_{*}} \in \mathcal{S}_{\xi}$ is a $\xi$-Markovian projection. Moreover, $P_{y_{*}} T=P_{y_{*}}$ for every $T \in \mathcal{S}_{\xi}$. $P_{y_{*}}(u)=0$ if and only if $\xi(u)=0$. Hence, $N_{P_{y_{*}}}=\operatorname{ker} \xi=\operatorname{ker} P_{y_{*}}$. Now, for arbitrary $T \in \mathcal{S}_{\xi}$ and all $u \in N_{P_{y_{*}}}$, we have $\xi(T u)=T^{*}(\xi)(u)=\xi(u)=0$. We obtain $T\left(N_{P_{y_{*}}}\right) \subseteq N_{P_{y_{*}}}$.

If $\mathbb{R}_{+} \mathcal{K}_{\xi}-\mathbb{R}_{+} \mathcal{K}_{\xi}=\mathfrak{X}$, then the cone $C_{\xi}=\left\{t x: t \geq 0\right.$ and $\left.x \in \mathcal{K}_{\xi}\right\}$ is called generating in $\mathfrak{X}$. We notice that under this assumption, $\xi(v)=0$ if and only if $v=$ $t(x-y)$, for some $t \in \mathbb{R}$ and $x, y \in \mathcal{K}_{\xi}$. Therefore, the abstract Dobrushin ergodicity coefficient, introduced in $(\star)$, coincides with the classical one. Namely, for all $T \in \mathcal{S}_{\xi}$, we have

$$
\delta(T)=\sup \left\{\frac{\|T(x-y)\|}{\|x-y\|}: x, y \in \mathcal{K}_{\xi}\right\}=\sup \left\{\frac{\|T v\|}{\|v\|}: v \in N_{P_{y_{*}}}\right\}=\delta_{P_{y_{*}}}(T) .
$$

The rest of this section is devoted to topological (generic) characteristics of $\mathcal{S}_{\xi}$. It is well known that classical Markov operators, which are norm-mixing, form a dense and open subset of $\mathcal{S}_{\mathbf{1}}$ (see [3-5,19,20,23]). It has been recently extended to ordered Banach spaces satisfying some extra properties (see [10,14,17,24,27]). The category of abstract "norm mixing" elements in Banach algebras was studied in [31], but the
obtained there results bring residuality (here, we deliver open denseness). We introduce the following.

Definition 4.2 We say that a $\xi$-Markovian operator $T \in \mathcal{S}_{\xi}$ is norm-mixing if there exists $x_{*} \in \mathcal{K}_{\xi}$, such that the operator $T$ is $P_{x_{*}}$-ergodic, where $P_{x_{*}} \in \mathcal{S}_{\xi}$ is onedimensional projection, i.e., $\lim _{n \rightarrow \infty}\left\|T^{n}-P_{x_{*}}\right\|=0$ (clearly $T x_{*}=x_{*}$ ). We denote the set of all norm mixing $\xi$-Markovian operators by $\mathcal{S}_{\xi}^{\text {mix }}$. If we fix $x_{*} \in \mathcal{K}_{\xi}$, then the subset $\left\{T \in \mathcal{S}_{\xi}:\left\|T^{n}-P_{x_{*}}\right\| \rightarrow 0\right\}$ is denoted by $\mathcal{S}_{\xi, x_{*}}^{\operatorname{mix}}$. Accordingly, we define $\mathcal{S}_{\xi, x_{*}}=\left\{T \in \mathcal{S}_{\xi}: T\left(x_{*}\right)=x_{*}\right\}$.

We notice that studying mixing property, we may assume that $\|T\|=1$. In fact, by the Banach-Steinhaus theorem, $\sup _{n \geq 0}\left\|T^{n} x\right\|=\|x\|$. defines an equivalent norm on $\mathfrak{X}$, such that $T$ becomes a contraction with respect to it. Therefore, in the sequel (in the next section), we shall consider only contraction Markovian operators. However, in this section, we present a bit more general approach and show how notions mixing and the geometry of the space $(\mathfrak{X},\|\cdot\|)$ interplay.

We recall that a cone $C_{\xi}$ is $\kappa$-generating, if it is generating and each $x \in \mathfrak{X}$ has a decomposition $x=u-w$, where $u, w \in C_{\xi}$ satisfy $\|u\|+\|w\| \leq \kappa\|x\|$. Clearly, $\kappa \geq 1$ (cf. [7,36]). We remember that $\kappa=1$ if $\mathfrak{X}=L^{1}(\mu)$ or it is a predual of a Von Neumann algebra (cf. [5,15,17,24,27]).

In the rest of this section, we focus on Markovian families and study them using Dobrushin methods. We start with a few auxiliary lemmas. In the first one, we do not require that $C_{\xi}$ is generating.

Lemma 4.3 If $T \in \mathcal{S}_{\xi}^{\text {mix }}$, then there exists a unique $x_{*} \in \mathcal{K}_{\xi}$, such that

$$
\lim _{n \rightarrow \infty} \sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-x_{*}\right\|=0
$$

Proof If $T$ is $P_{x_{*}}$ ergodic, then $T P_{x_{*}}=P_{x_{*}}$. It follows that $T x_{*}=x_{*}$. For each $x \in \mathcal{K}_{\xi}$, we have $\xi\left(x-x_{*}\right)=\xi\left(x_{*}\right)-\xi(x)=0$. Thus, $x-x_{*} \in N_{P_{x_{*}}}$ for all $x \in \mathcal{K}_{\xi}$. By the Theorem 3.1, there exists a natural $k$, such that $\delta_{P_{x_{*}}}\left(T^{k}\right)<1$. We now estimate

$$
\begin{aligned}
\sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-x_{*}\right\| & =\sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-T^{n} x_{*}\right\|=\sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n}\left(x-x_{*}\right)\right\| \\
& \leq \sup _{x \in \mathcal{K}_{\xi}}\left(\delta_{P_{x *}}\left(T^{k}\right)\right)^{\left\lfloor\frac{n}{k}\right\rfloor} \max _{0 \leq j<k}\left\|T^{j} x-x_{*}\right\| \\
& \leq \operatorname{diam}\left(\mathcal{K}_{\xi}\right)\left(\delta_{P_{x_{*}}}\left(T^{k}\right)\right)^{\left\lfloor\frac{n}{k}\right\rfloor} \rightarrow 0 .
\end{aligned}
$$

Before we proceed to the main result of this section, we first explain the geometry of our cones $C_{\xi}$. We start with the following.

Lemma 4.4 If $C_{\xi}$ is generating in $(\mathfrak{X},\|\cdot\|)$, then there exists a positive constant $\alpha_{\xi}<\infty$, such that for every $u \in \mathfrak{X}$ satisfying $\xi(u)=0$ (i.e., $u \in$ ker $\xi$ )

$$
\inf \left\{\xi\left(u_{1}\right): u=u_{1}-u_{2}, \text { where } u_{1}, u_{2} \in C_{\xi}\right\} \leq \alpha_{\xi}\|u\|
$$

Proof As $C_{\xi}$ is generating, we have

$$
\bigcup_{j=1}^{\infty}\left\{s v-s w: v, w \in \mathcal{K}_{\xi}, 0 \leq s \leq j\right\}=\operatorname{ker} \xi
$$

By the Baire category theorem, there exists $j_{0} \in \mathbb{N}$, such that

$$
\operatorname{ker} \xi \cap \mathcal{K}\left(x_{0}, r\right) \subset \overline{\left\{s v-s w: v, w \in \mathcal{K}_{\xi}, 0 \leq s \leq j_{0}\right\}}\|\cdot\|
$$

We may assume that $x_{0}=s_{0} v_{0}-s_{0} w_{0}$ for some $s_{0}>0$ and $v_{0}, w_{0} \in \mathcal{K}_{\xi}$. Hence, each $u \in \operatorname{ker} \xi,\|u\| \leq 1$ belongs to

$$
u \in \overline{\left\{\left(\frac{s}{r} v+\frac{s_{0}}{r} w_{0}\right)-\left(\frac{s}{r} w+\frac{s_{0}}{r} v_{0}\right): v, w \in \mathcal{K}_{\xi}, 0 \leq s \leq j_{0}\right\}}{ }^{\|\cdot\|}
$$

Then, $u=u_{1}-u_{2}$, where $u_{1}, u_{2} \in C_{\xi}$ and $\left\|u_{1}-\left(\frac{s}{r} v+\frac{s_{0}}{r} w_{0}\right)\right\|$ may be as small as we wish. We get

$$
\xi\left(u_{1}\right)=\xi\left(u_{2}\right) \leq \frac{s}{r}+\frac{s_{0}}{r} \leq \frac{j_{0}+s_{0}}{r}
$$

We set $\alpha_{\xi}=\frac{j_{0}+s_{0}}{r}+q$, where $q>0$ may be taken arbitrary (as small as we wish).

The next lemma is commonly known (see [7, Proposition 1.1.2]) but its proof is included here for the sake of completeness of the paper. Moreover, we can somehow see how the coefficient $\kappa$ depends on $\|\xi\|$ or $M_{\xi}$.

Lemma 4.5 Generating cones $C_{\xi}$ are $\kappa$-generating for some $\kappa \geq 1$.
Proof Let $x=t v-s w$ for some $t, s \geq 0$ and $v, w \in \mathcal{K}_{\xi}$, where $\|x\|=1$. Without loss of generality, we may assume that $t \geq s$. Then, $x=(t-s) v+s v-s w$ and $\|(t-s) v\|=(t-s)\|v\| \leq(t-s) M_{\xi}$. Moreover

$$
\|\xi\| \geq|\xi(x)|=|\xi((t-s) v)+s \xi(v-w)|=(t-s)
$$

Thus, $\|(t-s) v\| \leq\|\xi\| M_{\xi}$. Now

$$
\|s v-s w\| \leq\|x\|+\|(t-s) v\| \leq 1+\|\xi\| M_{\xi} .
$$

By the previous Lemma 4.4, $s v-s w=\tilde{s} \tilde{v}-\widetilde{s} \widetilde{w}$, where $\widetilde{v}, \widetilde{w} \in \mathcal{K}_{\xi}$ and

$$
0 \leq \widetilde{s} \leq \alpha_{\xi}(1+\|\xi\| M \xi)
$$

It follows that:

$$
\begin{aligned}
x & =t v-s w=(t-s) v+\widetilde{s} \widetilde{v}-\widetilde{s} \widetilde{w} \\
& =(t-s+\widetilde{s})\left(\frac{t-s}{t-s+\widetilde{s}} v+\frac{\widetilde{s}}{t-s+\widetilde{s}} \widetilde{v}\right)-\widetilde{s} \widetilde{w} \\
& =(t-s+\widetilde{s}) \widetilde{\widetilde{v}}-\widetilde{s} \widetilde{w},
\end{aligned}
$$

where $\widetilde{\widetilde{v}}=\frac{t-s}{t-s+\widetilde{s}} v+\frac{\widetilde{s}}{t-s+\widetilde{s}} \widetilde{v} \in \mathcal{K}_{\xi}$. We obtain

$$
t-s+\widetilde{s}+\widetilde{s} \leq\|\xi\|+2 \alpha_{\xi}\left(1+\|\xi\| M_{\xi}\right)<\infty
$$

Now

$$
\begin{aligned}
& \inf \left\{\left\|u_{1}\right\|+\left\|u_{2}\right\|: x=u_{1}-u_{2},\|x\|=1, u_{1}, u_{2} \in C_{\xi}\right\} \\
& \leq\|(t-s+\widetilde{s}) \widetilde{\widetilde{v}}\|+\|\widetilde{s} \widetilde{w}\|=(t-s+\widetilde{s})\|\widetilde{\widetilde{v}}\|+\widetilde{s}\|\widetilde{w}\| \\
& \leq M_{\xi}(t-s+\widetilde{s}+\widetilde{s}) \leq M_{\xi}\left(\|\xi\|+2 \alpha_{\xi}\left(1+\|\xi\| M_{\xi}\right)\right)=\widetilde{\kappa}
\end{aligned}
$$

(obviously $\widetilde{\kappa} \geq 1$ as $M_{\xi}\|\xi\| \geq \sup _{v \in \mathcal{K}_{\xi}}|\xi(v)|=1$ ). We have proved that $C_{\xi}$ is $\kappa$-generating for each $\kappa>\tilde{\kappa}$.

In the following results, we shall use already proved geometric properties of our cones $C_{\xi}$. Namely, if generating they are automatically $\kappa$-generating, and we have a piece of control on the parameter $\kappa \geq 1$. We obtain the following.

Lemma 4.6 Let $\xi \in \mathfrak{X}^{*}$, $\mathcal{S}_{\xi}$ be a $\xi$-Markovian semigroup and $C_{\xi}$ be a generating (so $\kappa$-generating cone for some $\kappa \geq 1$ ). Then, there exists a constant $M \geq 0$, such that $\sup \left\{\|T\|: T \in \mathcal{S}_{\xi}\right\}=M<\infty$. In particular, $\|x\|^{\bullet}=\sup \left\{\|T x\|: T \in \mathcal{S}_{\xi}\right\}$ is a norm on $\mathfrak{X}$, equivalent to $\|\cdot\|$.

Proof As before we set $m_{\xi}=\inf \left\{\|w\|: w \in \mathcal{K}_{\xi}\right\}>0$ and $M_{\xi}=\sup \{\|w\|: w \in$ $\left.\mathcal{K}_{\xi}\right\}<\infty$. Let us fix normalized $x \in \mathfrak{X}$. We have a decomposition $x=t u-s v$ for some $u, v \in \mathcal{K}_{\xi}$ and $t, s \in \mathbb{R}_{+}$, where $t \leq \frac{\kappa}{\|u\|} \leq \frac{\kappa}{m_{\xi}}$ and $s \leq \frac{\kappa}{\|v\|} \leq \frac{\kappa}{m_{\xi}}$. For an arbitrary $T \in \mathcal{S}_{\xi}$, we have

$$
\begin{aligned}
\|T x\| & \leq\|T(t u)\|+\|T(s v)\|=t\|T u\|+s\|T v\| \leq(t+s) \sup \left\{\|T w\|: w \in \mathcal{K}_{\xi}\right\} \\
& \leq(t+s) \operatorname{diam}\left(\mathcal{K}_{\xi}\right)<\infty
\end{aligned}
$$

It follows that $\sup \left\{\|T\|: T \in \mathcal{S}_{\xi}\right\} \leq \frac{2 \kappa}{m_{\xi}} \cdot \operatorname{diam}\left(\mathcal{K}_{\xi}\right)<\infty$. In particular, $\sup \{\|T\|$ : $\left.T \in \mathcal{S}_{\xi}\right\}=M<\infty$ and $\sup _{n}\left\|T^{n}\right\| \leq M$ for any $\xi-$ Markovian operator $T$.

Define $\|x\|^{\bullet}=\sup \left\{\|T x\|: T \in \mathcal{S}_{\xi}\right\}$. Clearly, $\|x\| \leq\|x\|^{\bullet}$, so these norms are equivalent and $\mathcal{S}_{\xi}$ becomes a contraction semigroup with respect to $\|\cdot\|^{\bullet}$.

The operator $P_{x_{*}}$ is a two-sided zero in the semigroup $\mathcal{S}_{\xi, x_{*}}^{\text {mix }}$, i.e., for all $T \in \mathcal{S}_{\xi, x_{*}}^{\text {mix }}$, we have $T P_{x_{*}}=P_{x_{*}} T=P_{x_{*}}$. In particular, $T^{n}-P_{x_{*}} \stackrel{ }{=}\left(T-P_{x_{*}}\right)^{n}$ for all $n$.

Therefore, if for some natural $k$, we have $\left\|T^{k}-P_{x_{*}}\right\|<1$, then

$$
\lim _{n \rightarrow \infty}\left\|T^{n}-P_{x_{*}}\right\|=\lim _{n \rightarrow \infty}\left\|\left(T^{k}-P_{x_{*}}\right)^{\left\lfloor\frac{n}{k}\right\rfloor}\right\| \cdot \max _{0 \leq j<k}\left\|T^{j}-P_{x_{*}}\right\|=0
$$

(alternatively we may apply the Theorem 3.1 instead as $\delta_{P_{x_{*}}}\left(T^{k}\right)<1$ ). Thus

$$
\mathcal{S}_{\xi, x_{*}}^{\operatorname{mix}}=\bigcup_{k=1}^{\infty}\left\{T \in \mathcal{S}_{\xi, x_{*}}:\left\|T^{k}-P_{x_{*}}\right\|<1\right\}
$$

is a norm-open subset of $\mathcal{S}_{\xi, x_{*}}$. If $T$ is power bounded (for instance when $C_{\xi}$ is generating), then

$$
\lim _{n \rightarrow \infty}\left\|\left((1-\varepsilon) T+\varepsilon P_{x_{*}}\right)^{n}-P_{x_{*}}\right\|=0
$$

as $\left((1-\varepsilon) T+\varepsilon P_{x_{*}}\right)^{n}=(1-\varepsilon)^{n} T^{n}+\left(1-(1-\varepsilon)^{n}\right) P_{x_{*}}$ (we remember that $P_{x_{*}}$ is a semigroup zero). We have already proved a result which appeared in a classical version in [3, Theorem 3].

Corollary 4.7 Let $C_{\xi}$ be a generating cone in $(\mathfrak{X},\|\cdot\|)$. Then, for each fixed $x_{*} \in \mathcal{K}_{\xi}$, the set $\mathcal{S}_{\xi, x_{*}}^{\text {mix }}$ is norm-open and dense in $\mathcal{S}_{\xi, x_{*}}$.

The next lemma characterizes mixing of abstract $\xi$-Markovian operators.
Lemma 4.8 Let $T \in \mathcal{S}_{\xi}$ be a Markovian operator, where the cone $C_{\xi}$ is generating (so $\kappa$-generating for some $\kappa \geq 1$ ). Then, $T$ is norm-mixing if and only if

$$
\lim _{n \rightarrow \infty} \sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-x_{*}\right\|=0
$$

for some (unique) $x_{*} \in \mathcal{K}_{\xi}$ (clearly $T x_{*}=x_{*}$ ).
Proof Applying the Lemma 4.3, we need only a proof in one direction. Suppose that

$$
\lim _{n \rightarrow \infty} \sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-x_{*}\right\|=0
$$

Clearly, $T x_{*}=x_{*} \in \mathcal{K}_{\xi}$. Thus, $\lim _{n \rightarrow \infty} \sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-P_{x_{*}} x\right\|=0$. If $u \in N_{P_{x_{*}}},\|u\| \leq 1$, then $u=v-w$ for some $v, w \in C_{\xi}$ with $\|v\|+\|w\| \leq \kappa$. As $u \in N_{P_{x_{*}}}$, we get $\xi(v)=\xi(w)$. Now

$$
\begin{aligned}
\left\|T^{n} u\right\| & =\left\|T^{n} v-T^{n} w\right\| \leq\left\|T^{n} v-\xi(v) x_{*}\right\|+\left\|T^{n} w-\xi(w) x_{*}\right\| \\
& =\xi(v)\left(\left\|T^{n} \frac{v}{\xi(v)}-x_{*}\right\|+\left\|T^{n} \frac{w}{\xi(w)}-x_{*}\right\|\right) .
\end{aligned}
$$

Clearly, $\frac{v}{\xi(v)} \in \mathcal{K}_{\xi}$ as $\xi\left(\frac{v}{\xi(v)}\right)=1$ (similarly $\left.\frac{w}{\xi(w)} \in \mathcal{K}_{\xi}\right)$. Estimating $\xi(v) \leq \frac{j_{0}+s_{0}}{r} M_{\xi}$, we finally obtain

$$
\lim _{n \rightarrow \infty} \sup _{u \in N_{P_{x_{*}}}\|u\|=1}\left\|T^{n} u\right\| \leq 2 \alpha_{\xi} M_{\xi} \lim _{n \rightarrow \infty} \sup _{x \in \mathcal{K}_{\xi}}\left\|T^{n} x-x_{*}\right\|=0
$$

To the rest, we may apply the Theorem 3.2.
The theorem presented below is the main result of this section. It generalizes the results obtained in [5, Theorem 2.4] for Markov operators acting on Schatten classes (where $\kappa=1$ ). Clearly, it also extends relevant results on the asymptotic behavior of iterates of Markov operators acting on $L^{1}(\mu)$ spaces (cf. [3], [19] and [23, Theorem $6]$ ), and it corresponds to [27, Theorems 7.1 and 7.3].

Theorem 4.9 Let $(\mathfrak{X},\|\cdot\|), \xi \in \mathfrak{X}^{*}, \mathcal{K}_{\xi}$, and $C_{\xi}$ be as before. If the cone $C_{\xi}$ is generating ( $\kappa$-generating for some $\kappa \geq 1$ ) in $(\mathfrak{X},\|\cdot\|)$, then for $T \in \mathcal{S}_{\xi}$, the following are equivalent:
(i) $T \in \mathcal{S}_{\xi}^{\text {mix }}$;
(ii) $\lim _{n \rightarrow \infty} \sup _{u, v \in \mathcal{K}_{\xi}}\left\|T^{n} u-T^{n} v\right\|=0$;
(iii) there exists a natural $k$, such that

$$
\sup _{u, v \in \mathcal{K}_{\xi}}\left\|T^{k} u-T^{k} v\right\|=\gamma<\frac{m_{\xi}}{\kappa}
$$

Proof (i) $\Rightarrow$ (ii) has already been proved. (ii) $\Rightarrow$ (iii) is obvious. It remains to prove (iii) $\Rightarrow$ (i). Given $z_{*} \in \mathcal{K}_{\xi}$ and $u \in N_{P_{z *}}$, with $\|u\|=1$, we find a decomposition $u=\widetilde{v}-\widetilde{w}$, where $\|\widetilde{v}\|+\|\widetilde{w}\| \leq \kappa\|u\|=\kappa, \widetilde{v}=t v, \widetilde{w}=t w, t \geq 0$ and $v, w \in \mathcal{K}_{\xi}$. Clearly, $t \leq \frac{\kappa}{m_{\xi}}$. We estimate

$$
\left\|T^{k} u\right\|=\left\|T^{k} \widetilde{v}-T^{k} \widetilde{w}\right\|=t\left\|T^{k} v-T^{k} w\right\| \leq \frac{\kappa}{m_{\xi}} \gamma=\varrho<\frac{\kappa}{m_{\xi}} \frac{m_{\xi}}{\kappa}=1
$$

It follows that for an arbitrary pair $v, w \in \mathcal{K}_{\xi}$, we have $\left\|T^{k} v-T^{k} w\right\| \leq \varrho\|v-w\|$. The transformation $T^{k}$ is a strict contraction on $\mathcal{K}_{\xi}$. By the Banach fixed point theorem, there exists $x_{*} \in \mathcal{K}_{\xi}$, such that $T^{k} x_{*}=x_{*}$. Notice that $\delta_{P_{x_{*}}}\left(T^{k}\right)<1$ and $T^{k} P_{x_{*}}=$ $P_{x_{*}} T^{k}=P_{x_{*}}$. Now, we may apply our Theorem 3.2 or repeating argumentation as in Corollary 4.7, we get $\lim _{n \rightarrow \infty}\left\|T^{n k}-P_{x_{*}}\right\|=0$. Finally

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \sup _{\|x\| \leq 1}\left\|T^{n} x-P_{x_{*}} x\right\|=\limsup _{n \rightarrow \infty} \sup _{\|x\| \leq 1} \sup _{0 \leq j<k}\left\|T^{k n+j} x-\xi(x) x_{*}\right\| \\
& \quad=\limsup _{n \rightarrow \infty} \sup _{\|x\| \leq 1} \sup _{0 \leq j<k}\left\|T^{k n}\left(T^{j} x\right)-\xi\left(T^{j} x\right) x_{*}\right\| \\
& \leq \lim \sup _{n \rightarrow \infty} \sup _{\|y\| \leq M}\left\|T^{k n}(y)-\xi(y) x_{*}\right\|=0,
\end{aligned}
$$

as $\left\|T^{j}\right\| \leq M$ for all $j$ (see Lemma 4.6). We have proved that $T \in \mathcal{S}_{\xi}^{\text {mix }}$.

The following corollary easily follows from the last theorem. Its classical counterpart may be found in [3,5] and [20, Theorem 3].

Corollary 4.10 If $C_{\xi}$ is generating ( $\kappa$-generating for some $\kappa \geq 1$ ), then $\mathcal{S}_{\xi}^{\text {mix }}$ is a norm-open and dense subset of $\mathcal{S}_{\xi}$.

Proof From Theorem 4.9(iii), we easily obtain that $\mathcal{S}_{\xi}^{\text {mix }}$ is norm-open in $\mathcal{S}_{\xi}$. Concerning denseness let us fix $z_{*} \in \mathcal{K}_{\xi}$ and $\varepsilon>0$. Given an arbitrary $T \in \mathcal{S}_{\xi}$, define $T_{\varepsilon}=(1-\varepsilon) T+\varepsilon P_{z_{*}} \in \mathcal{S}_{\xi}$. Let us endow the Banach space with the norm $\|\cdot\|^{\bullet}$, defined before. With the metric $\varrho(v, w)=\|v-w\|^{\bullet}$, the set $\mathcal{K}_{\xi}$ is a complete metric space and the "discrete time" semigroup $\left\{T_{\varepsilon}^{n}: n \geq 0\right\}$ acts on $\mathcal{K}_{\xi}$ as affine contractions. Hence, for any pair $v, w \in \mathcal{K}_{\xi}$, we have

$$
\left\|T_{\varepsilon}(v)-T_{\varepsilon}(w)\right\|^{\bullet} \leq(1-\varepsilon)\|v-w\|^{\bullet} .
$$

By the Banach fixed point theorem, there exists a unique $x_{*} \in \mathcal{K}_{\xi}$, such that $T_{\varepsilon} x_{*}=x_{*}$ and

$$
\sup _{u \in \mathcal{K}_{\xi}}\left\|T_{\varepsilon}^{n}(u)-x_{*}\right\|^{\bullet} \leq \operatorname{const}_{1}(1-\varepsilon)^{n} .
$$

Clearly

$$
\sup _{u \in \mathcal{K}_{\xi}}\left\|T_{\varepsilon}^{n}(u)-x_{*}\right\| \leq \operatorname{const}_{2}(1-\varepsilon)^{n},
$$

as the norms $\|\cdot\|$ and $\|\cdot\|^{\bullet}$ are equivalent. From Lemma 4.8, the operator $T_{\varepsilon} \in \mathcal{S}_{\xi}^{\text {mix }}$. Applying Lemma 4.6 once again, we have $\left\|T-T_{\varepsilon}\right\| \leq 2 M \varepsilon$. The set $\mathcal{S}_{\xi}^{\text {mix }}$ is operator norm-dense in $\mathcal{S}_{\xi}$

We end this section giving some comments on the role of order structures on abstract Banach spaces. It is well known (see [17, Proposition A.1] and [27, Examples 2.3 and 2.4]) that every Banach space ( $\mathfrak{X},\|\cdot\|$ ) may be isometrically embedded into an ordered Banach space $\mathfrak{X}^{\sim}$. Simply consider $\mathfrak{X}^{\sim}=\mathfrak{X} \oplus \mathbb{R}$ with the norm $\|(x, r)\|^{\sim}=\max \{\|x\|,|r|\}$. The positive cone is defined as $\mathfrak{X}_{+}^{\sim}=\{(x, r):\|x\| \leq r\}$. It may be proved that the norm $\|\cdot\|^{\sim}$ is additive on $\mathfrak{X}_{+}^{\sim}$ and that the space $\mathfrak{X}^{\sim}$ is 1 -generating (i.e., $\mathfrak{X}^{\sim}$ is a strong abstract state space). Moreover, each contraction $T \in \mathcal{L}(\mathfrak{X})$ can be extended to $\widetilde{T} \in \mathcal{L}\left(\mathfrak{X}^{\sim}\right)$ which is a positive contraction. Namely, define $\widetilde{T}(x, r)=(T x, r)$. The dynamics of a linear contraction $T$ on $\mathfrak{X}$ is reflected in dynamics of $\widetilde{T}$. The problem emerges, when one asks about the mixing property. The convergence of Markovian $\widetilde{T}^{n}$, to a 1-dimensional projection on $\mathfrak{X}^{\sim}$, automatically forces on the limit operator $P((x, r))=(0, r)$. In particular, $\left\|T^{n}\right\| \rightarrow 0$ on the original space $\mathfrak{X}$. Otherwise, we would have $P((x, r))=\left(\lim _{n \rightarrow \infty} T^{n} x, r\right)$. Hence, $\left(x_{*}, 0\right),(0,1) \in \mathfrak{X}^{\sim}$ would be two non-zero $\widetilde{T}$-invariant vectors, contradicting normmixing. We conclude that studying mixing of a linear contraction $T$ on an abstract Banach space is as hard as studying uniform $P$-ergodicity of its extension $\widetilde{T}$ (on $\mathfrak{X}^{\sim}$ ) for 2 -dimensional projections $P$. Positivity of $\widetilde{T}$ and the order on $\mathfrak{X}^{\sim}$ will not
help. We conclude that, when investigating the iterates $T^{n}$ of a linear contraction $T$ on an abstract Banach space $\mathfrak{X}$, we may not assume, without loss of generality, that $\mathfrak{X}$ is an abstract state space; especially when considering $P$ - norm-ergodicity for a 1-dimensional $P$.

## 5 Continuous Semigroups and Dobrushin Coefficients

It has been explained in the previous section that studying mixing of Markovian semigroups, we may actually assume that they are contractions. Therefore, in this section, we shall generally assume that $\mathcal{S}_{\xi}$ are contraction semigroups.

We will not consider Dobrushin's coefficients for one-parameter semigroups in much depth. We merely present two results indicating possibilities in this direction. A recent paper [14] is another example supporting possible developments of this topic. We begin with recalling (cf. [9,13,18]).

Proposition 5.1 Let $A \in \mathcal{L}(\mathfrak{X})$. Then

$$
T_{t}^{A}:=\sum_{n=0}^{\infty} \frac{A^{n}}{n!} t^{n}=e^{t A} \in \mathcal{L}(\mathfrak{X})
$$

form a one-parameter norm-continuous (i.e., $\mathbb{R} \ni t \rightarrow T_{t} \in \mathcal{L}(\mathfrak{X})$ is operator normcontinuous) semigroup of operators, with $A$ as its generator.

The theory of one-parameter linear semigroups is well developed. The reader is directed to $[9,13,18]$ for further explanations if necessary.

Here, we show that the convergence of $\left\{T_{t}\right\}$ may be characterized by the Dobrushin coefficient of a single element $T_{1}$. Such a property is known for classical Markovian semigroups on $L^{1}$ (see [21, Theorem 3.7] and [22, Theorem 7.4.1 and Corollary 8.7.3]). We have the following.

Theorem 5.2 Let $\left\{T_{t}\right\}$ be a uniformly (norm) continuous contraction linear semigroup on $\mathfrak{X}$, such that $T_{t} P=P$ for all $t \geq 0$, where $P$ is a linear projection (contraction) acting in a Banach space $\mathfrak{X}$. Then
(i) if $T_{1}$ is uniformly $P$-ergodic, then $\left\{T_{t}\right\}$ converges uniformly to $P$;
(ii) if $T_{1}$ is weakly $P$-ergodic, then $\delta_{P}\left(T_{t}\right) \rightarrow 0$.

Proof Without loss of generality, we shall assume that $P \neq I$. (i) follows from our Theorem 3.2. Indeed, notice first that $T_{1} P=P T_{1}=P$, and hence, Theorem 3.2 is applicable. Thus, $\delta_{P}\left(T_{1}^{k}\right)<1$ for some natural $k$. We notice that

$$
T_{\frac{1}{n}} P=\lim _{j \rightarrow \infty} T_{\frac{1}{n}} T_{1}^{j}=\lim _{j \rightarrow \infty} T_{\frac{1}{n}+j}=\lim _{j \rightarrow \infty} T_{1}^{j} T_{\frac{1}{n}}=P T_{\frac{1}{n}}
$$

Applying Theorem 3.6 we infer that, for every fixed natural $n$, the operator $T_{\frac{1}{n}}$ is uniformly $P$-ergodic, as $\delta_{P}\left(T_{\frac{1}{n}}^{n k}\right)=\delta_{P}\left(T_{1}^{k}\right)<1$. Then

$$
\begin{aligned}
\| T_{t} & -P\|\leq\| T_{t}-T_{\lfloor t n\rfloor / n}\|+\| T_{\lfloor t n\rfloor / n}-P \| \\
& \leq\left\|T_{\lfloor t n\rfloor / n}\right\|\left\|T_{t-\lfloor t n\rfloor / n}-I\right\|+\left\|T_{\lfloor t n\rfloor / n}-P\right\| \\
& \leq\left\|T_{t-\lfloor t n\rfloor / n}-I\right\|+\left\|T_{\lfloor t n\rfloor / n}-P\right\| .
\end{aligned}
$$

Clearly, $\left\|T_{t-\lfloor t n\rfloor / n}-I\right\|$ may be as small as we wish (take $n$ large enough). For a fixed (large) $n$, the norm $\left\|T_{\lfloor t n\rfloor / n}-P\right\| \rightarrow 0$ when $t \rightarrow \infty$. Thus, (i) is proved.

To prove (ii), it is sufficient to notice

$$
\delta_{P}\left(T_{t}\right)=\delta_{P}\left(T_{t-\lfloor t\rfloor} T_{\lfloor t\rfloor}\right) \leq\left\|T_{t-\lfloor t\rfloor}\right\| \delta_{P}\left(T_{1}^{\lfloor t\rfloor}\right) \rightarrow 0 .
$$

Corollary 5.3 Let $\left\{T_{t}\right\}_{t \geq 0}$ be a uniformly (norm) continuous contraction linear semigroup on $\mathfrak{X}$, such that $T_{t} P_{x_{*}}=P_{x_{*}}$ for all $t \geq 0$, where as, before $P_{x_{*}}=\xi \otimes x_{*}$ for some $x_{*} \in \mathcal{K}_{\xi}$. Then, $\left\{T_{t}\right\}_{t \geq 0}$ is norm-mixing if and only if $T_{1}$ is $P_{x_{*}}$-ergodic.

We finish the paper with describing operators $A \in \mathcal{L}(\mathfrak{X})$ which generate uniform $P$-ergodic semigroups. We do not focus on Markovian semigroups; however, we are still restricted to contractions. We introduce the set

$$
\mathcal{C}=\left\{A \in \mathcal{L}(\mathfrak{X}):\left\{T_{t}^{A}\right\}_{t \geq 0} \text { is a contraction semigroup }\right\}
$$

Clearly, $\mathcal{C}$ is a closed subset of $\mathcal{L}(\mathfrak{X})$. The last theorem of the paper corresponds to [14, Theorem 3.8], where the considered semigroups belong to the $C_{0}$ class and their generators are generically unbounded [18, p. 15]. In particular, the topological structure of considered here sets $\mathcal{C}$ is not comparable with the one considered in [14]. We do realize that the presented below result is not surprising, but it is included for completeness of the topological structure of ergodic families of norm-continuous contraction semigroups, obtained with the use of the Dobrushin methods.

Theorem 5.4 Let $\mathfrak{X}$ be a Banach space and $P$ be a linear projection (contraction) on $\mathfrak{X}$. Then, the set

$$
\mathcal{E}_{P}=\left\{A \in \mathcal{C}:\left\{T_{t}^{A}\right\}_{t \geq 0} \text { is uniformly P-ergodic }\right\}
$$

is norm-open in

$$
\mathcal{C}_{P}=\left\{A \in \mathcal{C}: T_{1}^{A}\left(N_{P}\right) \subseteq N_{P}, T_{1}^{A} P=P\right\}
$$

Moreover, $\mathcal{E}_{P}$ is norm-dense in

$$
\mathcal{C}_{P}^{\prime}=\{A \in \mathcal{C}: A P=P A=0\} \subset \mathcal{C}_{P}
$$

Proof As before, we shall assume $\delta_{P}\left(T_{1}^{A}\right)=\gamma<1$. Clearly, $A \rightarrow \exp (A)$ is normcontinuous. Let $A \in \mathcal{E}_{P}$ be fixed. Therefore, for every $\varepsilon>0$, there exists $\varrho>0$, such that, if $\|A-B\|<\varrho, B \in C_{P}$, then $\|\exp (A)-\exp (B)\|<\varepsilon$. From Theorem 2.2(2), we have

$$
\left|\delta_{P}(\exp (A))-\delta_{P}(\exp (B))\right| \leq\|\exp (A)-\exp (B)\|
$$

Taking $\varepsilon=(1-\gamma) / 2$, we get $\delta_{P}(\exp (B))<1$. Applying our Theorem 3.2, we infer that $\mathcal{E}_{P}$ is norm-open in $\mathcal{C}_{P}$.

To prove denseness, let us fix $A \in \mathcal{C}_{P}^{\prime}$ and define

$$
A^{\varepsilon, P}:=A+\varepsilon(P-I) .
$$

Applying standard arguments (see [22, p. 236], [4, p. 50] and [23, Lemma 3]), we find the operator $A^{\varepsilon, P}$ to be a generator of a contraction semigroup $\left\{T^{\varepsilon, P}\right\}$. Notice that $A^{\varepsilon, P} \in \mathcal{C}_{P}^{\prime}$. We have a representation

$$
T_{t}^{\varepsilon, P}=\exp (-\varepsilon t)\left(T_{t}^{A}+\sum_{n=1}^{\infty} \varepsilon^{n} T_{t}^{n, P}\right)
$$

where $T_{t}^{0, P}=T_{t}^{A}$ and

$$
T_{t}^{n+1, P}=\int_{0}^{t} T_{t-s}^{A} P T_{s}^{n, P} d s
$$

By mathematical induction, we estimate $\left\|T_{t}^{n+1, P}\right\| \leq t^{n} / n!$, so $\left\|T_{t}^{\varepsilon, P}\right\| \leq 1$ (cf. [4]). Now, by Theorem 22, we get

$$
\begin{aligned}
\delta_{P}\left(T_{1}^{\varepsilon, P}\right) & \leq \exp (-\varepsilon)\left(\delta_{P}\left(T_{1}^{A}\right)+\sum_{n=1}^{\infty} \varepsilon^{n}\left\|T_{1}^{n, P}\right\|\right) \\
& \leq \exp (-\varepsilon)\left(\delta_{P}\left(T_{1}^{A}\right)+\sum_{n=1}^{\infty} \frac{\varepsilon^{n}}{n!}\right)<1
\end{aligned}
$$

It follows that $\left\{T^{\varepsilon, P}\right\}$ is uniformly $P$-ergodic, i.e., $A^{\varepsilon, P} \in \mathcal{E}_{P}$.
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