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Abstract
Picosecond ultrasonics, as a nondestructive and noncontact method, can be employed for nanoscale metallic film thick-
ness measurements. The sensitivity of the system, which determines the measurement precision and practicability of this 
technique, is often limited by the weak intensity of the ultrasonic signal. To solve this problem, we investigate the distinct 
mechanisms involved in picosecond ultrasonic thickness measurement for two types of metals, namely tungsten (W) and 
gold (Au). For thickness measurement in W films, theory and simulation show that optimizing the pump and probe laser 
wavelengths, which determine the intensity and shape of the ultrasonic signal, is critical to improving measurement sen-
sitivity, while for Au film measurements, where acoustic-induced beam distortion is dominant, the signal intensity can be 
optimized by selecting an appropriate aperture size and sample position. The above approaches are validated in experiments. 
A dual-wavelength pump–probe system is constructed based on a passively mode-locked ytterbium-doped fiber laser. The 
smoothing method and multipeak Gaussian fitting are employed for the extraction of ultrasonic time-of-flight. Subnanometer 
measurement precision is achieved in a series of W and Au films with thicknesses of 43–750 nm. This work can be applied 
to various high-precision, noncontact measurements of metal film thickness in the semiconductor industry.

Highlights

1. Distinct mechanisms between tungsten and gold in pico-
second ultrasonic thickness measurement are compared.

2. The system’s optimal working point and working area 
are proposed to enhance ultrasonic signal strength and 
simplify the measurement process.

3. To the best of our knowledge, we report the widest thin-
film measurement range (43–750 nm) in picosecond 
ultrasonic metal film thickness measurements.

Keywords Picosecond ultrasonics · Thickness measurement · Optical pump–probe · Beam distortion technique

1 Introduction

Application of various types and thicknesses of coatings to 
substrates is extensively employed in industry and scientific 
research. This process effectively combines the physical and 
chemical properties of materials, leading to a broad range 
of applications. Monitoring film thickness is critical as it 
influences the performance of the material and cost control 
while also ensuring yield.

For metal films, thickness measurement methods can be 
categorized into (1) destructive [1–3] and (2) nondestruc-
tive [4–7]. Although destructive methods provide higher 
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measurement accuracy, nondestructive methods are prefer-
able for large-scale product monitoring because they avoid 
material damage. Common nondestructive testing methods 
include X-ray fluorescence spectroscopy [8, 9], ellipsom-
etry [10], and chromatic confocal [11]. X-ray fluorescence 
spectroscopy typically has a broad measurement range 
but requires calibration using standard samples of varying 
thicknesses and types. Ellipsometry offers high accuracy but 
necessitates prior modeling, and the metal film layer cannot 
be excessively thick. Confocal methods can only measure 
films with a step-like or self-supporting structure. The pico-
second ultrasonic technique is a direct, noncontact approach 
and directly measures thickness using time-of-flight, requir-
ing only the coating film’s acoustic velocity without prior 
information [12]. In addition, it can be seamlessly integrated 
into the coating system [13].

Figure 1 illustrates this method employing a pump–probe 
system for measurements. There are two primary stages: (1) 
Generation of the Ultrasonic Pulse: In Fig. 1a, an ultrafast 
laser pulse is focused onto the sample surface. The rapid 
heating of the metal film by the pump laser pulse induces 
a sudden thermal expansion, generating an ultrasonic pulse 
that propagates into the material. The resulting ultrasonic 
pulse can be represented as a superposition of longitudi-
nal plane waves propagating perpendicularly to the surface 
[14–18]. (2) Detection of the Ultrasonic Pulse: In Fig. 1b, 
the ultrasonic pulse propagates through the metal film layer 
at a specific velocity. At the interface between the metal film 
and substrate, the pulse is either transmitted or reflected due 
to the contrasting acoustic impedances of the two materials. 
A portion of the energy is transferred to the substrate, while 
the residual energy propagates as an echo pulse. As the echo 
reaches the upper surface of the metal film, it results in a 
modification of surface reflectivity due to its elastic stress, 
accompanied by slight deformation. A configurable time 
delay exists between the probe and the pump lasers. When 
the delay time exactly corresponds to an integer multiple of 
the ultrasonic pulse round-trip time, it affects the intensity 
or phase of the probe laser. The thickness of the sample 
can be determined from the ultrasonic pulse’s time of flight 
[19–21]. Compared with other approaches, the picosecond 
ultrasonic method allows direct thickness measurement 
without preliminary fitting or standard sample calibration. 
Precise thickness measurement depends solely on the intrin-
sic ultrasound velocity of the measured sample.

Picosecond ultrasonic thickness measurement in metal 
films can be classified into two categories based on the dif-
ferences in detection principles. (1) For metals such as alu-
minum, tungsten (W), nickel, and others with a strong pho-
toelastic effect, changes in probe laser intensity are detected 
[22–25]. (2) For noble metals such as gold (Au), copper, 
and others, phase changes in the probe laser caused by the 
deformation of the film surface are detected [26–29]. In 

both cases, the resulting signal is significantly weak, on the 
order of 10−4 to 10−6 compared with the DC level. Therefore, 
improving the signal-to-noise ratio is crucial for determin-
ing measurement precision. Studies have been conducted on 
the impact of laser wavelength [30, 31] and pulse duration 
[32] on picosecond ultrasonics, and different methods have 
been developed to enhance measurement sensitivity, such as 
asynchronous optical sampling [33–36], double-frequency 
modulation [37], and nonlinear wave measurement [38].

This study focuses on W and Au, two representative 
metals, for picosecond ultrasonic thickness measurements. 
First, we simulate the patterns of ultrasonic signals in W and 
discuss the significant impact of laser wavelength. After-
ward, we determine the optimal working point and working 
area to improve the ultrasonic signal intensity for Au film 
measurements. Subsequently, we build a dual-wavelength 
pump–probe system using an ytterbium (Yb)-doped fiber 
laser to measure the thickness and validate the simulations. 
We also discuss the optimal method for data processing to 
improve the measurement stability of the system. Using the 
picosecond ultrasonic technique, a set of W and Au films 
with thicknesses of 43–750 nm are characterized with single 
nanometer precision, which is so far the widest thin-film 
measurement range.

2  Principle and Simulation

Despite using picosecond ultrasonic technology, there are 
differences in measurement principles between Au and W. W 
exhibits a strong photoelastic effect, where the stress gener-
ated by the ultrasonic pulse causes changes in the real part � 
of the reflection coefficient, also known as reflectivity. Thus, 
variations in the probe laser intensity can be detected to 
reconstruct the ultrasonic signal. However, due to its larger 
acoustic pulse duration, Au induces a minor change in the 
real part � of the reflection coefficient. This change can be 

Fig. 1  Pump–probe process in picosecond ultrasonics. a Generating 
the ultrasonic pulse. b Detecting the ultrasonic pulse



Nanomanufacturing and Metrology             (2024) 7:7  Page 3 of 12     7 

disregarded when compared with the phase change brought 
about by the surface displacement. In this case, detecting the 
change in the imaginary part � of the reflection coefficient 
becomes necessary.

2.1  Picosecond Ultrasonics on W

The thickness of W is determined by measuring the change 
in reflectivity �R∕R0 . According to previous work [20], this 
is expressed as

The pump laser wavelength �0 corresponds to the refrac-
tive index ñ0 = n0 + �0 and optical absorption depth �0 . 
Similarly, the probe laser wavelength � corresponds to the 
refractive index ñ = n + 𝜅 and optical absorption depth � . 
The photoelastic constant of the material is dñ∕d𝜂 , and v1 
is the longitudinal velocity of the ultrasonic pulse in the 
material. Equation (1) comprises two terms: the first term is 
transient with a decay time � = �0∕v1 , and the second term 
is an oscillatory term with frequency fn = 2nv1∕� and decay 
time �n = �∕v1 . The ratio of these two terms is significantly 
influenced by the optical constants. Consequently, different 
wavelengths and materials yield distinct acoustic signals.

For a film layer composed of a specific material, the tran-
sient and oscillatory terms, due to different wavelengths, 
can have the same or opposite signs. This can result in the 
intensity of the total term being either positive or negative. 
In certain instances, the cancellation between the two terms 
obscures the phenomena of picosecond ultrasonics. This 
explains the reported experimental results [31] for  Si3N4. At 
a particular wavelength, no picosecond ultrasonic signal is 
observed, while on both sides of that wavelength, ultrasonic 
signals of the opposite sign are obtained.

Hence, it is crucial to select suitable pump and probe 
laser wavelengths, in conjunction with various optical con-
stants, before measuring different metals. Herein, a pump 
laser wavelength of 515 nm and a probe laser wavelength 
of 1,030 nm were selected. Figure 2 shows the simulation 
results of the W film. The total signal exhibits a central peak 
flanked by two troughs. Simulating the pulse shape aids in 
the subsequent signal processing and improves the precision 
of the measurement results.

Assuming the measured film thickness d = 250 nm and 
the longitudinal speed of the ultrasonic pulse v1 = 5 nm∕ps , 
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the time interval between adjacent pulses is 100 ps. The sim-
ulated time-domain curve is shown in Fig. 3. Each ultrasonic 
signal is equally spaced in time with decreasing intensity. 
Film thickness is determined by calculating the time differ-
ence between the peaks of neighboring pulses.

2.2  Picosecond Ultrasonics on Au

For Au films, the intensity change of the probe laser is 
extremely weak, so it is necessary to detect the optical path 
length changes due to surface deformation. While these 
changes can typically be captured through interference and 
deflection techniques, such methods augment the complex-
ity of the system. We employ the reported beam distortion 
detection method [27] to measure changes in the reflection 
coefficient’s imaginary part.

Figure 4 shows the principle of beam distortion detec-
tion. In the picosecond ultrasonic system, the beam 
must be focused onto the sample to ensure high fluence 

Fig. 2  Shapes of the transient, oscillation, and total terms of the sim-
ulated ultrasonic signal in W ( �0 = 515 nm , � = 1030 nm)

Fig. 3  Simulation results of the detection signal intensity versus 
delay time (ignoring the first strong reflection peak and thermal back-
ground)
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excitation. The sample is usually positioned close to the 
lens’s focus,D ≈ f + Z0 , where Z0 is the distance between 
the sample and the lens’s focal plane. In the upper inset 
of Fig. 4a, b, the thin film is intentionally placed slightly 
out of the focus where Z0 is positive (negative). There-
fore, the reflected laser beam by the thin film is diverged. 
Here, an iris diaphragm is positioned at a certain reference 
plane, with the aperture size adjusted such that part of the 
reflected beam is blocked, where ad is the aperture size 
of the iris. Then, when the ultrasonic pulse reaches the 
metal surface, surface deformation occurs. Given that the 
distance between the thin film and the lens changes, the 
reflected beam will converge (diverge), as shown in the 
lower inset of Fig. 4a, b. Therefore, the intensity of the 
reflected laser entering the iris is increased (decreased), 
producing a peak (dip) in the trace of detection signal 
intensity versus delay time. This setup effectively converts 
phase measurements into intensity measurements.

Due to the difference in sample position, the beam is 
more focused after surface deformation in (a), and the 
beam is more divergent in (b).

The expression for the relative change in laser power 
ΔP∕P0 represents a beam distortion rate S0 . A larger beam 
distortion rate reflects a higher ultrasonic signal measure-
ment sensitivity. S0 is expressed as

In Eq. (2), a is the undistorted radius of the probe spot 
at the location where the iris is placed. Z0 takes a positive 
value when the sample is on the right side of the focus. A0 
is proportional to the instantaneous displacement u(t) of the 
sample surface. Usually, the sample is expanded, and A0 

takes a negative value. �p
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where �p0 is the waist radius of the pump laser and �0 is the 
wavelength of the pump laser.

As Eq. (2) suggests, two variables must be calibrated to 
attain maximal signal intensity compared with the measure-
ment of W films. The variables are (1) the iris’s aperture ad 
and (2) the displacement of the sample relative to the focal 
plane Z0 . Their impacts are discussed separately below to 
determine the optimal working point and working area for 
beam distortion measurement.

The iris’s aperture is typically estimated via simula-
tion, but it requires adjustment by a power meter before 
each measurement. The process is simplified below. Note 
that when the probe laser lags behind the pump laser, there 
exists not only a beam distortion signal but also a thermal 
background signal. This background signal is caused by the 
absorption of hot electrons and lattice heat at t = 0 . Over a 
certain period, the thermal background signal of the Au film 
remains constant Ph1 . The detection intensity of Ph depends 
solely on the spot size a and aperture size ad and can be 
expressed as

Therefore, combining Eqs. (2) and (3), we obtain a beam 
distortion rate with background, expressed as S . This is the 
final detection signal.
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Fig. 4  Principle of beam distortion detection. a, b The upper inset 
shows undistorted beam transmission without an ultrasonic pulse, 
while the lower inset depicts distorted beam transmission with an 
ultrasonic pulse

Fig. 5  Beam distortion rate S0 and beam distortion rate with back-
ground S versus aperture size a

d
 . a Case Z0 > 0, sample on the right 

side of the focus. b Case Z0 < 0, sample on the left side of the focus. 
c Simulated laser spot size at the diaphragm with Z0
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Ph∕P0 and ΔP∕P0 are essentially of the same order of 
magnitude. Figure 5 shows the relationship between S and S0 
with respect to the aperture diameter when the ultrasonic pulse 
reaches the sample surface for cases when Z0 < 0 and Z0 > 0. 
Figure 5 demonstrates that maximum beam distortion exists 
either when Z0 > 0 or Z0 < 0 , resulting in the strongest signal 
contrast in the trace of detection signal intensity versus delay 
time. Experimentally, only the beam distortion rate with back-
ground S can be measured. However, because the local maxima 
of S and S0 are close, as shown in Fig. 5, we can take the meas-
ured local maximum of S as the optimal working point to deter-
mine the aperture diameter.

In practice, Z0 > 0 is chosen to determine the maximum 
beam distortion. The reason is twofold. First, the intensities 
of S and S0 reach the maximum almost at the same time 
by decreasing aperture size, as shown in the guide lines in 
Fig. 5a and Fig. 5b, respectively. However, the maxima of S 
and S0 have almost the same value for Z0 > 0 . This signifi-
cantly facilitates the process of locating the system’s opti-
mal working point. Second, larger beam spots are favorable 
for aligning the optic. Figure 5c shows the simulated laser 
spot size at the diaphragm with Z0 by using the ray transfer 
matrix. It is observed that the spot expands to an accept-
able size when Z0 > 0 but the spot is much smaller when 
Z0 < 0 . To achieve a large beam distortion rate, a small dia-
phragm aperture size is needed, which may be limited by the 
mechanical tolerance of the diaphragm.

We further investigate the impact of the sample’s distance 
from the focal plane, denoted as Z0 , on the maximal signal 
intensity. The relationship between the beam distortion rate 
S0 and Z0 is depicted in Fig. 6. The graph reveals that S0 = 0 
when Z0 = 0. There are two maxima, namely, that when Z0 > 0 
and that when Z0 < 0 . After the maximum signal, the intensity 
returns to 0 due to the decrease in average fluence excitation.

In the above discussion, the pump and probe lasers are 
spatially overlapped. Note that the pump laser is not per-
fectly focused on the metal film ( Z0 ≠ 0 ), as shown in Fig. 4, 
the efficiency for ultrasonic signal generation is low. To 
overcome this problem, as shown in Fig. 7a, we further opti-
mized the focusing of the pump and probe lasers by inten-
tionally separating their focus. After the lens focuses the 
lasers, the pump beam waist is positioned on the right side of 
the probe beam waist. Z0 is the distance between the sample 
and the focal plane of the probe laser. Figure 7b illustrates 
the relationship between the intensity of the beam distor-
tion signal and Z0 . The distortion signal in the region where 
Z0 > 0 is amplified due to the more efficient use of average 
fluence. Under these circumstances, using the Z0 > 0 area for 
measurement allows a larger working area of Z0 and results 
in increased signals (three times larger than those in Fig. 6).

3  Experiments and Data Analysis

3.1  Experimental Setup

Figure 8 illustrates the optical structure of the picosecond 
ultrasonic thickness measurement setup. The employed 
light source is a Yb-doped fiber laser (BWT, BFL-1030-
10LEW) featuring a central wavelength of 1032 nm and a 

Fig. 6  Beam distortion signal intensity versus sample distance from 
the focal plane Z0 . The shaded areas on the graph represent regions 
where the absolute value of the intensity exceeds 0.5

Fig. 7  Scenario of focal separation between pump and probe lasers. 
a Schematic representation of the focusing of the pump and probe 
lasers. b Beam distortion signal intensity versus sample distance from 
the focal plane of the probe laser Z0 . The shaded areas on the graph 
represent regions where the absolute value of the intensity exceeds 
0.5
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pulse duration of 220 fs. It operates at a repetition rate of 
48.99 MHz. Initially, a half-wave plate (HWP) and a polar-
izing beam splitter (PBS) are used to divide the optical comb 
into pump and probe paths. The pump laser undergoes low-
frequency modulation using an acousto-optic modulator 
(AOM) and is frequency-doubled to a 516 nm green laser 
via a lithium triborate (LBO) crystal. Lenses L1 and L2 are 
utilized to focus and collimate the pump laser. For the probe 
laser, the time delay is realized by the motorized displace-
ment platform. Afterward, the probe laser passes through 
the quarter-wave plate (QWP). The two lasers are combined 
at a dichroic mirror (DM) and focused on the sample using 
lens L3. The pump laser operates at approximately 50 mW 
and the probe laser at approximately 600 μW. The reflected 
probe laser undergoes QWP twice, resulting in a polariza-
tion state orthogonal to the initial state. This probe laser is 
reflected to a photodetector (PD) via the PBS1, generating 
detection signals.

Due to the low intensity of the ultrasonic signal, it is nec-
essary to use a lock-in amplifier (LIA) for signal extraction. 
Initially, a signal generator is employed to stimulate the 
AOM to produce sinusoidal modulation at a frequency of 
800 kHz. The sinusoidal signal also serves as a reference for 
the LIA to extract the corresponding frequency components 
from the PD. The RC time constant of the LIA filter is set at 
300 ms. The total time delay introduced by the displacement 
platform amounts to 330 ps, with a time step of 0.2 ps. The 
maximum measurement duration is approximately 400 s.

3.2  Experiment on Tungsten

During W film thickness measurement, we maintain the iris 
diaphragm in a fully open state, and the aperture size signifi-
cantly exceeds the beam spot radius. The lens L2 is adjusted 
to ensure the pump and probe laser focus are in the same 
position. The sample is W metal coated on silicon (Si) (100).

The time-domain signal curve is depicted in Fig. 9. The 
intensity of the detected signal initially increases rapidly, 
then diminishes, and finally stabilizes, forming a slow-var-
ying thermal background signal. Ultrasonic signals are pro-
duced when the ultrasonic pulse is transmitted onto the W 
film’s surface. These signals have the same time interval Δt 
and a decreasing intensity. It can be seen from the zoomed-in 
figure that the ultrasonic signals are in the form of tripoles, 
which is consistent with the simulation results in Sect. 2.1.

Figure 10 displays the signal curve after removing the 
first peak and the thermal background signal. The inset 
displays the spectrum of a single ultrasonic signal, with a 
central frequency approximating 62 GHz. To calculate the 
thickness, it is crucial to determine the precise timing cor-
responding to the center of each ultrasonic peak. Focusing 
on the central portion of each signal, the full width at half-
maximum is roughly 5 ps. The peaks are characterized by 
narrow pulse widths and high contrast, allowing peak extrac-
tion through general curve smoothing techniques. Using the 

Fig. 8  Optical structure of the 
dual-wavelength pump-probe 
system. HWP: half-wave plate, 
PBS: polarizing beam splitter, 
QWP: quarter-wave plate, DM: 
dichroic mirror, AOM: acousto-
optic modulator, PD: photode-
tector, LBO: lithium triborate, 
L1, L2, L3: lens, where L1 and 
L2 are plano-convex lenses and 
L3 is an aspherical lens

Fig. 9  Detection signal intensity versus delay time for 172 nm W film 
measurements
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Savitzky–Golay filter with a window of 16, the average of 
10 thickness measurements was 172.07 nm with a standard 
deviation of 0.59 nm.

To ensure the consistency of the experimental results, we 
measured various thicknesses of the film layers. Due to the 
limitations of the range of the displacement stage, the maxi-
mum measured thickness was 800 nm, with its time-domain 

measurement curve depicted in Fig. 11a. The curve indicates 
that the emergence of the adjacent ultrasonic signal is sig-
nificantly delayed due to the increased thickness. However, 
the shape remains unchanged, maintaining the characteris-
tics of a tripolar pulse with a center frequency of 38 GHz. In 
Fig. 11b, the average thickness from 30 measurements was 
749.20 nm with a standard deviation of 0.62 nm.

The sample was calibrated by the Shenzhen Academy of 
Metrology & Quality Inspection (SMQ) using a contact pro-
filometer (Form Talysurf PGI 830), which yielded a meas-
urement of 730 nm, showing a deviation of 2.6% compared 
with that by the picosecond ultrasonic method.

3.3  Experiment on Au

The beam distortion detection technique is used to measure 
the Au film. Au films with nominal thicknesses of 50, 100, 
and 200 nm coated on a  SiO2/Si layer is utilized. The results 
of these measurements are presented in Fig. 12 as the origi-
nal measurement curve (black line) and the filtered curve 
(red line). Figure 12a–c. are the measured curves obtained 
with the same system configuration presented in Sect. 3.2. 
From these curves, the detection signals rise rapidly when 
the pump and probe pulses meet, and then they tend to stabi-
lize, which is basically a constant-value thermal background 
signal. These graphs do not display any ultrasonic signals, 
and the time-domain curves are essentially identical. Con-
versely, Fig. 12d–f. show the results when the iris aperture’s 
size is adjusted at the optimal working point following the 
method in Sect. 2.2. The pump beam waist is positioned 
on the right side of the probe beam waist by adjusting lens 
L2, following Fig. 7 in Sect. 2.2. From these curves, the 
detection signals also rise rapidly when the two pluses meet, 
and then their intensity decreases rapidly due to the beam 
distortion signal. Subsequently, distinct periodic ultrasonic 
signals emerge.

The measurement results demonstrate that the system 
performs better when operating at its optimal working 
point, thus proving the analysis in Sect. 2.2. The insets in 
Fig. 12d–f. display the corresponding spectral diagrams of 
the ultrasonic signals. The ultrasonic pulse’s central fre-
quency decreases with increasing Au film thickness.

For the measurement of Au film thickness, the resolution is 
also an issue to be considered. From the time-domain meas-
urement curve, the measured signal for the Au film is distinct 
from that of the W film. Due to the longer wavelength of the 
ultrasonic pulse in the Au film, the superposition of continu-
ous ultrasonic signals is observed rather than the independent 
situation of the W film. Furthermore, due to the low center 
frequency of the ultrasonic pulse, the signal is more vulner-
able to noise interference. To illustrate this issue, we used 
an 80 nm Au film and applied the smoothing method from 
Sect. 3.2. The results of 15 measurements produced a standard 

Fig. 10  Raw and filtered results of the ultrasonic signal in W film 
measurements

Fig. 11  Measurement results of the 749 nm W film. a Detection sig-
nal intensity versus delay time under a single measurement. b Results 
of 30 thickness measurements
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deviation of 2.87 nm, suggesting that noise has significantly 
deteriorated the measurement accuracy. Because the curve 
results from a combination of several impulse responses, we 
recommend employing a multipeak Gaussian fitting approach, 
which avoids the problem of frequent changes in the smooth-
ing scheme due to thickness changes. Figure 13a shows the 
fitting result, demonstrating good agreement between the raw 
data and the fitted curve. The standard deviation of the meas-
urements from 15 independent trials was only 0.99 nm. In 
Fig. 13b, the actual measured results using this method for 
the three thicknesses of the Au films were 42.35, 82.29, and 
161.66 nm. The calibrated results from SMQ were 43.67, 
81.00, and 165.33 nm, with deviations of 1.32, 1.29, and 
3.67 nm, respectively.

4  Summary

Herein, we discuss in detail the application of picosecond 
ultrasonic technology in the field of metal film thickness 
measurement with the aim of enhancing system sensitivity 
to improve measurement precision. The main findings are 
in three aspects:

(1) Measurement of various metal films. Our study mainly 
focused on two types of metals: W detects the intensity 
change of the reflected probe laser due to the photoelas-
tic effect, while Au detects metal surface deformation 
using the beam distortion detection method. This study 
simulated the theoretical generation of ultrasonic sig-
nals for the two metals and experimentally validated it.

Fig. 12  Detection signal intensity versus delay time for 50, 100, and 200 nm Au film measurements. a–c Measurement results when the aperture 
is at full opening. d–f Measurement results when the aperture is at the optimal working point
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(2) Measurement sensitivity improvement method. The 
measurements of the W film focused on the impact of 
laser wavelength on the ultrasonic signal shape. The 
experimental results were in agreement with the simu-
lations, as well as in the case of different thicknesses. 
For the measurement of Au film thickness, we proposed 
selecting the optimal working point and working area, 
reducing the adjustment difficulty. We also expanded 
the working area and enhanced the intensity of the 
ultrasonic signal.

(3) Realization of high-precision measurement over a wide 
range. The system measured metal film thicknesses of 
43–750 nm. Employing smoothing methods and mul-
tipeak Gaussian fitting, the standard deviation of the 
measurement results reached the single nanometer 
scale. The results closely align with thicknesses cali-
brated by professional organizations.

The proposed method improved measurement sensitivity 
for picosecond ultrasonics. However, optical path adjustment 
still depends on experience to some extent. Optimal param-
eters such as laser power and beam alignment still require 
trial and error. Meanwhile, the current system employs a 

mechanical delay line that limits the thickness measurement 
range and measurement speed. Meanwhile, the utilization 
of a dual-comb asynchronous sampling system contributes 
to substantially improved measurement range and reduced 
measurement time. The proposed sensitivity improvement 
method can also be applicable to the ASOPS system, which 
allows a broader application of picosecond ultrasonic thin-
film thickness measurement in the future.
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