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Abstract: Aiming at the problem of failure recovery in current networks, a fast failure recovery method

based on equivalent cooperative routing is proposed. Firstly, the transmission path between the source and

destination nodes is divided into several non-overlapping path segments. Next, backup paths are deployed

for each link in the path segment through segmented routing technology, which ensures fast routing recovery

after failure. Additionally, in order to avoid damaging the QoS of the data stream through the failure

recovery process, the transmission is guaranteed by the intersegment QoS complement. The experimental

results show that the proposed method has a low failure recovery delay under a relatively small flow table cost.
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1 Introduction

With the rapid development of multimedia technol-

ogy, the Internet has become the world’s largest in-

formation application deployment platform. There

are many key applications (such as: VoIP, streaming

media, gaming, e-commerce, and electronic meet-

ings, etc.) that are highly sensitive to packet loss

and delay. Network failures caused by packet loss or

long delays will have a great impact on the service

quality of these applications. However, the widely

deployed routing protocols such as OSPF[1] and IS-

IS[2] are required to perform route aggregation and

path recalculation after network failure, and then re-

transmit the lost packets. This kind of solution has

a high packet loss rate and a long delay of failure

recovery, thus it is difficult to meet critical transmis-

sion quality requirements of many services.

Failure recovery has always been a hotspot in the

research of communication networks. Depending on

whether the alternative path is calculated before a

failure occurs, the current failure recovery scheme

can be divided into two parts: passive and proac-

tive.

The passive failure recovery scheme recalculates

the route from the centralized controller or switch

after a failure occurs, and then completes the re-

transmission of the packet. Refs. [3,4] designed a

passive failure recovery scheme for a SDN-based op-

erator network. Each time a failure occurred, the

switch notified the controller of the topology change,

and then the controller completed the calculation of

the failure recovery path and updates of relevant

flow table. However, the program produced both

a large failure recovery delay and controller over-

head. The FCP (Failure-Carrying Packets) scheme
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proposed in Ref. [5] enables all packet headers to

carry any encountered failure link information. The

intermediate forwarding nodes ignore the failure link

and perform the path recalculation after receiving

these packets; thusly, they do not need route aggre-

gation and can provide multi-link failure protection.

However, this scheme requires each packet to carry

failure link information and routing recalculation for

each hop in-between, which will bring a larger header

storage overhead and transmission delay. Computa-

tional overhead and recovery delay are two major

shortcomings of passive failure recovery schemes. Al-

though domestic and foreign researchers have pro-

posed different improvement schemes, it is still diffi-

cult to completely eliminate such disadvantages.

A proactive failure recovery scheme calculates the

backup path for the link before a failure occurs.

When the link fails, the failure detection node can

immediately switch traffic to the backup path to im-

plement fast route recovery. Traditional proactive

failure recovery schemes, such as the KF (Keep For-

warding) scheme proposed in Ref. [6], prioritize the

out ports of the router for different destination ad-

dresses in the network initialization phase, and ev-

ery routing node generates d (the number of router

ports) different routing entries for each destination

address. The router selects an out port accord-

ing to priority when forwarding a packet. When a

link failure occurs, the router can select other ports

to forward the packet, which can accomplish fast

multi-failure route recovery. However, this scheme

increases the necessary storage space of the flow ta-

ble by d times.

Ref. [7] proposed an Ethernet failure recovery

scheme based on segment protection. In this sce-

nario, the backup path of each link was calculated in

advance. When a failure occurred, the switch did not

need to recalculate the route, and could switch the

packet directly to the backup path, which has a small

failure recovery delay. Ref. [8] held the view that cur-

rent SDN mechanisms used by the fault monitoring

and recovery model spent too much time on failure

discovery and notification. Therefore, in order to re-

duce the time of failure detection, it extended the

OpenFlow1.1 protocol, and had switches in the data

plane send periodic probe messages to monitor each

flow, thus achieving rapid detection and announce-

ment of failure. Based on OpenState, Ref. [9] pro-

posed a fast failure recovery mechanism of the data

plane. This mechanism used the backtracking packet

to carry out the failure information announcement.

The rerouting node switched the transmission path

after the reception of the backtracking packet, thus

preventing a routing loop and at the same time re-

ducing the failure recovery delay to a certain extent.

In general, proactive failure recovery has a small

recovery delay, but requires a larger support of rout-

ing table storage, while passive failure recovery is

just the contrary. To achieve rapid failure recov-

ery, this paper proposes an ECRFR (Equivalent Co-

operative Routing based Fast Failure Restoration)

scheme using proactive recovery. ECRFR divides the

transport path between the source and destination

node pairs into several non-overlapping segments (as

shown in Fig. 1), and the nodes at each end of each

segment can be reached from any of the included

paths. Under normal circumstances, the shortest

path of the segment is chosen for transmission, and

others act as backup. When there is a failure in the

shortest path, nodes at both ends of the segment can

quickly switch the data stream to the backup path

to realize rapid route recovery.

Indeed, network architecture based on cooperation

is also a promising design, such as the SINET (Smart

Collaborative Identifier Network)[10,11], which has al-

ready been applied in scalable routing, efficient map-

ping systems, mobility management, security issues,

and so on. We believe this novel network architec-

ture based on cooperation will greatly benefit future

Internet design thanks to high degrees of flexibility

and security, manageability, mobility support, and

efficient resource utilization.

In addition, if the QoS (Quality of Service) of the

whole stream cannot be guaranteed by path switch-

ing in a particular segment, ECRFR improves the

overall QoS by changing the transmission priority of

the stream in other segments. As shown in Fig. 1,

path P1 of Seg2 is the shortest path, and when a
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failure takes place in P1, node1 can quickly switch

the data flow to another path. If the transmission

delay of the new path is too large, then ECRFR will

bring the overall transmission delay within a rea-

sonable range by changing the queue priority of such

streams in other segments. ECRFR is a fast and effi-

cient failure recovery scheme to guarantee the trans-

mission quality of data flow by means of proactive

failure recovery and equivalent cooperation among

fragments.

1s 2 d
P11
P21...
Pn1

P12
P22...
Pn2

P1m
P2m...
Pnm

...

Seg1 Seg2 Seg m

Figure 1 An implemented example of ECRFR

2 Equivalent cooperative routing

based fast fault restoration

ECRFR is a way of segmenting the flow paths and

complementing the effects between segments to sat-

isfy the overall QoS. As shown in Fig. 1, the capacity

of service quality that segments can provide may be

different, but the overall guarantee of the quality of

the stream can be achieved by the complementary

capabilities of different segments.

2.1 Basic definitions

For convenience, and as a detailed description of the

ECRFR implement, we define some common terms

as follows:

Definition 1 (path segment): ECRFR divides the

streaming paths between the source and destination

nodes into segments, each of which is called a path

segment. All paths contained in the path segments

are not necessarily equivalent in hops, but any path

can connect to the nodes at both ends of the path

segment. For example, Seg1 ∼ Seg m in Fig. 1

are called path segments, and all paths P1 ∼ Pnj

(16 j 6 m) can connect to the nodes at both ends.

Definition 2 (key node): The nodes at both ends of

the path segment are called key nodes, and the key

nodes near the source node are called the root key

nodes; the key nodes near the destination node are

called the sink key nodes.

Definition 3 (parallel path): All paths contained in

path segment Seg j (16 j 6 m) are called parallel

paths. For example, P1 ∼ Pnj (16 j 6 m) in Fig. 1

are called the parallel paths of corresponding path

segments.

2.2 Mathematical model

In ECRFR, the acyclic path set among the source

and destination node pairs (s, t) is denoted as P =

n1, · · · , nk (k > 1). The path set between adjacent

key nodes (nj , nj+1) is path segment Segj, node nj

is the root key node of the path segment, and node

nj+1 is the sink key node of Segj. Due to differ-

ent transmission capacities of parallel paths in the

path segment, the quality of the streaming service

provided by different path segments is different. As-

suming that the transmission capacity of each paral-

lel path P1 ∼ Pnj (16 j 6 m) in path segment Segi

(16 i 6 m) is respectively A1 ∼ Anj (16 j 6 m),

then the transmission capacity of path segment Segi

(16 i 6 m) is the maximum of these values:

ASegi = max{A1, A2, · · · , Anj}.

Assuming that the demanded quality of flow f

between the source and destination nodes (s, t) is

Qf , and the path segment sequence is P1 ∼ Pnj

(16 j 6 m), then to complete the transmission of

f , there must be

Qf 6 ASeg1 + ASeg2 + · · ·+ ASegm.

Assuming that the real-time service quality of

path segment Segi(16 i 6 m) can provide for flow

f is Q′segi, then the normal transmission of f should

be

Qf = A′Seg1 + A′Seg2 + · · ·+ A′Segm.

The QoS provided by each path segment may be

different. If the quality of service provided by a path
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segment is not enough, ECRFR can guarantee the

QoS of the data stream by improving the QoS of

this stream in other path segments.

For a given source and destination node pair (s, t),

a very important step is to determine all of its cor-

responding path segments. Because the distinction

among different path segments mainly relies on key

nodes on the two ends, if all the key nodes are marked

out, the partition of the path segment will naturally

show up. This paper presents a key node marking

algorithm, as shown in Algorithm 1. Fig. 2 shows

the implementation of Algorithm 1. The processing

of this algorithm marks all the key nodes in the left

topology (key nodes are marked in dark grey).
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Figure 2 The marking process of key nodes

Algorithm 1 Key node marking algorithm

1. Establish a spanning tree with s as the root and t as

the leaf, with other nodes arranged in layers according

to their minimal hops from s;

2. Delete the links between nodes that have a layer gap

larger than 1, and keep only links between nodes from

the same or adjacent layers;

3. Mark source node s and destination node t as key nodes;

4. Traverse all nodes between s and t. If the previous key

node of the current node has more than one path with

the shortest distance to the current node, mark it as a

key node.

3 Fast failure recovery based on

equivalent cooperative routing

A proactive failure recovery scheme calculates the

backup path for the link before any failure occurs.

When the link fails, the failure detection node can

immediately switch traffic to the backup path to im-

plement fast route recovery. In this paper, a proac-

tive recovery scheme based on equivalent cooperative

routing is proposed, which mainly includes two as-

pects: i) In the same path segment, the parallel path

is stored as the backup path of the link at the criti-

cal node, and the fast route recovery can be realized

after a failure occurs; ii) if the path switching within

a path segment affects the service quality, then other

path segments are adjusted so that the overall qual-

ity of the service flow is satisfied.

3.1 Selection and deployment of backup

paths

Multiple parallel paths in the same path segment

can be mutually backed up. When a link in a route

fails, route recovery can be completed through the

link’s parallel path. Due to different transmission

capacities of each parallel path, in order to make full

use of network resources, the parallel path with the

strongest transmission capacity has higher priority

and the parallel path with lower priority is used as

the backup path for the former.

In the same path segment, the backup path of the

link is stored in the root key node. In order to reduce

storage overhead, this backup path is represented

by SR (Segment Routing)[12,13]. SR was proposed

by the IETF (Internet Engineering Task Force) in

2013. It is a source routing technology that stores

the data forwarding path in the form of a node tag

sequence at the source node. Each node tag rep-

resents a node, and each intermediate node controls

the packet forwarding according to the routing infor-

mation carried by the packet header. Fig. 3 shows

an example of failure recovery in a path segment,

where nodes a and h are respectively the root key

nodes and the sink key nodes of such path segment.

Path {a→ c→ e→ g → h} has the highest priority,

so path {a→ b→ d→ f → h} is the backup path

for all links. When link {c→ e} fails, the root key

node a pushes the node tag sequence (h, f, d, b, a) to

the packet header. The intermediate nodes then per-

form a “pop” or “forward” operation on the package

according to the top node label. Finally, when all the

node tags are processed, the packets are forwarded

to key node h.
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Figure 3 Failure recovery process in a path segment

3.2 QoS complement among path seg-

ments

Rapid failure recovery in a certain path segment may

not guarantee overall service quality of the stream.

By adjusting the other path segments, the service

quality complement between path segments satisfies

the overall quality of service of the flow. When ad-

justing other path segments, the origin path should

remain unchanged, and raising the packet priority

in the queue of switch nodes should be completed

first. Combined with the description of the previous

section, this paper presents a fast failure recovery al-

gorithm based on ECRFR (as shown in Algorithm

2).

Algorithm 2 Fast failure recovery algorithm

1. If the backup path of the failed link is still able to satisfy

the QoS of data stream f , skip to procedure 5;

2. Traverse parallel paths in the path segment. If there is

a path P that does not need to be adjusted for other

path segments, the QoS of data stream f can be guar-

anteed. When the backup path is switched to P , skip

to procedure 5;

3. Raise the switch port queue priority of data stream f

in each path segment in turn. If the QoS is guaranteed,

skip to 5;

4. Adjust the transmission path of data stream f in each

path segment one by one so that the QoS of each path

segment f is maximized until the QoS requirement of f

is satisfied;

5. End.

4 Simulation

In order to verify the performance of the proposed

method (ECRFR) on network failure, this paper

compares the performance of FCP, KF, and Open-

State on three performance indexes, including recov-

ery delay, storage cost, and resource adjustment abil-

ity. In the experiment, we selected a three-network

topology (specific parameters shown in Tab. 1).

Table 1 Experiment topology

topology node amount
link

amount

link

amount/node

amount

Abilene 11 14 1.273

Redlris 18 30 1.667

Cisco 76 160 4.21

In the experiment, a multi-link failure is simulated

with a certain frequency and the average duration of

failure. The distribution of link failure is the same as

the Poisson distribution, with a mean of 3 times ev-

ery 2 min, and the duration of failure is equal to the

exponential distribution with a mean of 30 s. The

link bandwidth is set to 1 G and the link delay is 10

ms. The route calculates the optimal path based on

the number of hops between nodes.

4.1 Recovery delay

Fig. 4 shows the average failure recovery delay of

each algorithm under different network topologies.

It can be seen from the data in this figure that since

FCP is a passive failure recovery, it is necessary to
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recalculate a route every time a link failure takes

place, thus creating a large recovery delay. In ad-

dition, with the expansion of network topology, the

probability of link failure in the network is also in-

creased, so the average recovery delay of FCP in-

creases with the expansion of topology. KF, Open-

State, and ECRFR in the three topologies have an

average recovery delay of 8.9 ms, 10.47 ms, and 8.77

ms, respectively. Because they are proactive, when

a failure takes place, the failure detection node can

directly forward the affected packets to the preset

backup path, so it has a low recovery delay.

4.2 Storage cost

The rapid growth of the size flow table is one criti-

cal issue facing constant development of the Internet,

so it is necessary to evaluate the additional routing

storage cost of different schemes.

Supposing the degree of node ni is d, all links

connected to it are denoted as l1, l2, · · · , ld, and the

backup path length corresponding to link lj (1 6

j 6 d) is D(lj). To represent each node in an MPLS

network, only 32 bits are needed, so the flow table

storage cost of a link backup on node ni with seg-

ment routing in ECRFR is 32×
d∑

j=1

D(lj) bits. If the

average length of backup paths in all links is AvgP ,

then the storage cost increases when ECRFR and

OpenState are used in node ni is

C = 32× d× dAvgP e .

By this calculation, the average length of backup

paths using ECRFR in each of the three topologies

is 1.2, 1.64, and 2.2, while those of OpenState are

2.58, 3.64, and 4.85. The average flow table cost

of different networks in a traditional network is de-

noted as Savg1, Savg2, Savg3. Since KF needs at least

d times more storage space, and the average port

number of a network is 2 × E/V , where E and V

represent the link number and node number, respec-

tively, the average flow table storage cost of KF in

different networks is 2×E×Savg1/V , 2×E×Savg2/V

and 2 × E × Savg3/V . Tab. 2 displays the average

flow table cost in different failure recovery schemes.

Table 2 Average flow table cost

network Abilene Redlris Cisco

FCP Savg1 Savg2 Savg3

KF 2.55 × Savg1 3.33 × Savg2 4.21 × Savg3

OpenState Savg1 + 106 Savg2 + 195 Savg3 + 654

ECRFR Savg1 + 49 Savg2 + 88 Savg3 + 297

It can be concluded from Tab. 2 that FCP does

not increase the flow table storage cost; the storage

cost increments of OpenState in the Abilene, Redl-

ris, and Cisco are 106, 195, and 654 bits, respectively;

the storage cost increments of ECRFR in these differ-

ent topologies are 49, 88, and 297 bits respectively,

while KF of the three networks brings about 2.55,

3.33, and 4.21 times the storage cost. Compared

with FCP, ECRFR has certain increases in flow ta-

ble storage costs, but these increments are accept-

able. Compared with KF, ECRFR saves about d

times the storage cost and enhances performance.

4.3 Resource adjustment ability

In order to verify the resource adjustment ability of

ECRFR, FCP, KF, and OpenState, it is necessary

to count the total number of links in which the load

ratio exceeds the set threshold during failure recov-

ery. In this experiment, when selecting the Cisco

network as the topology, k (k = 1, 2, · · · , 5) link fail-

ures are generated in the network with random num-

bers, and the source and destination nodes are also

generated. The bandwidth between source and des-

tination nodes is B Mbit/s, and the duration is 1

min. In order to simulate a real network, the user

must set background traffic between some nodes at

10 kbit/s, and assure that the number of nodes gen-

erating background traffic obeys the Poisson distri-

bution with a mean of 30 s. The total duration of

each test is 2 h, and includes counting the total num-

ber of links in which the load ratio exceeds the set

threshold during failure recovery.

Fig. 5 shows the resource adjustment ability for

each scenario under the Cisco topology. The thresh-

old is set to 80%. The experimental results show
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Figure 5 Resource adjustment comparison

that within 2 hours, the total number of links in

which the load rate exceeds the threshold in differ-

ent schemes is 22, 15, 19, and 5, respectively, and the

number of ECRFRs is only 22.7%, 33.3%, and 26.3%

in the first three schemes. Therefore, in the process

of network failure recovery, ECRFR adjusts network

resources with a QoS complement among different

path segments to avoid the high probability of load

ratio. This performance can not only provide better

QoS for the data flow, but also promote the rational

use of network resources.

5 Conclusion

This paper focuses on the problems of failure re-

covery in current networks, summarizes the limita-

tions of existing methods, and proposes a fast fail-

ure recovery method based on equivalent coopera-

tive routing. Firstly, the transmission path between

the source and destination nodes is divided into sev-

eral non-overlapping path segments, and then the

network is protected by proactive failure recovery

and the intersegment QoS complement. In order

to reduce the flow table cost, the proposed method

deploys the backup path for links in the path seg-

ment with segment routing. The experimental re-

sults show that the proposed scheme has a low fail-

ure recovery delay under a relatively small flow table

cost. At the same time, this scheme adjusts the re-

sources of each path segment by way of the interseg-

ment QoS complement, which provides the required

QoS for data flow.
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