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Abstract
We develop a theory of persistent homology for directed simplicial complexes which
detects persistent directed cycles in odd dimensions. We relate directed persistent
homology to classical persistent homology, prove some stability results, anddiscuss the
computational challenges of our approach. Our directed persistent homology theory
is motivated by homology with semiring coefficients: by explicitly removing additive
inverses, we are able to detect directed cycles algebraically.

Keywords Persistent homology · Dissimilarity functions · Directed simplicial
complexes · Directed cycles
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1 Introduction

Persistent homology is one of the most successful tools in Topological Data Analysis
(Carlsson 2009), with recent applications in numerous scientific domains such as biol-
ogy, medicine, neuroscience, robotics, and many others (Otter et al. 2017). In its most
common implementation, persistent homology is used to infer topological properties
of the metric space underlying a finite point cloud using two steps (Edelsbrunner and
Harer 2010):
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(1) Build a filtration of simplicial complexes from distances, or similarities, between
data points.

(2) Compute the singular homology of each of the simplicial complexes in the fil-
tration, along with the linear maps induced in homology by their inclusions. The
resulting persistence module can normally be represented using a persistence dia-
gram or a persistence barcode.

A fundamental limitation of persistent homology, and in fact homology, is its
inability to incorporate directionality, which can be important in some real-world
applications (see examples below). For instance, homology cannot in principle dis-
tinguish between directed and undirected cycles (Fig. 1). Although the definition of
homology, namely the differential or boundary operator, requires a choice of orienta-
tion for the simplices, the resulting homology is independent of this choice. Previous
attempts have had some partial success at this issue (see ‘Related work’ below), how-
ever, as far as we know, there is no homology theory able to exactly detect directed
cycles up to boundary equivalence.

The main difficulty occurs at the algebraic level: opposite orientations on a simplex
correspond to additive inverse elements in the coefficient ring or field. Our key insight
is to retain the submodule of homology generated by those classes that only have
non-negative coefficients on elementary chains. In this way, we can define a directed
homology module (Definition 3.6) of directed simplicial complexes (Definition 3.1)
that detects homology classes of directed 1-cycles, as desired (Fig. 1, Proposition 3.24).

This insight arises from the use of homology with semiring coefficients, where
additive inversesmay not exist. Indeed, themain results in this paper can be understood
and reformulated in full generality using homology theory with semiring coefficients,
see Appendix 1.

Our directed homology theory can be extended to the persistent setting. More
concretely, we define two persistence modules associated to filtrations of directed
simplicial complexes: an undirected one using the whole homology module (Defini-
tion 4.2) and a directed one using the submodule of directed homology (Definition 4.3).
We show that the bars in the directed barcodes can be matched one-to-one with bars
in the undirected barcodes, with the directed bars possibly having a later birth (Propo-
sition 4.7, Figs. 2, 5, 6).

Our motivation to develop directed persistent homology is the applications to
real-world data sets where asymmetry or directionality, in particular the presence of
directed cycles, plays a fundamental role. Examples include biological neural networks
(directed synaptic connections), time series data (directed temporal connections) or
biologicalmolecular networks such as protein-protein interaction networks (inhibitory
and excitatory connections). Mathematically, we can model these situations using a
finite set V of data points, and an arbitrary function dV : V × V → R, which we
call dissimilarity function (Sect. 2.2) and which, crucially, may not be symmetric. Our
main example of a directed simplicial complex is the directed Rips complex (Defini-
tion 4.12) of (V , dV ), which becomes the input of our suggested directed persistent
homology pipeline.

In the context of dissimilarity functions, we prove a stability result with respect to
the bottleneck distance between (directed) persistent diagrams and the correspondence
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Fig. 1 Two examples of directed simplicial complexes X (left) and Y (right). Our directed submodules of
homologyover the rings R ∈ {Z, Q, R}detect directed 1-cycles: HDir

1 (X , R) = {0},while HDir
1 (Y , R) = R

generated by the directed 1-cycle [w1, w2] + [w2, w3] + [w3, w1]

distortion distance (a generalization of the Gromov-Hausdorff distance) between dis-
similarity functions over finite sets (Theorem 4.19).We finish this article by discussing
the computational challenges of our approach.

Related work

A first approach to incorporating directionality would be to encode the asymmetry of
a data set in the simplicial complex built from it. In Turner (2019), the author uses
ordered tuple complexes or OT-complexes, which are generalizations of simplicial
complexes where simplices are ordered tuples of vertices. Similar ideas have been
successfully used in the field of neuroscience to show the importance of directed
cliques of neurons (Reimann et al. 2017), showing that directionality in neuron con-
nectivity plays a crucial role in the structure and function of the brain. In Chowdhury
and Mémoli (2018a), the authors use so-called Dowker filtrations to develop persis-
tent homology for asymmetric networks, and note (Chowdhury and Mémoli 2018a,
Remark 35) that a non-trivial 1-dimensional persistence diagram associated toDowker
filtrations suggests the presence of directed cycles. However, they also note that such
persistence diagram may be non-trivial even if directed cycles are not present. Fur-
ther progress can be achieved by combining the ideas above with homology theories
that are themselves sensitive to asymmetry. In Chowdhury and Mémoli (2018b), the
authors develop persistent homology for directed networks using the theory of path
homology of graphs (Grigor’yan et al. 2020). This persistent homology theory shows
stability with respect to the distance between asymmetric networks (Carlsson et al.
2014), and is indeed able to tell apart digraphs with isomorphic underlying graphs but
different orientations on the edges. Nonetheless, cycles in path homology do not corre-
spond to directed cycles, see Chowdhury and Mémoli (2018b, Example 10). Another
significant contribution can be found in Turner (2019), where four new approaches
to persistent homology are developed for asymmetric data, all of which are shown to
be stable. Each approach is sensitive to asymmetry in a different way. For example,
one of them uses a generalization of poset homology to preorders to detect strongly
connected components in digraphs, a feature our implementation does not have (see
Proposition 3.18). More interestingly for our purposes, in Turner (2019, Section 5) the
author introduces a persistent homology approach that builds a directed Rips filtration
of ordered tuple complexes associated to dissimilarity functions dV : V × V → R.
This is indeed sensitive to asymmetry and yields a persistent homology pipeline that
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Fig. 2 Afiltration of a directed simplicial complex (top, left to right) and corresponding undirected (bottom,
left) and directed (bottom, right) persistence barcodes. Every bar in the directed barcode corresponds to a
unique bar in the undirected barcode (shown here by matching colours) (colour figure online)

is stable with respect to the correspondence distortion distance, a generalization of
the Gromov-Hausdorff distance to dissimilarity functions (see Turner 2019, Section 2
and Sect. 2.2). However, undirected cycles are also detected by this homology theory.
In contrast, in this article we produce a theory of persistent homology associated to
ordered tuple complexes that only detects directed cycles and which is also stable with
respect to the correspondence distortion distance.

Overview of results

We introduce modules of undirected and directed homology associated to directed
simplicial complexes (Definition 3.4) and show that they satisfy some desirable prop-
erties. Furthermore, we prove that for certain coefficient rings, closed paths will only
have non-trivial directed homology in dimension 1 when their edges form a directed
cycle, as we set up to do (Proposition 3.24). Our modules of directed homology can
be defined in dimensions greater than one, although they are zero in all even dimen-
sions (Proposition 3.26) except in dimension 0 where they detect weakly connected
components (Proposition 3.18).

Next, we extend our homology theory to the persistence setting. In particular, we
introduce, for each dimension, two persistence modules associated to the same fil-
tration: an undirected persistence module (Definition 4.2), which is analogous to the
one introduced in Turner (2019, Section 5), and the submodule generated by directed
classes, which we call the directed persistence module (Definition 4.3). The directed
persistence module gives rise to bars associated to homology classes that can be rep-
resented by directed cycles, as illustrated in Fig. 2 and Examples 4.8 to 4.11. We
also establish a relation between the undirected and directed persistence barcodes of
the same filtration. Indeed, in Proposition 4.7 we show that every bar in the directed
barcode corresponds to a unique bar in the undirected barcode that dies at the same
time. The bar in the directed barcode may, however, be born later, and some bars in
the undirected barcode may be left unmatched (see Figs. 2, 5 and 6).

Having all the necessary ingredients, we can provide a complete workflow for
directed persistent homology: given a dissimilarity function dV on a finite set V ,
we construct its directed Rips filtration (Definition 4.12), and take the correspond-
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ing undirected and directed n-dimensional persistence modules, respectively denoted
Hn(V , dV ) andHDir

n (V , dV ) (Definition 4.13). Both of these persistencemodules have
persistence diagrams and barcodes (Definition 4.15) and the associated persistence
modules are stable with respect to the correspondence distortion distance (Sect. 2.2
and Theorem 4.19).

Wefinish the articlewith a discussion of the computational challenges of calculating
the directed persistent homology of a dissimilarity function. The Standard Algorithm
can easily be adapted to compute the barcodes of the undirected persistent homology
of the dissimilarity function, but the computation of the directed persistence barcodes
is more challenging. A direct approach results in an extreme ray enumeration problem
(Sect. 5), a well-known problem in computational geometry. Developing an algorithm
that computes the directed homology classes, rather than all directed cycles, remains
an open problem.

We include an Appendix on homology with semiring coefficients and on how it
gives rise to the ideas introduced in this article. This provides additional motivation
and context for our results, and presents them in full generality.

Outline of the article

In Sect. 2, we introduce the necessary background in persistence modules (2.1) and
dissimilarity functions (2.2). In Sect. 3 we introduce undirected and directed homol-
ogy modules of directed simplicial complexes. We then use these homology modules
to introduce directed and undirected persistent homology in Sect. 4, where we also
show our stability results with respect to dissimilarity functions. In Sect. 5, we discuss
the computational implementation of directed persistent homology and lay out some
future research directions. Finally, Appendix 1 introduces homology with semiring
coefficients and shows how it relates to directed homology.

2 Persistencemodules and dissimilarity functions

Our goal is to extend persistent homology to directed simplicial complexes such as
those constructed from a dissimilarity function. In this section, we introduce the neces-
sary background regarding persistent homology (Sect. 2.1) and dissimilarity functions
(Sect. 2.2).

2.1 Persistencemodules, diagrams and barcodes

In this section, we introduce persistence modules and their associated persistence
diagrams and barcodes. We follow the exposition in Chowdhury andMémoli (2018b),
as it is simple and focused on persistence modules arising in the context we are
interested in: that of persistent homology of finite simplicial complexes. Many of the
results below hold in more generality (Chazal et al. 2016) but we chose to keep the
exposition simple.

Let R be a ring with unity and let T ⊆ R be a subset.
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Definition 2.1 A persistence R-module over T , written V = ({V δ}, {νδ′
δ })

δ≤δ′∈T , is
a family of R-modules {V δ}δ∈T and homomorphisms νδ′

δ : V δ → V δ′
, whenever

δ ≤ δ′ ∈ T , such that

(1) for every δ ∈ T , νδ
δ is the identity map, and

(2) for every δ ≤ δ′ ≤ δ′′ ∈ T , νδ′′
δ′ ◦ νδ′

δ = νδ′′
δ .

Let V = ({V δ}, {νδ′
δ })

δ≤δ′∈T and W = ({W δ}, {μδ′
δ })

δ≤δ′∈T be two persistence
R-modules over T . A morphism of persistence R-modules f : V → W is a family
of morphisms of R-modules { f δ : V δ → W δ}δ∈T such that for every δ ≤ δ′ ∈ T we
have a commutative diagram

V δ V δ′

W δ W δ′
.

νδ′
δ

μδ′
δ

f δ f δ′

Let us assume that R is a field, thus V = ({V δ}, {νδ′
δ })

δ≤δ′∈T is a persistence vector

space, and that V δ is finite-dimensional, for every δ ∈ R. Furthermore, we suppose
that there exists a finite subset {δ0, δ1, . . . , δn} ⊆ T for which

(1) if δ ∈ T , δ ≤ δ0, then V δ = 0,
(2) if δ ∈ T ∩ [δi−1, δi ) for some 1 ≤ i ≤ n, the map νδ

δi−1
is an isomorphism, while

ν
δi
δ is not, and

(3) if δ, δ′ ∈ T , δn ≤ δ < δ′, then vδ′
δ : V δ → V δ′

is an isomorphism.

Remark 2.2 When R is a field, either of these restrictions alone (namely, each V δ

being finite-dimensional or the existence of a finite subset {δ0, δ1, . . . , δn} as above)
is enough to associate a persistence barcode and a persistence diagram to V (Chazal
et al. 2016, Theorem 2.8).We nevertheless assume both restrictions since they hold for
persistence diagrams associated to finite simplicial complexes, which are precisely the
sort of objects that arise from data, and such assumption makes the exposition simpler.

Let us now introduce persistence barcodes and diagrams. First, for simplicity, we
consider V indexed by the natural numbers:

V = ({V δi }, {νδi+1
δi

})
i∈N,

where V δk = V δn for all k ≥ n and ν
δl
δk
is the identity whenever k, l ≥ n. (This clearly

contains all the information in V .)
By Edelsbrunner et al. (2015, Basis Lemma), we can find bases Bi of the vector

spaces V δi , i ∈ N, such that

(1) ν
δi+1
δi

(Bi ) ⊆ Bi+1 ∪ {0},
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(2) rank(νδi+1
δi

) = |vδi+1
δi

(Bi ) ∩ Bi+1|, and
(3) each w ∈ Im

(
v

δi+1
δi

) ∩ Bi+1 is the image of exactly one element v ∈ Bi .

Such bases are called compatible bases. Elements in Bi that are mapped to an element
in Bi+1 correspond to linearly independent elements of V δi that ‘survive’ until the
next step in the persistence vector space. Similarly, elements in a basis Bi which are
not in Bi−1 are considered to be ‘born’ at index i . Formally, we define

L :=
{
(b, i) | b ∈ Bi , b /∈ Im

(
ν

δi
δi−1

)
, i > 0

}
∪ {(b, 0) | b ∈ B0}.

Given (b, i) ∈ L , we call i the birth index of the basis element b. This element
‘survives’ on subsequent bases until it is eventuallymapped to zero.When this happens,
the number of steps taken until the class dies is its death index of b. Formally, the death
index of (b, i) is

�(b, i) := max
{
j ∈ N |

(
ν

δ j
δ j−1

◦ · · · ◦ ν
δi+2
δi+1

◦ ν
δi+1
δi

)
(b) ∈ Bj

}
.

Weallow �(b, i) = ∞, ifb is in every basis Bj for all j ≥ i , so that the death index takes
values in N = N ∪ {+∞}. Using this information, we can introduce the persistence
barcode ofV .We call a pair (X ,m) amultiset if X is a set andm : X → N = N∪{+∞}
is a function. We call m(x) the multiplicity of x ∈ X .

Definition 2.3 Consider a persistence vector space V = ({V δi }, {νδi+1
δi

})
i∈N as above.

The persistence barcode of V is defined as the multiset of intervals

Pers(V) := {[δi , δ j+1) | ∃(b, i) ∈ L, j ∈ Ns.t.�(b, i) = j
}

∪{[δi ,+∞) | ∃(b, i) ∈ Ls.t.�(b, i) = +∞}
,

with the multiplicity of [δi , δ j+1) (respectively [δi ,+∞)) being the number of ele-
ments (b, i) ∈ L such that �(b, i) = j (respectively �(b, i) = +∞).

Thus, persistence barcodes encode the birth and death of elements in a family
of compatible bases. Crucially, and even though compatible bases are not unique,
the number of birth and death events at each step is determined by the rank of the
linear maps ν

δi+1
δi

and their compositions, and it is thus independent of the choice of
compatible bases. Furthermore, the persistence barcode of a persistence vector space
completely determines both the dimension of the vector spaces V δi and the ranks of
the linear maps between them, hence it determines the persistence vector space up to
isomorphism (Chazal et al. 2016, Theorem 2.8).

Each interval in Pers(V) is called a persistence interval. Persistence barcodes can
be represented by stacking horizontal lines, each of which represents a persistence
interval or bar. The endpoints of the line in the horizontal axis correspond to the
endpoints of the interval it represents, whereas the vertical axis has no significance
other than being able to represent every persistence interval at once. Persistence bars
can be stacked in any order, although they are usually ordered by their birth. This
representation is what gives persistence barcodes their name.
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An alternative characterization of a persistence vector space is its persistence dia-
gram. Let us write R = R ∪ {−∞,+∞} for the extended real line.

Definition 2.4 The persistence diagram of the persistence vector space V is the mul-
tiset

Dgm(V) := {
(δi , δ j+1) ∈ R

2 | [δi , δ j+1) ∈ Pers(V)
} ∪ {

(δi ,+∞) ∈ R
2 | [δi ,+∞) ∈ Pers(V)

}
.

The multiplicity of a point in Dgm(V) is the multiplicity of the corresponding interval
in Pers(V).

A crucial property for applications of persistent homology to real data is that a small
perturbation of the input (a data set, encoded as filtration of simplicial complexes)
results in a small perturbation of the output (its persistence module). Algebraically,
this amounts to proving that a small perturbation of the persistence diagram results in a
small perturbation of the associated persistence module. In order to state this stability
result, we therefore need to introduce distances between persistence diagrams, and
persistence modules, respectively.

To measure how far apart two persistence diagrams are, we can use the bottleneck

distance between multisets of R
2
. Let �∞ denote the multiset of R

2
consisting of

every point in the diagonal counted with infinite multiplicity. A bijection of multisets
ϕ : (X ,mX ) → (Y ,mY ) is a bijection of sets ϕ : ∪x∈X mX (x)

i=1 x → ∪y∈Y mY (y)
i=1 y,

that is, a bijection between the sets obtained when counting each element in both X
and Y with its multiplicity.

Definition 2.5 Let A and B be two multisets in R
2
. The bottleneck distance between

A and B is defined as

dB(A, B) := inf
ϕ

{
sup
a∈A

‖a − ϕ(a)‖∞
}

,

where the infimum is taken over all bijections of multisets ϕ : A ∪ �∞ → B ∪ �∞

and where ‖ · ‖∞ denotes the �∞-norm in R
2
.

Note that the bottleneck distance between two persistence diagrams defined from
persistence barcodes can only be finite if the diagrams have the same amount of bars
of form [a,∞) for a ∈ R.

We also need a distance between persistence vector spaces. To that purpose, we use
the interleaving distance, introduced in Chazal et al. (2009).

Definition 2.6 Let V = ({V δ}, {νδ′
δ })

δ≤δ′∈R and W = ({W δ}, {μδ′
δ })

δ≤δ′∈R be two
persistence vector spaces, and ε ≥ 0. We say that V and W are ε-interleaved if there
exist two families of linear maps

{ϕδ : V δ → W δ+ε}δ∈R, {ψδ : W δ → V δ+ε}δ∈R
such that the following diagrams are commutative for all δ′ ≥ δ ∈ R:
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V δ V δ′

W δ+ε W δ′+ε,

W δ W δ′

V δ+ε V δ′+ε,

νδ′
δ

μδ′+ε
δ+ε

ϕδ ϕδ′

μδ′
δ

νδ′+ε
δ+ε

ψδ ψδ′

V δ V δ+2ε

W δ+ε,

W δ V δ+2ε

W δ+ε.

νδ+2ε
δ

ϕδ ψδ+ε

μδ+2ε
δ

ψδ ϕδ+ε

The interleaving distance between V and W is then defined as

dI (V,W) = inf{ε ≥ 0 | V and W are ε − interleaved}.

The authors in Chazal et al. (2009) show that the interleaving distance is a pseudo-
metric (a zero distance between distinct points may occur) in the class of persistence
vector spaces. Moreover, they show the following Algebraic Stability Theorem.

Theorem 2.7 (Chazal et al. 2009) Let V=({V δ}, {νδ′
δ })

δ≤δ′∈R and W=({W δ},
{μδ′

δ })
δ≤δ′∈R be two persistence vector spaces. Then,

dB
(
Dgm(V),Dgm(W)

) ≤ dI (V,W).

2.2 Dissimilarity functions and the correspondence distortion distance

Our objective is to define a theory of persistent homology able to detect directed cycles
modulo boundaries. Therefore, instead of building filtrations (of simplicial complexes)
from finite metric spaces, we are interested in filtrations (of directed simplicial com-
plexes) built from arbitrary dissimilarity functions. We will follow (Turner 2019),
where they receive the name of set-function pairs, and Carlsson et al. (2014), Chowd-
hury and Mémoli (2018a, b), where they are referred to as dissimilarity networks or
asymmetric networks.

In this section, we introduce the necessary background on dissimilarity functions,
and the correspondence distortion distance between them, which is a generalization
of the Gromov-Hausdorff distance to the asymmetric setting. We finish with a refor-
mulation of this distance, established in Carlsson et al. (2014), which we will need to
prove our persistent homology stability result.

Definition 2.8 Let V be a finite set. A dissimilarity function (V , dV ) on V is a function
dV : V × V → R. The value of dV on a pair (v1, v2) is called the distance, or
dissimilarity, from v1 to v2.
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780 D. Méndez, R. J. Sánchez-García

Note that no restrictions are imposed on dV , thus it may not be symmetric, the
triangle inequality may not hold, and the distance from a point to itself may not be
zero. These functions are also referred to as asymmetric networks (Carlsson et al. 2014;
Chowdhury and Mémoli 2018a, b) since they may be represented as a network with
vertex set V and an edge from v1 to v2 with weight dV (v1, v2) for every (v1, v2) ∈
V × V . Thus, dissimilarity functions are very flexible and allow for the modelling
of widely different problems, including any problem that can be modelled using a
network.

We would like to build (directed) simplicial complexes and, ultimately, persistence
diagrams from dissimilarity functions. In order to check the stability of our construc-
tions, we need a way to measure how close two such objects are. When comparing
networks with the same vertex sets, a natural choice is the �∞ norm. However, we
are interested in comparing dissimilarity functions on different vertex sets. To that
end, we consider the �∞ norm over all possible pairings (quantified by a binary rela-
tion) between vertex sets, following ideas similar to those behind the definition of the
Gromov-Hausdorff distance.

Definition 2.9 Let (V , dV ) and (W , dW ) be two dissimilarity functions and let θ be a
non-empty binary relation between V and W , that is, an arbitrary subset θ ⊆ V ×W .
The distortion of the relation θ is defined as

dis(θ) := max
(v1,w1),(v2,w2)∈θ

|dV (v1, v2) − dW (w1, w2)|.

A correspondence between V and W is a relation θ between these sets such that
πV (θ) = V and πW (θ) = W , where πV : V × W → V is the projection onto V , and
similarly for πW . That is, θ is a correspondence if every element of V is related to at
least an element of W , and vice-versa. The set of all correspondences between V and
W is denoted R(V ,W ).

The correspondence distortion distance (Turner 2019) between (V , dV ) and
(W , dW ) is defined as

dCD
(
(V , dV ), (W , dW )

) = 1

2
min

θ∈R(V ,W )
dis(θ).

This notion agrees with that of the Gromov–Hausdorff distance when (V , dV ) and
(W , dW ) are metric spaces (Burago et al. 2001,Section 7.3.3).

We will use a reformulation of the correspondence distortion that can be found in
Chowdhury and Mémoli (2018a). In order to introduce it, we need to define the dis-
tortion and co-distortion of maps between sets endowed with dissimilarity functions.

Definition 2.10 Let (V , dV ) and (W , dW ) be any two dissimilarity functions and let
ϕ : V → W and ψ : W → V be maps of sets. The distortion of ϕ (with respect to dV
and dW ) is defined as

dis(ϕ) := max
v1,v2∈V

∣∣dV (v1, v2) − dW
(
ϕ(v1), ϕ(v2)

)∣∣.
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The co-distortion of ϕ and ψ (with respect to dV and dW ) is defined as

codis(ϕ, ψ) := max
(v,w)∈V×W

∣∣dV
(
v,ψ(w)

) − dW
(
ϕ(v),w

)∣∣.

Note that codistortion is not necessarily symmetrical, namely, codis(ϕ, ψ) and
codis(ψ, ϕ) may be different if either of the dissimilarity functions are asymmetric.

Finally, we have the following reformulation of the correspondence distortion dis-
tance.

Proposition 2.11 (Chowdhury and Mémoli 2018a, Proposition 9) Let (V , dV ) and
(W , dW ) be any two dissimilarity functions. Then,

dCD
(
(V , dV ), (W , dW )

) = 1

2
min

ϕ : V→W ,
ψ : W→V

{
max {dis(ϕ), dis(ψ), codis(ϕ, ψ), codis(ψ, ϕ)} }

.

3 Directed homology of directed simplicial complexes

In this section, we introduce and study a family of subrings of the homology rings of
simplicial complexes which encode directionality information and in particular detect
directed cycles (Fig. 1). We cannot introduce such a family using (undirected) sim-
plicial complexes, as they cannot encode directionality information of the simplices.
One approach is to use the so-called ordered-set complexes, where simplices are sets
with a total order on the vertices. They generalize simplicial complexes, which can
be encoded as fully symmetric ordered-set complexes, that is, ordered-set complexes
where if a set of vertices forms a simplex, it must do so with every possible order.
However, persistent homology of ordered-set complexes is not stable (Remark 4.20).

To achieve stability, we use one further generalization, called ordered tuple com-
plexes or OT-complexes in Turner (2019), and called directed simplicial complexes
in this article (Definition 3.1). The only difference is that arbitrary repetitions of
vertices are allowed in the ordered tuples representing simplices. Clearly, any ordered-
set complex is a directed simplicial complex. Furthermore, a (undirected) simplicial
complex can be encoded as a fully symmetric (as above) directed simplicial com-
plex where every possible repetition of vertices is also included. When doing so,
the (undirected) simplicial complex and its associated directed simplicial complex
have isomorphic homologies over rings (Remark 3.5), and morphisms of simplicial
complexes can be lifted to morphisms between their associated directed simplicial
complexes (Remark 3.9). Finally, and crucially for us, wewill be able to use the above-
mentioned subrings encoding information on directed cycles to introduce a theory of
persistent homology for dissimilarity functions which is stable with respect to the
correspondence-distortion distance (Sect. 4). Note that, as ordered-set complexes are
directed simplicial complexes, the results stated here apply to homology computations
on ordered-set complexes as well.
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3.1 Chain complexes of directed simplicial complexes

In this section, we introduce directed simplicial complexes and their associated chain
complexes and homology modules, including modules of directed homology.

Definition 3.1 A directed simplicial complex, or ordered tuple complex, is a pair
(V , X) where V is a finite set of vertices, and X is a family of tuples (x0, x1, . . . , xn)
of elements of V such that if (x0, x1, . . . , xn) ∈ X , then (x0, x1, . . . , x̂i , . . . , xn) ∈ X
for every i = 0, 1, . . . , n. (Here and throughout the rest of the paper, x̂i indicates that
xi is omitted from the list.)

We will denote the directed simplicial complex (V , X) just by X , and assume that
every vertex belongs to at least one directed simplex (so that V is uniquely determined
from X ). Elements of X of length n + 1 are called n-simplices, and the subset of the
n-simplices of X is denoted by Xn . Note that arbitrary repetitions of vertices in a tuple
are allowed.

Note that directed simplicial complexes are more general objects than simplicial
complexes, in a way that allows directed simplicial complexes to encode asymmetric
information. Note further that it is possible to define a geometric realization for these
objects in which simplices with vertex repetitions are collapsed to a simplex with
no repetitions, thus simplices with repeated vertices play a role similar to that of the
degenerate simplices in simplicial sets.

We make use of the following terminology when dealing with directed simplicial
complexes. Elements of X of length n + 1 are called n-simplices, and the subset of
the n-simplices of X is denoted by Xn . An n-simplex obtained by removing vertices
from an m-simplex, n ≤ m, is said to be a face of the m-simplex. Such face is called
proper if n < m, or equivalently, if at least vertex of the m-simplex is removed.
A directed simplicial complex is said to be n-dimensional, denoted dim(X) = n, if
Xn+1 is trivial (empty) but Xn is not. A collection Y of simplices of X that is itself a
directed simplicial complex is said to be a directed simplicial subcomplex (or, simply,
subcomplex) of X , denoted Y ⊆ X . Note that the vertex set of Y may be strictly
smaller than that of X .

We now introduce chain complexes associated to a directed simplicial complex.
These definitions are straight generalizations of those for (undirected) simplicial com-
plexes.

Definition 3.2 Let R be a commutative ring.Then-dimensional chainsof X are defined
as the elements of the free R-module generated by the n-simplices,

Cn(X , R) = R
( {[x0, x1, . . . , xn] | (x0, x1, . . . , xn) ∈ X} )

.

We call the elements [x0, x1, . . . , xn] ∈ Cn(X , R), (x0, x1, . . . , xn) ∈ X , elementary
n-chains.

123



A directed persistent homology theory for dissimilarity… 783

Definition 3.3 Let X be a directed simplicial complex. For each n > 0, we define a
morphism of R-modules ∂n : Cn(X , R) → Cn−1(X , R) by

∂n([x0, x1, . . . , xn]) =
n∑

i=0

(−1)i [x0, x1, . . . , x̂i , . . . , xn]

For n = 0, let ∂0 : C0(X , R) → {0} be the trivial map.

A straightforward computation analogous to the one for chain complexes in sim-
plicial homology shows that {Cn(X , R), ∂n} is a chain complex of R-modules. In
particular, we can define homology groups.

Definition 3.4 Let X be a directed simplicial complex, R a commutative ring, and
n ≥ 0. The n-dimensional cycles, boundaries, and homology of X are Zn(X , R) =
{x ∈ Cn(X , R) | ∂n(x) = 0}, Bn(X , R) = Im ∂n+1 and the quotient Hn(X , R) =
Zn(X , R)/Bn(X , R), respectively.

Remark 3.5 If X is an (undirected) simplicial complex, we can define an ordered-set
simplicial complex XOT where (x0, x1, . . . , xn) ∈ XOT whenever {x0, x1, . . . , xn},
after removing any repetition of vertices, is a simplex in X . The chain complex
C∗(XOT, R) is called the ordered chain complex of X in Munkres (1984), and its
homology is isomorphic to the singular homology of X over R.

We now discuss how to only retain the information associated to directed cycles.
Note that when introducing the differential for the chain complexes of simplicial
complexes, an orientation is chosen for each of the simplices. However, undirected
cycles can still be producedbecause the chosenorientation for a simplex canbe reverted
by changing the sign of the corresponding elementary chain. As such, homology of
(undirected) simplicial complexes is independent of these choices of orientations.

In the case of directed simplicial complexes, orientations are not chosen, and we
can ensure that we are only retaining information regarding directed cycles by making
sure that all the chains have positive coefficients, when the coefficient ring is chosen
appropriately. However, we also require the introduced object to be a submodule of
the entire module of homology. Thus, we arrive at the following definition.

Definition 3.6 Let X be a directed simplicial complex and let R ∈ {Z, Q, R}. The set
of n-dimensional directed cycles of X over R is

ZDir
n (X , R) =

{
∑

i

λi ci ∈ Zn(X , R) | λi ≥ 0, ci elementary n-chain

}

.

The nth dimensional module of directed homology, HDir
n (X , R), is the submodule of

Hn(X , R) generated by the directed cycles,

HDir
n (X , R) =

〈{
[x] | x ∈ ZDir

n (X , R)
}〉

.
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Remark 3.7 The rings Z, Q and R are used to simplify the exposition: the definition
of ZDir

n (X , R), and thus of HDir
n (X , R), can be made in an analogous way for any ring

R that is the Grothendieck completion of a cancellative, zerosumfree semiring  (see
Appendix 1).

In view of Definition 3.6 it is clear that, in dimension 1, directed circuits in the
directed graph underlying a directed simplicial complex will give rise to directed
cycles. In Sect. 3.3 we will show how these directed submodules of homology behave
in a desirable way.

3.2 Functoriality of directed homology

In this section, we prove that homology and directed homology are functors from the
category of directed simplicial complexes to the category of graded R-modules. We
also show that two morphisms allowing for the construction of the prism operator
must induce the same map on homology, a result we will need to prove our persistent
homology stability result. We begin by introducing morphisms of directed simplicial
complexes.

Definition 3.8 Amorphism of directed simplicial complexes f : (V , X) → (W ,Y ) or
just f : X → Y , is a map of sets f : V → W such that if (x0, x1, . . . , xn) ∈ X then(
f (x0), f (x1), . . . , f (xn)

) ∈ Y .

Remark 3.9 This definition is stricter than the classical notion of morphism of simpli-
cial complexes, where morphisms are allowed to take simplices to simplices of lower
dimension, as directed simplicial complexes can intrinsically account for vertex rep-
etitions. However, note that if X and Y are (undirected) simplicial complexes, a map
f : X → Y is a morphism of simplicial complexes if and only if f : XOT → YOT

(see Remark 3.5) is a morphism of directed simplicial complexes.

Definition 3.10 Let f : X → Y be amorphism of directed simplicial complexes. Then
f induces morphisms of R-modules C( f ) = {Cn( f )}, defined as

Cn( f ) : Cn(X , R) −→ Cn(Y , R)

[x0, x1, . . . , xn] �−→ [ f (x0), f (x1), . . . , f (xn)].

We will often abbreviate Cn( f ) = fn .

Proposition 3.11 If f : X → Y is a morphism of directed simplicial complexes,
the family of maps {Cn( f )} is a R-homomorphism of chain complexes. Therefore,
it induces a map Hn( f ) : Hn(X , R) → Hn(Y , R). Furthermore, Hn( f ) restricts to a
map HDir

n ( f ) : HDir
n (X , R) → HDir

n (Y , R).

Proof Let [x0, x1, . . . , xn] ∈ Cn(X , R) be a simplex. Simple computations show that
Cn−1( f )∂n = ∂nCn( f ), thus inducing a map Hn( f ) : Hn(X , R) → Hn(Y , R).

Now let x ∈ ZDir
n (X , R). We can write x = ∑

i λi xi , where λi ≥ 0 and
xi is an elementary n-chain. Then, Cn( f )(x) = ∑

i λiCn( f )(xi ). Clearly, Cn( f )
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takes elementary n-chains to elementary n-chains, thus Cn( f )(x) ∈ ZDir
n (Y , R).

It is then clear from the definition of directed homology that Hn( f ) restricts to
Hn( f ) : Hn(X , R) → Hn(Y , R). �
Remark 3.12 Let X and Y be (undirected) simplicial complexes and let R be a ring. If
f : X → Y is a morphism of (undirected) simplicial complexes, the map induced on
homology by f : X → Y is the same as the map induced on homology by f : XOT →
YOT (see Remarks 3.5 and 3.9).

Corollary 3.13 (Directed)Homology is a functor from the category of directed simpli-
cial complexes to the category of graded R-modules. In particular, isomorphic directed
simplicial complexes have isomorphic (directed) homologies.

Wefinish this section by showing a sufficient condition for twomorphisms to induce
the same map on homology. We will need this result to prove that our definition of
persistent homology is stable.

Lemma 3.14 Let R be a commutative ring. Let X and Y be two directed simplicial
complexes and let f , g : X → Y be morphisms of directed simplicial complexes such
that if (x0, x1, . . . , xn) ∈ X, then

(
f (x0), f (x1), . . . , f (xi ), g(xi ), . . . , g(xn)

) ∈ Y
for every i = 0, 1, . . . , n. Then, Hn( f ) = Hn(g) for every n ≥ 0. Consequently,
HDir
n ( f ) = HDir

n (g), for every n ≥ 0.

Proof For x = [x0, x1, . . . , xn] ∈ Cn(X , R) an elementary n-chain, define

sn[x0, x1, . . . , xn] = (−1)i
n∑

i=0

[ f (x0), . . . , f (xi ), g(xi ), . . . , g(xn)].

Weshow that this family ofmaps provides a chain homotopy between f and g. Namely,
we prove that Cn(g) − Cn( f ) = ∂n+1sn + sn−1∂n , for all n. On the one hand,

sn−1∂n(x) =
n∑

i=0

(−1)i

⎡

⎣
i−1∑

j=0

(−1) j
[
f (x0), f (x1), . . . , f (x j ), g(x j ), . . . , ĝ(xi ), . . . , g(xn)

]

+
n∑

j=i+1

(−1) j+1[ f (x0), f (x1), . . . , f̂ (xi ), . . . , f (x j ), g(x j ), . . . , g(xn)
]
⎤

⎦ .

(3.1)

On the other hand,

∂n+1sn(x) =
n∑

j=0

(−1) j

⎡

⎣
j∑

i=0

(−1)i
[
f (x0), f (x1), . . . , f̂ (xi ), . . . , f (x j ), g(x j ), . . . , g(xn)

]

+
n∑

i= j

(−1)i+1[ f (x0), f (x1), . . . , f (x j ), g(x j ), . . . , ĝ(xi ), . . . , g(xn)
]
⎤

⎦ .
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By exchanging the roles of the indices in this last equation, we obtain that

∂n+1sn(x) =
n∑

i=0

⎡

⎣
i∑

j=0

(−1)i+1(−1) j
[
f (x0), f (x1), . . . , f (x j ), g(x j ), . . . , ĝ(xi ), . . . , g(xn)

]

+
n∑

j=i

(−1)i (−1) j
[
f (x0), f (x1), . . . , f̂ (xi ), . . . , f (x j ), g(x j ), . . . , g(xn)

]
⎤

⎦ .

(3.2)

Now, adding Eqs. (3.1) and (3.2),

∂n+1sn(x) + sn−1∂n(x) =
n∑

i=0

[ f (x0), f (x1), . . . , f (xi−1), g(xi ), . . . , g(xn)]

−
n∑

i=0

[
f (x0), f (x1), . . . , f (xi ), g(xi+1), . . . , g(xn)

]
.

It is now straightforward to check that this sum amounts to

[g(x0), g(x1), . . . , g(xn)] − [ f (x0), f (x1), . . . , f (xn)] = Cn(g)(x) − Cn( f )(x),

and we are done. �

3.3 Basic computations and examples

In this section, we explore some basic properties of this homology theory. We begin
by studying the relation between homology and connectivity.

Definition 3.15 Let (V , X) be a directed simplicial complex and v,w ∈ V be two
vertices. A path from v to w in X a sequence of vertices v = x0, x1, . . . , xn = w such
that either (xi , xi+1) or (xi+1, xi ) is a simplex, for all 1 ≤ i ≤ n − 1. The (weakly)
connected components of X are the equivalence classes of the equivalence relation
v ∼ w if there is a path in X from v to w. We call X (weakly) connected if it has only
one connected component, that is, every pair of vertices can be connected by a path.

Note that this notion of connectedness ignores the direction of the edges (1-
simplices). The next result shows thatwe can compute the homology of each connected
component independently. The proof follows by observing that the chain complex
Cn(X , R) is clearly the direct sum of the chain complexes associated to each of the
(weakly) connected components of X . In particular, it is immediate that any directed
cycle can be decomposed as a sum of directed cycles in each of the directed compo-
nents.

Proposition 3.16 The (directed) homology of a directed simplicial complex X is iso-
morphic to the direct sum of the (directed) homologymodules of its (weakly) connected
components.
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We next show that the 0th (directed) homology counts the number of (weakly)
connected components of a directed simplicial complex X . We start with a lemma.

Lemma 3.17 Let R be a commutative ring and X be a directed simplicial complex.
For any vertex v and any λ ∈ R, λ[v] is homologous to the trivial class if and only if
λ = 0.

Proof It is clear that λ[v] is a cycle as ∂0 is trivial. On the other hand, it is clear that it
must be the trivial class if λ = 0. Now assume that λ[v] is the trivial class. We shall
prove that λ = 0.

Assume that X has n+1 vertices, namely V = {x0 = v, x1, . . . , xn}. Then if λ[x0]
is trivial, there exists a 1-chain

x =
n∑

i, j=0

λi j [xi , x j ]

such that λ[x0] = ∂(x), where we are assuming that λi j = 0 whenever [xi , x j ] is not
a 1-chain. By computing the differentials,

λ[x0] =
n∑

i, j=0

λi j [x j ] −
n∑

i, j=0

λi j [xi ].

Now, since
{[x0], [x1], . . . , [xn]

}
is a basis of C0(X , R), the coefficients of each ele-

ment in the basis must be equal in both sides of the equality. Namely, for each j �= 0,
0 = ∑n

i=0(λi j − λ j i ), and λ = ∑n
i=0(λi0 − λ0i ). Adding these equations, we deduce

that λ = 0. �
Proposition 3.18 Let X be a directed simplicial complex and let R be a commutative
ring. Then H0(X , R) ∼= Rk, where k is the number of (weakly) connected components
of X. Furthermore, if R ∈ {Z, Q, R}, then H0(X , R) = HDir

0 (X , R) ∼= Rk.

Proof By Proposition 3.16 we only need to show that if X is connected, then
H0(X , R) ∼= R. Let v, w be any two vertices and let us show that [v] and
[w] are homologous 0-cycles. Indeed, since X is connected, we can find vertices
v = v0, v1, . . . , vm = w such that either [vi , vi+1] or [vi+1, vi ] are 1-chains, for all
i = 0, 1, . . . , n−1. If either [vi , vi+1] or [vi+1, vi ] are chains, then [vi ] and [vi+1] are
homologous. As this holds for every i = 0, 1, . . . ,m − 1, [v] is homologous to [w].
Now, if

∑n
i=1 λi [xi ] is any 0-cycle, it is homologous to

∑n
i=1 λi [v]. Then, by Lemma

3.17, λ[v] is not homologous to μ[v] whenever λ �= μ, thus H0(X , R) ∼= R.
For the second statement, if R ∈ {Z, Q, R}, we can compute HDir

n (X , R). In such
case, [v] is a directed cycle, thus 〈[v]〉 = H0(X , R) ⊆ HDir

0 (X , R). It then follows
that H0(X , R) = HDir

0 (X , R). �
Remark 3.19 The fact that 0th directed homology ignores edge directions seems
counter-intuitive, as we set up this framework to detect directed features, namely
directed cycles. However, this is a natural consequence of homology being an equiv-
alence relation. In particular, as mentioned in the proof, if either [u, v] or [v, u] are
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1-chains, [u] and [v] are homologous, thus directionality of the 1-chains does not affect
0th directed homology. However, this only occurs in dimension 0, as a consequence
of 0-chains always being cycles. Thus, when working with 1-simplices, the symmetry
in the homology relation does not affect the detection of asymmetry in the data, as
such asymmetry is encoded in the cycles themselves. It is also worth mentioning that a
persistent homology able to detect strongly connected components in directed graphs
has been introduced in Turner (2019).

We now show that the homology of a point is trivial for positive indices.

Example 3.20 Let R be a commutative ring and let X be the directed simplicial complex
with vertex set V = {x0} and simplices X = {(x0)}. Then,

Hn(X , R) =
{
R, if n = 0,

0, if n > 0.

Indeed, X is connected, thus H0(X , R) = R by Proposition 3.18. For n ≥ 1, there are
no n-chains, hence Hn(X , R) = 0. In this case, it is also immediate to check that if
R ∈ {Z, Q, R}, HDir

n (X , R) = Hn(X , R), for every n.

Directed simplicial complexes whose homology is isomorphic to that of the point
are called acyclic.

Definition 3.21 A directed simplicial complex X is acyclic if

Hn(X , R) =
{
R, if n = 0,

0, if n > 0.

If R ∈ {Z, Q, R}, we say that X is directionally acyclic if

HDir
n (X , R) =

{
R, if n = 0,

0, if n > 0.

Note that acyclic implies directionally acyclic, as directed homology is a submodule
of the module of homology, for every n.

Next, we show that a directed simplicial complex consisting of one m-dimensional
simplex along with all of its faces (note that this is an ordered-set complex) is acyclic.

Proposition 3.22 Let X be the directed simplicial complex consisting of the simplex
(x0, x1, . . . , xm) and all of its faces. Then X is acyclic.

Proof As a consequence of how X is defined, if x ∈ Cn(X , R) is a chain so that x0
does not participate in any of its elementary n-chains (as there are no repetitions in
the simplices of X ), then x0 can be added as the first element of every elementary
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Z
v1 v2

v3

X
w1 w2

w3

Y
u1 u2

u3u4

Fig. 3 Directed homologydetects directed 1-cyclesmodulo boundaries. In these examples, HDir
1 (X , R) = 0

while HDir
1 (Y , R) = HDir

1 (Z , R) = R respectively generated by [w1, w2] + [w2, w3] + [w3, w1] and
[u1, u2] + [u2, u4] + [u4, u1] (or [u1, u2] + [u2, u3] + [u3, u4] + [u4, u1]). To be a directed 1-cycle, the
directions of the involved 1-simplices must form circuit. This does not hold for (undirected) homology

n-chain in x , giving us an (n + 1)-chain which we denote x0x ∈ Cn+1(X , R). Simple
computations show that

∂(x0x) = x − x0∂(x).

Now take x ∈ Zn(X , R) any cycle and decompose it as x = x0y + z, where x0
does not participate in any of the chains in either y or z. Using the formula above,

∂(x) = ∂(x0y + z) = y − x0∂(y) + ∂(z) = 0.

In particular, the chains in which x0 does not participate must add up to zero, namely
y + ∂(z) = 0. Finally, consider the chain x0z. We have that

∂(x0z) = z − x0∂(z) = z + x0y = x .

Thus, x ∈ Zn(X , R) is homologous to zero, and the result follows. �
We now illustrate the ability of this homology theory to detect directed cycles. We

do so through some simple examples.

Example 3.23 Let R ∈ {Z, Q, R}. Let X , Y and Z be the directed simplicial complexes
represented in Fig. 3. These three complexes are connected, so their 0th homologies
are R, both directed and undirected. Furthermore, neither X nor Y have k-simplices
for k ≥ 2, so Hk(X , R) and Hk(Y , R) are trivial (zero) for every k ≥ 2. This in
particular implies that HDir

k (X , R) and HDir
k (Y , R) are trivial as well. Although Z has

one 2-simplex, it is not a 2-cycle, thus H2(Z , R) is also trivial.
To compute the first homology, we need to consider the 1-simplices and their

differentials. We list them below.
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X ∂

[v1, v2] v2 − v1
[v2, v3] v3 − v2
[v1, v3] v3 − v1

Y ∂

[w1, w2] w2 − w1
[w2, w3] w3 − w2
[w3, w1] w1 − w3

Z ∂

[u1, u2] u2 − u1
[u2, u3] u3 − u2
[u3, u4] u4 − u3
[u4, u1] u1 − u4
[u2, u4] u4 − u2

We start with X . Note that λ1[v1, v2] + λ2[v2, v3] + λ3[v1, v3], λ1, λ2, λ3 ∈ R,
is a cycle for X if and only if λ1 = λ2 = −λ3. Since there are no 2-cycles in X ,
different 1-cycles cannot be homologous. We deduce that H1(X , R) ∼= R. However,
no 1-cycle can have non-negative coefficients for the three elementary 1-cycles, thus
HDir
1 (X , R) = {0}.
Regarding Y , note that μ1[w1, w2] + μ2[w2, w3] + μ3[w3, w1], μ1, μ2, μ3 ∈ R,

is a cycle if and only ifμ1 = μ2 = μ3. Since there are no 2-simplices in Y , we deduce
that H1(Y , R) = R. Furthermore, the coefficients can be simultaneously positive.
Namely, [w1, w2] + [w2, w3] + [w3, w1] is a directed cycle, which generates the
entirety of H1(X , R). We deduce that HDir

1 (X , R) ∼= R. Note that X and Y have
isomorphic homology rings, but their directed homology rings are different.

Finally, for Z , similar computations show that Z1(Z , R) is the free R-module
generated by x1 = [u1, u2] + [u2, u3] + [u3, u4] + [u4, u1] and x2 = [u1, u2] +
[u2, u4]+[u4, u1], both ofwhich are directed cycles. In particular, ZDir

1 (Z , R) consists
of linear combinations of those two cycles, with positive coefficients. Note, however,
that generating sets of Z1(X , R) containing fewer than two directed cycles exist. This
shows that computing a generating set for the cycles may not be enough to compute
the full set of directed cycles.

Continuing with the homology computations, note that in this case we have a
2-simplex, y = [u2, u3, u4], for which ∂(y) = [u3, u4] − [u2, u4] + [u2, u3] =
x1−x2. Namely, x1 and x2 are homologous. Therefore, H1(Z , R) = HDir

1 (Z , R) = R,
generated by either x1 or x2. In particular, both the directed and undirected homologies
of Y and Z are isomorphic, and we can see how 2-simplices can make directed cycles
equivalent, as expected.

123



A directed persistent homology theory for dissimilarity… 791

v1 v2

Fig. 4 A directed simplicial complex with just two vertices can have a non-trivial 1-cycle

More generally, if R ∈ {Z, Q, R}, a polygon will give rise to a non-trivial directed
homology class in dimension 1 if, and only if, the cycle can be traversed following
the direction of the edges.

Proposition 3.24 Let X be a 1-dimensional directed simplicial complex with vertices
v0, v1, . . . , vn, n ≥ 1, and with 1-simplices e0, e1, . . . , en where either ei = (vi , vi+1)

or ei = (vi+1, vi ), i = 0, 1, . . . , n, and we write vn+1 = v0. Then, H1(X , R) = R. If
R ∈ {Z, Q, R}, then HDir

1 (X , R) is non-trivial if and only if either ei = (vi , vi+1) for
all i or ei = (vi+1, vi ) for all i , in which case HDir

1 (X , R) ∼= R.

Proof We first prove that H1(X , R) = R. Let x = ∑n
i=0 λi [ei ] be a cycle. If x is

non-trivial, we can assume without loss of generality that λ0 �= 0. We can further
assume that e0 = (v0, v1). Thus, ∂(λ0[e0]) = λ0[v1]−λ0[v0]. The only other edge in
which e1 participates is e1. We deduce that λ1 = λ0, if e1 = (v1, v2), or λ1 = −λ0, if
e1 = (v2, v1). By proceeding iteratively, we deduce that λi = λ0, if ei = (vi , vi+1),
or that λi = −λ0, if ei = (vi+1, vi ). It is now straightforward to check that, with λi
defined in terms of λ0 in such way, i = 1, . . . , n, x = ∑n

i=0 λi [ei ] is a non-trivial
cycle. Since there are no 2-chains, H1(X , R) ∼= R.

Regarding the directed homology, note that if e0 = (v0, v1), the coefficients of
the cycle x can only be all positive if and only if ei = (vi , vi+1). In such case,
HDir
1 (X , R) = H1(X , R) ∼= R, and otherwise HDir

1 (X , R) = 0. The case in which
e0 = (v1, v0) is analogous. �
Remark 3.25 Note that Proposition 3.24 applies to polygons with only two vertices
v1 and v2 (see Fig. 4), which are allowed in a directed simplicial complex. Indeed, an
immediate computation shows that [v1, v2]+ [v2, v1] is a directed 1-cycle. This result
shows that directed homology is not a homotopy invariant for the geometric realization
of directed simplicial complexes, as all of the polygons considered in Proposition 3.24
give rise to homotopic geometric realizations.

We end this section by noting that, although our initial aimwas a directed homology
group able to detect directed 1-cycles, we have a directed homology theory defined
in all dimensions. However, we can show that the directed homology is trivial in even
dimensions other than 0.

Proposition 3.26 Let X be a directed simplicial complex R ∈ {Z, Q, R}. Then
HDir
2n (X , R) = {0}, for every n ≥ 1.

Proof We will show that no non-trivial directed cycles may exist in such dimensions.
In order to do so, consider the morphism of R-modules

ϕn : Cn(X , R) −→ R

[v0, v1, . . . , vn] �−→ 1.
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Thus, if x = ∑k
i=0 λi xi where xi is an elementary n-chain, ϕn(x) = ∑k

i=0 λi .
Now assume that xi is an elementary 2n-chain, for some n ≥ 1. In this case,

∂(λi xi ) = λi∂(xi ), where ∂(xi ) consists of the sum of � 2n
2 � = n elementary n-chains

with positive sign and � 2n−1
2 � = n − 1 elementary n-chains with negative sign. Thus,

ϕ2n−1(λi xi ) = λi (n − (n − 1)) = λi .
To prove our claim, let x = ∑k

i=0 λi xi ∈ Z2n(X , R) be a cycle where each xi is
an elementary 2n-cycle. Then, given that ∂(x) = 0, ϕ2n−1

(
∂(x)

) = ∑k
i=0 λi = 0. If

x is directed, then λi ≥ 0, for all i , thus we deduce that λi = 0, for all i . Namely, the
trivial cycle is the only directed cycle, and HDir

2n (X , R) = {0}. �
Remark 3.27 The proof of this result is based on the fact that the number of positive
coefficients in the boundary of an elementary n-chain is larger than the number of
negative coefficients, if n is even. This may also be related to the fact that there
is no obvious way to define directed n-cycles for n > 1. For the purposes of this
article, it suffices to consider 1-cycles and H1(X , R). However, note that non-trivial
(homological) cycles do exist in all odd dimensions. For instance, the elementary
(2n − 1)-chain obtained by repeating a vertex 2n times is always a cycle.

4 Persistent directed homology

In this section, we introduce a theory of persistent homology for directed simplicial
complexes which comes in two flavours: one takes into account the directionality
of the complex, whereas the other one is analogous to persistent homology in the
classical setting. We thus have, associated to the same filtration of directed simpli-
cial complexes, two persistence modules which produce two different barcodes. Both
persistent homology theories show stability (see Theorem 4.19) and they are closely
related. Indeed, directed cycles are undirected cycles as well, thus every bar in a
directed persistence barcode can be uniquely matched with a bar in the corresponding
undirected one, although the undirected bar may be born sooner, see Proposition 4.7.

4.1 Persistencemodules associated to a directed simplicial complex

Let us begin by introducing filtrations of directed simplicial complexes.

Definition 4.1 Let X be a directed simplicial complex (Definition 3.1). A filtration of
X is a family of subcomplexes (Xδ)δ∈T , T ⊆ R, such that if δ ≤ δ′ ∈ T , then Xδ is
a subcomplex of Xδ′ , and such that X = ∪δ∈T Xδ . Note that for δ ≤ δ′, the inclusion
iδ

′
δ : Xδ → X ′

δ is a morphism of directed simplicial complexes.

We now introduce undirected persistence modules.

Definition 4.2 Let (Xδ)δ∈T be a filtration of a directed simplicial complex X and let
R be a commutative ring. The n-dimensional undirected persistence R-module of X
is the persistence R-module

({Hn(Xδ, R)}, {Hn(i
δ′
δ )})

δ≤δ′∈T .
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The functoriality of Hn makes this a persistence module.

Now, in order to retain the information on directionality, we take the submodule of
directed classes.

Definition 4.3 Let (Xδ)δ∈T be a filtration of a directed simplicial complex X and
let R ∈ {Z, Q, R}. The n-dimensional directed persistence R-module of X is the
persistence R-module

({HDir
n (Xδ, R)}, {HDir

n (iδ
′

δ )})
δ≤δ′∈T ,

where HDir
n (Xδ, R) are defined as in Definition 3.6, iδ

′
δ : Xδ → Xδ′ are the inclusion

maps, and HDir
n (iδ

′
δ ) are the restrictions of the maps Hn(iδ

′
δ ) to directed homology, as

introduced in Proposition 3.11.

Remark 4.4 Let (Xδ)δ∈T be a filtration of a directed simplicial complex X and let
δ ≤ δ′ ∈ T . If R ∈ {Z, Q, R}, by applying Proposition 3.11 to themap iδ

′
δ : Xδ → Xδ′ ,

we have a commutative diagram

Hn(Xδ, R) Hn(Xδ′ , R)

HDir
n (Xδ, R) HDir

n (Xδ′, R).

Hn(iδ
′

δ )

HDir
n (iδ

′
δ )

In particular, the injections
{
HDir
n (Xδ, R) ↪→ Hn(Xδ, R)

}
δ∈T give rise to amonomor-

phism of persistence modules.

We can now introduce persistence diagrams and barcodes associated to filtrations
of directed simplicial complexes. As these were only introduced for fields in Sect. 2.1,
from this point on, we will assume that R is a field. In particular, when taking directed
homology, we will assume that R ∈ {Q, R}.
Definition 4.5 Let (Xδ)δ∈T be a filtration of a directed simplicial complex X where
T ⊆ R is finite. The persistence diagrams associated to the n-dimensional undi-
rected and directed persistence R-modules of X are respectively denoted Dgmn(X , R)

and DgmDir
n (X , R). Similarly, the respective barcodes are denoted Persn(X , R) and

PersDirn (X , R).

Remark 4.6 Note that HDir
0 (Xδ, R) ∼= H0(Xδ, R) for every δ ∈ T , as shown in Propo-

sition 3.18. As a consequence, the 0-dimensional directed and undirected persistence
R-modules of a directed simplicial complex X are isomorphic. In particular, they have
the same persistence barcodes and diagrams, and they measure the connectivity of the
simplicial complex at each stage of the filtration.
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v1 v2

v4

Z0

v1 v2

v4 v3

Z1

v1 v2

v4 v3

Z2

v1 v2

v4 v3

Z3

0 1 2 3 0 1 2 3

Fig. 5 Afiltration of the directed simplicial complex Z in Example 3.23 (Fig. 3) and its associated undirected
(bottom, left) and directed (bottom, right) 1-dimensional persistence barcodes. The shorter undirected bar
(blue) is also directed, while the longer undirected bar (red) becomes directed at δ = 2 (colour figure online)

The next result establishes the relation between the undirected and directed per-
sistence barcodes and diagrams of a persistence module, and it is thus key to
understanding the directed persistence barcodes.

Proposition 4.7 Let (Xδ)δ∈T be a filtration of directed simplicial complexes. Then,
there is an injective matching sending each bar in PersDirn (X , R) to a bar in
Persn(X , R) which contains it. Furthermore, matched bars must die at the same time.

Proof This result is an immediate consequence of Remark 4.4 and Bauer and Lesnick
(2014, Proposition 6.1). �

Note that a bar in the directed persistence barcode of a filtration may be born after
the one it is matched with in the undirected one, and some bars in the undirected
barcode may remain unmatched (see Examples below and Figs. 5 and 6).

We now introduce some examples to illustrate Proposition 4.7 and the general
behaviour of the directed persistence barcodes.

Example 4.8 Let us illustrate how undirected and directed persistence modules and
their barcodes can be different. First, consider the directed simplicial complexes X
and Y in Fig. 3 (see Example 3.23). Regardless of the filtration chosen for X , the lack
of directed cycles means that the 1-dimensional directed persistence module is trivial.
However, at the end of the filtration, there is a cycle in homology, thus there is a bar
in the undirected persistence barcode. In the case of Y , the only 1-cycle is directed, so
the undirected and directed persistence modules associated to any filtration of Y are
isomorphic, and different from those of X .

Example 4.9 Consider now the directed simplicial complex Z in Fig. 3 (see Example
3.23). Let T = {0, 1, 2, . . . } and consider the filtration of Z given by (Zδ)δ∈T , as
illustrated in Fig. 5, where Zδ = Z for every δ ≥ 3.

The undirected and directed 1-dimensional persistencemodules of this filtration are
not isomorphic. Indeed, in Z1 there is clearly an undirected cycle,whereas ZDir

1 (Z1, R)

is trivial, thus HDir
1 (Z1, R) = {0}. However, H1(Z2, R) ∼= HDir

1 (Z2, R), as both
vector spaces are generated by the classes of [v1, v2] + [v2, v3] + [v3, v4] + [v4, v1]
and [v2, v4] + [v4, v1] + [v1, v2]. These two classes become equivalent in Z3. The
undirected and directed 1-dimensional persistence barcodes of this filtration, shown
in Fig. 5, illustrate how undirected classes may become directed.
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v1 v2

v4

X0
v1 v2

v4 v3

X1
v1 v2

v4 v3

X2

0 1 2 3 0 1 2 3

Fig. 6 A filtration of directed simplicial complexes and its associated undirected (bottom, left) and directed
(bottom, right) 1-dimensional persistence barcodes. The shorter undirected bar (blue) is also directed, while
the longer undirected bar (red) never becomes directed (colour figure online)

The last example also shows an important difference between classical and directed
persistence modules and barcodes. Namely, in the undirected setting, the addition of
one simplex to the filtration can either cause the birth of a class in the dimension of the
added simplex, or kill a class in the preceding dimension. This simple idea is in fact
the basis of the Standard Algorithm for computing persistent homology. However, the
addition of only one simplex to a directed simplicial complex can cause the birth of
several classes in directed homology, as shown in the previous example at δ = 2, and
also in the following example.

Example 4.10 Let T = {0, 1, 2, . . . } and consider thefiltration of simplicial complexes
(Xδ)δ∈T illustrated in Fig. 2 in the Introduction, where Xδ = X3 for every δ ≥ 3.

It is clear that ZDir
1 (X j , R) is trivial for j = 0, 1, 2, whereas undirected cycles

appear as early as X1. However, by adding the edge from v5 to v1, several directed
cycles are born at once. Namely, ZDir

1 (X3, R) contains the cycles

[v1, v2] + [v2, v3] + [v3, v4] + [v4, v5] + [v5, v1],
[v1, v2] + [v2, v4] + [v4, v5] + [v5, v1],
[v1, v2] + [v2, v3] + [v3, v5] + [v5, v1],
[v1, v3] + [v3, v4] + [v4, v5] + [v5, v1],
[v1, v3] + [v3, v5] + [v5, v1].

Straightforward computations show that H1(X3, R) = R4, and four of the cycles
above are linearly independent, thus HDir

1 (X3, R) = H1(X3, R) = R4. Consequently,
at δ = 3 every class (including the birthing one) becomes directed.

Our last example shows an undirected homology class that never becomes directed.

Example 4.11 Let T = {0, 1, 2, . . . } and consider thefiltration of simplicial complexes
(Xδ)δ∈T illustrated in Fig. 6, where Xδ = X2 for δ ≥ 2.

Clearly, ZDir
1 (X j , R) = {0} for j = 0, 1, whereas ZDir

1 (X2, R) contains the
cycle [v1, v2] + [v2, v4] + [v4, v1]. The undirected class represented by this element
is thus directed, but there is a linearly independent class in undirected homology,
[v3, v2] + [v2, v4] − [v3, v4], which never becomes directed. Its bar in the barcode is
thus unmatched.
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4.2 Directed persistent homology of dissimilarity functions

In this section, we introduce the undirected and directed persistence diagrams and
barcodes associated to dissimilarity functions (Definition 4.13) andprove their stability
with respect to the bottleneck distance (Theorem 4.19).

Let us begin by introducing the directed Rips filtration of directed simplicial com-
plexes associated to a dissimilarity function (Turner 2019, Definition 16).

Definition 4.12 Let (V , dV ) be a dissimilarity function. The directed Rips filtration
of (V , dV ) is the filtration of directed simplicial complexes

(RDir(V , dV )
)
δ∈R where

(v0, v1, . . . , vn) ∈ RDir(V , dV )δ if and only if dV (vi , v j ) ≤ δ, for all 0 ≤ i ≤ j ≤ n.
It is clearly a filtration with the inclusion maps iδ

′
δ : RDir(V , dV )δ → RDir(V , dV )δ′

for all δ ≤ δ′.
Let us now introduce the persistent homology modules associated to such a filtra-

tion. Assume that R ∈ {Q, R}.
Definition 4.13 Let (V , dV ) be a dissimilarity function and consider its associated
directed Rips filtration

(RDir(V , dV )
)
δ∈R. For each n ≥ 0, the n-dimensional undi-

rected persistence R-module of (V , dV ) is

Hn(V , dV ) := ({Hn(RDir(V , dV )δ, R)}, {Hn(i
δ′
δ )})

δ≤δ′∈R.

Similarly, the n-dimensional directed persistence R-module of (V , dV ) is defined as

HDir
n (V , dV ) := ({HDir

n (RDir(V , dV )δ, R)}, {HDir
n (iδ

′
δ )})

δ≤δ′∈R.

Remark 4.14 The persistence module Hn(V , dV ) associated to the directed Rips
filtration of (V , dV ) is precisely the persistence module studied in Turner (2019,
Section 5), hence the remarks made there hold for the undirected persistence mod-
ule. In particular, if (V , dV ) is a (finite) metric space, RDir(V , dV ) is the (classical)
Vietoris-Rips filtration of (V , dV ). Furthermore, in this case, it can easily be seen that
Hn(V , dV ) = HDir

n (V , dV ). Thus, these persistence modules generalize the persis-
tencemodules associated to theVietoris-Rips filtration of ametric space.Also note that
RDir(V , dV ) is closed under adjacent repeats (Turner 2019, Definition 18). Namely,
given (v0, v1, . . . , vn) ∈ RDir(V , dV )δ , (v0, v1, . . . , vi , vi , . . . , vn) ∈ RDir(V , dV )δ ,
for any i = 0, 1, . . . , n. Using this, it can be proven that the homology of this object
must be trivial in dimensions larger than |V | + 1.

As R is a field and since V is finite, both of these persistence modules fulfil the
assumptions in Sect. 2.1. Namely, their indexing sets can be chosen to be finite, cor-
responding to the threshold values where new simplices are added to the simplicial
complex. Furthermore, no simplex is added to the filtration until the threshold value
reaches the minimum of the images of the dissimilarity function. Finally, and even
though the directed simplicial complexRDir(V , dV )δ may have infinite simplices due
to arbitrary repetitions of vertices being allowed, it always has a finite number of
simplices in a given dimension n, thus its n-dimensional homology is always finite-
dimensional. As a consequence, we can introduce the following.
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Definition 4.15 Let (V , dV ) be a dissimilarity function. For each n ≥ 0, the n-
dimensional persistence diagrams associated to the persistence R-modulesHn(V , dV )

and HDir
n (V , dV ) are respectively denoted by Dgmn(V , dV ) and DgmDir

n (V , dV ).
Similarly, their associated persistence barcodes are denoted by Persn(V , dV ) and
PersDirn (V , dV ).

Of course, Proposition 4.7 holds for these barcodes, namely, every bar in
PersDirn (V , dV ) can be uniquely matched with one in Persn(V , dV ) which dies at the
same time, although the directed bar may be born later.

We now use results from Sect. 2.2 to show that both these persistent homology
constructions are stable. The proof is split in several lemmas. Let (V , dV ) and
(W , dW ) be two dissimilarity functions on respective sets V and W and define
η = 2dCD

(
(V , dV ), (W , dW )

)
, where dCD is the correspondence distortion distance

(Definition 2.9). By Proposition 2.11, we can find maps ϕ : V → W and ψ : W → V
such that dis(ϕ), dis(ψ), codis(ϕ, ψ), codis(ψ, ϕ) ≤ η. To simplify notation in the
proofs below, denote RDir(V , dV )δ = X δ

V and RDir(W , dW )δ = X δ
W , for all δ ∈ R.

Lemma 4.16 For each δ ∈ R, the maps ϕ and ψ induce morphisms of directed sim-
plicial complexes

ϕδ : X δ
V −→ X δ+η

W

x �−→ ϕ(x),

ψδ : X δ
W −→ X δ+η

V

x �−→ ψ(x).

Proof Let us prove the statement for ϕδ (the proof is analogous for ψδ). Let
(x0, x1, . . . , xn) be an n-simplex in X δ

V . Then dV (xi , x j ) ≤ δ for all 1 ≤ i ≤ j ≤ n.
Since dis(ϕ) ≤ η, we have that, for all v1, v2 ∈ V ,

∣∣dV (v1, v2) − dW
(
ϕ(v1), ϕ(v2)

)∣∣ ≤ η.

Choosing v1 = xi and v2 = x j , we have

dW
(
ϕ(xi ), ϕ(x j )

) ≤ η + dV (xi , x j ) ≤ δ + η for all 1 ≤ i ≤ j ≤ n.

Consequently,
(
ϕ(x0), ϕ(x1), . . . , ϕ(xn)

) ∈ X δ+η
W and the result follows. �

Lemma 4.17 For δ ≤ δ′ ∈ R consider the inclusion maps iδ
′

δ : X δ
V ↪→ X δ′

V and

jδ
′

δ : X δ
W ↪→ X δ′

W . The following are commutative diagrams of morphisms of directed
simplicial complexes:

X δ
V X δ′

V

X δ+η
W X δ′+η

W ,

X δ
W X δ′

W

X δ+η
V X δ′+η

V .

iδ
′

δ

jδ
′+η

δ+η

ϕδ ϕδ′

jδ
′

δ

iδ
′+η

δ+η

ψδ ψδ′
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Proof Weprove that the first diagram is commutative (the proof for the second diagram
is analogous). Let x ∈ V . Since iδ

′
δ is an inclusion, (ϕδ′ ◦ iδ

′
δ )(x) = ϕδ′(x) = ϕ(x).

Similarly, since jδ
′+η

δ+η is an inclusion, ( jδ
′+η

δ+η ◦ ϕδ)(x) = jδ
′+η

δ+η

(
ϕ(x)

) = ϕ(x). �
Lemma 4.18 With the same notation as in Lemmas 4.16 and 4.17, for every δ ∈ R, the
followingdiagramsofmorphismsof directed simplicial complexes induce commutative
diagrams on homology.

X δ
V X δ+2η

V

X δ+η
W ,

X δ
W X δ+2η

V

X δ+η
W .

iδ+2η
δ

ϕδ ψδ+η

jδ+2η
δ

ψδ ϕδ+η

Proof Again, we only prove the result for the first diagram, as the proof for the second
diagram is analogous. We show that it is commutative up to homotopy by showing
that the maps iδ+2η

δ and ψδ+η ◦ ϕδ satisfy the hypothesis of Lemma 3.14.
Take a simplex σ = (x0, x1, . . . , xn) ∈ X δ

V , thus dV (xi , x j ) ≤ δ, for all

1 ≤ i ≤ j ≤ n. On the one hand, iδ+2η
δ is an inclusion, so iδ+2η

δ (σ ) = σ . On
the other hand, since ψδ+η ◦ ϕδ is a morphism of directed simplicial complexes

(Definition 3.8),
(
ψ(ϕ(x0)), ψ(ϕ(x1)), . . . , ψ(ϕ(xn))

) ∈ X δ+2η
V . This implies that

dV
(
ψ(ϕ(xi )), ψ(ϕ(x j ))

) ≤ δ + 2η, for all 1 ≤ i ≤ j ≤ n.
Now recall that codis(ϕ, ψ) ≤ η, thus for all v ∈ V and w ∈ W ,

∣∣dV
(
v,ψ(w)

) − dW
(
ϕ(v),w

)∣∣ ≤ η.

Then, for 1 ≤ i ≤ j ≤ n, by taking v = xi and w = ϕ(x j ),

dV
(
xi , ψ(ϕ(x j ))

) ≤ η + dW
(
ϕ(xi ), ϕ(x j )

) ≤ δ + 2η.

As a consequence of the inequalities above, we have shown that for every 0 ≤ i ≤ n,

(
x0, x1, . . . , xi , ψ(ϕ(xi )), ψ(ϕ(xi+1)), . . . , ψ(ϕ(xn))

) ∈ X δ+2η
V .

Therefore, the maps iδ+2η
δ and ψδ+η ◦ ϕδ satisfy the hypothesis of Lemma 3.14,

thus they induce the same map on homology. The result follows. �
We now have everything we need to prove the stability results.

Theorem 4.19 Let R ∈ {Q, R}. Let (V , dV ) and (W , dW ) be two dissimilarity func-
tions on finite sets V and W. Then, for all n ≥ 0,

dB
(
Dgmn(V , dV ),Dgmn(W , dV )

) ≤ 2dCD
(
(V , dV ), (W , dW )

)
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and

dB
(
DgmDir

n (V , dV ),DgmDir
n (W , dV )

) ≤ 2dCD
(
(V , dV ), (W , dW )

)
.

Proof Define η = 2dCD
(
(V , dV ), (W , dW )

)
. By Theorem 2.7, it suffices to show that

the persistence modules Hn(V , dV ) and Hn(W , dW ) (respectively HDir
n (V , dV ) and

HDir
n (W , dW )) are η-interleaved. Comparing Definition 2.5 (for ε = η) and Lemmas

4.16, 4.17 and 4.18, the result follows by using the functoriality of homology and, in
the directed case, Proposition 3.11. �

Remark 4.20 Recall from Remark 4.14 that the persistence module Hn(V , dV ) asso-
ciated to the directed Rips filtration of (V , dV ) is the persistence module studied in
Turner (2019, Section 5). Thus, the remarks made in Turner (2019, Section 5.2) hold
for these persistence modules, meaning that a result analogous to Theorem 4.19 would
not hold if we were using ordered-set complexes instead of directed simplicial com-
plexes, as mentioned at the beginning of Sect. 3. This justifies our definition of directed
simplicial complex (Definition 3.1).

5 Computational challenges

Let (V , dV ) be a dissimilarity function in a finite set V . In this section, we study the
algorithmic aspects of computing both Hn(V , dV ) and HDir

n (V , dV ). For simplicity,
we assume that R = R.

The computation of the persistence barcodes for the undirected persistent homology
Hn(V , dV ) can be made using the Standard Algorithm (Edelsbrunner et al. 2001;
Zomorodian and Carlsson 2005), which also applies to ordered simplicial complexes.
Write RDir(V , dV )δ = X δ

V , δ ∈ R for the directed Rips filtration (Definition 4.12).
As V is finite, the number of simplices in X δ

V up to dimension n + 1 is finite, say N .
We can list them {σ1, σ2, . . . , σN } in such a way that i < j if σi is a (proper) face of
σ j , or if σ j appears ‘later’ in the filtration, thus having a compatible ordering. Then,
we can represent the differential using a sparse N × N matrix M over R, where the
(i, j)-entry Mi j is the coefficient of σ j in the differential of σi . Such matrix M is an
upper-triangular matrix. At this stage, the Standard Algorithm can be used to compute
Dgmk(V , dV ) by reducing M at once using column operations.

We cannot directly adapt the Standard Algorithm to compute DgmDir
k (V , dV ): we

can try to find reduction operations that generate directed cycles using operations
with positive coefficients only, but this is not enough to guarantee that we find all the
possible directed cycles. For instance, once one columnhas been eliminated,wemaybe
preventing the participation of the simplex it represents in directed cycles not involving
the columnswe are using in the elimination. To avoid such a problem,wewould need to
keep track of every possible way in which column eliminations can be produced using
only positive coefficients. This is very similar to the double description algorithm for
the computation of extreme rays of a polyhedral cone (Fukuda et al. 1995; Motzkin
et al. 1953). Indeed, the directed cycles ZDir

n (X , R) are the non-negative solutions to
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the linear equation Mx = 0, that is,

{
x = (x1, x2, . . . , xN ) ∈ R

N | Mx = 0, x ≥ 0
}
, (5.1)

where a vector x = (x1, x2, . . . , xN ) ∈ R
N represents the cycle

∑N
i=1 xiσi , M is the

matrix corresponding to the differential, and x ≥ 0 means that every entry in x is
non-negative, that is, xi ≥ 0 for all i . Equivalently, directed cycles are the extreme
rays of the unbounded polyhedral cone consisting of the intersection of the solution
space to the linear system Mx = 0 with the first quadrant of R

N . The enumeration of
the extreme rays (generators of the solution set) of a polyhedral cone such as Eq. (5.1)
is a well-known albeit hard problem in computational geometry. Several algorithms,
including the double description algorithm, and modifications thereof, exist (Terzer
2009).

Note, however, that we do not require the computation of all the directed cycles.
Indeed, it would be enough to calculate them up to homology, which suggests that
efficient computations may be possible.

In summary, although important challenges remain on the computation of the per-
sistence diagrams associated to directed persistence modules, our objective was to
provide the necessary groundwork for the study of directed persistent homology of
asymmetric data sets, and we are hopeful that we are opening up an exciting new
approach for future research into the topological properties of asymmetric data sets.
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Appendix A: Directed persistent homology via semiring homology

As mentioned in the Introduction, our ideas of directed homology are based on
homology with semiring coefficients, which can be introduced for directed simplicial
complexes using chain complexes of semimodules and their associated homologies,
building on work by Patchkoria (1977, 2014). In this appendix, we introduce this
homology theory and explain how it relates to the modules of directed homology
introduced in Definition 3.6.

We remark that other perspectives of directionality in topological spaces could be
used instead. One such important perspective is that of directed algebraic topology,
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which is extensively used in the study of concurrency in computer science (Fajstrup
et al. 2016). In this approach, directionality information is encoded bymeans of distin-
guished paths, forming a category dTop where objects are topological spaces together
with their directed paths (Fajstrup et al. 2016, Definition 4.1). These spaces can be
modelled using cubical complexes, and their homology including directional informa-
tion can be computed using chain complexes over preordered abelian groups (Grandis
2009, Chapter 2).

In this theory, the homology groups of a space are those of ordinary homology, but
directionality information is recorded in the preorder given to those groups. Therefore,
it would be interesting for future work to study potential definitions of persistent
homology over preordered abelian groups. Nonetheless, we focus here on homology
over semimodules, since it provides us with the information we require while keeping
the exposition simpler.

A.1 Semirings, semimodules and their completions

Let us begin by introducing the algebraic structures that we need, following (Golan
1999).

Definition A.1 A semiring  = (,+, ·) is a set  together with two operations such
that

• (,+) is an abelian monoid whose identity element we denote 0,
• (, ·) is a monoid whose identity element we denote 1,
• · is distributive with respect to + from either side,
• 0 · λ = λ · 0 = 0, for all λ ∈ .

A semiring  is commutative if (, ·) is a commutative monoid, and cancellative
if (,+) is a cancellative monoid, that is, λ + λ′ = λ + λ′′ implies λ′ = λ′′ for all
λ, λ′, λ′′ ∈ . A semiring  is a semifield if every 0 �= λ ∈  has a multiplicative
inverse. A semiring is zerosumfree if no element other than 0 has an additive inverse.

Example A.2 Every ring is a semiring. The non-negative integers, rationals and reals
with their usual operations, respectively denoted N, Q

+ and R
+, are cancellative

zerosumfree commutative semirings which are not rings.

Definition A.3 Let  be a semiring. A (left) -semimodule is an abelian monoid
(A,+) with identity element 0A together with a map  × A → A which we denote
(λ, a) �→ λa and such that for all λ, λ′ ∈  and a, a′ ∈ A,

• (λλ′)a = λ(λ′a),
• λ(a + a′) = λa + λa′,
• (λ + λ′)a = λa + λ′a,
• 1a = a,
• λ0A = 0A = 0λ.

A non-empty subset B of a left -semimodule A is a subsemimodule of A if
B is closed under addition and scalar multiplication, which implies that B is a left
-semimodule with identity element 0A ∈ B. If A and B are -semimodules, a
-homomorphism is a map f : A → B such that for all a, a′ ∈ A and for all λ ∈ ,
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• f (a + a′) = f (a) + f (a′),
• f (λa) = λ f (a).

Clearly, f (0A) = 0B .
A -semimodule A is cancellative if a + a′ = a + a′′ implies a′ = a′′, and

zerosumfree if a + a′ = 0 implies a = a′ = 0, for all a, a′, a′′ ∈ A.

The Cartesian product of -semimodules is a -semimodule. The definition of
direct sum of modules can be generalized to the framework of -semimodules, and a
finite direct sum of-semimodules is isomorphic to the Cartesian product of the same
-semimodules. Quotient-semimodules can be defined using congruence relations.

Definition A.4 Let A be a left -semimodule. An equivalence relation ρ on A is a
-congruence if, for all a, a′ ∈ , and all λ ∈ ,

• if a ∼ρ a′ and b ∼ρ b′, then (a + b) ∼ρ (a′ + b′), and
• if a ∼ρ a′, then λa ∼ρ λa′.

If ρ is a -congruence relation on A and we write a/ρ for the class of an element
a ∈ A, then A/ρ = {a/ρ | a ∈ A} inherits a -semimodule structure by setting
(a/ρ) + (a′/ρ) = (a + a′)/ρ and λ(a/ρ) = (λa)/ρ, for all a, a′ ∈ A and λ ∈ .
The left -semimodule A/ρ is called the factor semimodule of A by ρ. Note that the
quotient map A → A/ρ is a surjective -homomorphism.

If B is a subsemimodule of a -semimodule A, then it determines a -congruence
∼B by setting a ∼B a′ if there exist b, b′ ∈ B such that a + b = a′ + b′. Classes in
this quotient are denoted a/B, and the factor semimodule is denoted A/B. If  is a
ring, this is just the usual quotient module of A by B.

Example A.5 The following are examples of factor semimodules.

• If  is a ring and B ≤ A are -modules, the factor semimodule A/B is the usual
module quotient of A by B.

• In theN-moduleN×N, consider the relationρ such that (u, v) ∼ρ (x, y) if u+y =
v+x . It is immediate to show that ρ is aN-congruence, and the factor semimodule
(N × N)/ρ is isomorphic to Z. Indeed, consider the map (N × N)/ρ → Z taking
(u, v) �→ u−v. It is clearly amap ofN-semimodules, (u, v) ∼ρ (x, y) ⇔ u+y =
v + x ⇔ u−v = x − y shows that it is well-defined and injective, and it is clearly
surjective.

• Also inN×N, consider the submodule B = {0}×N. Then (u, v) ∼B (x, y) if there
exist (0, n), (0,m) ∈ {0}×N such that (u, v)+(0, n) = (x, y)+(0,m). From this,
we deduce that (u, v) ∼B (x, y) if and only if u = x . Namely, (N×N)/({0}×N)

is isomorphic to N.

Clearly, if  is a semiring then it is a -semimodule over itself. The idea of free
-semimodules comes about naturally just as in the case of rings, and we will make
extensive use of these objects.

Definition A.6 Let  be a semiring, A a left -semimodule and V = {v1, v2, . . . , vn}
a finite subset of A. The set V is a generating set for A if every element in A is a linear
combination of elements of V . The rank of a -semimodule A, denoted rank(A), is
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the least n for which there is a set of generators of A with cardinality n, or infinity, if
not such n exists.

The set V is linearly independent if for λ1, λ2, . . . , λn ∈  and μ1, μ2, . . . , μn ∈
 such that

∑n
i=1 λivi = ∑n

i=1 μivi , then λi = μi , for i = 1, 2, . . . , n, and it is called
linearly dependent otherwise. We call V is a basis of A if it is a linearly independent
generating set of A.

The -semimodule A is a free -semimodule if it admits a basis V . We denote a
free -semimodule with basis {v1, v2, . . . , vn} by (v1, v2, . . . , vn).

Remark A.7 It is easy to check that free-semimodules over a cancellative semiring

are themselves cancellative, as are subsemimodules of cancellative -semimodules.
The quotient of a cancellative -semimodule over any of its subsemimodules is also
cancellative, see Golan (1999, Proposition 15.24).

Note that if  is a ring, free -semimodules are just free -modules. Thus, as
not every module over a ring is free, clearly not every -semimodule is free. On
the other hand, n (the direct sum, or product, of n copies of ) is clearly a free -
semimodule, for every n ≥ 1. Another key property is that if A is a free-semimodule
with basis V and B is another -semimodule, each map V → B uniquely extends to
a -homomorphism A → B, see Golan (1999, Proposition 17.12).

Remark A.8 If  is a commutative semiring and A is a -semimodule admitting a
finite basis, every basis has the same cardinality, which coincides with the rank of A
(Tan 2014, Theorem 3.4). In fact, for every integer n > 0, every finitely generated
subsemimodule of N

n has a unique basis, whereas basis for semimodules of (R+)n

are unique up to non-zero multiples, see e.g. Kim and Roush (1980, Theorem 2.1).

We finish this section by extending the Grothendieck construction from abelian
monoids to semirings and semimodules.

Definition A.9 Let M be an abelian monoid. Consider the congruence relation ρ in
M × M defined as

(u, v) ∼ρ (x, y) ⇔ there exists z ∈ M such that u + y + z = v + x + z.

Let [u, v] denote the equivalence class of (u, v). ThenM×M/ρ becomes a groupwith
the componentwise addition. This group is called the Grothendieck group or group
completion of M . There is a canonical homomorphism of monoids kM : M → K (M)

defined as kM (x) = [x, 0]. If M is a cancellative monoid, then kM is injective.
Given an element [u, v] ∈ K (M) we can interpret u as its positive part and v as

its negative part, and the relation ∼ becomes the obvious one. The identity element
is then 0 = [x, x] for any element x ∈ M , and the inverse of [x, y] is [y, x] for any
x, y ∈ M .

If f : M → N is a morphism of monoids, there is a morphism of groups
K ( f ) : K (M) → K (N ) that takes [u, v] to [ f (u), f (v)]. In fact, K is a functor
from the category of abelian monoids to the category of abelian groups. Furthermore,
K ( f ) ◦ kM = kN ◦ f .
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As shown in Example A.5, K (N) ∼= Z. Similarly, one can show that K (R+) ∼= R.
Crucially for us, this construction can be extended to semirings and semimodules.

Definition A.10 Let be a semiring. The group completion K () becomes a ringwith
the operation [x1, x2] · [y1, y2] = [x1y1 + x2y2, x2y1 + x1y2], and k :  → K ()

is in fact a morphism of semirings, which is injective if  is cancellative. We call
K () the ring completion of . If f :  → ′ is a morphism of semirings, the map
K ( f ) : K () → K (′) as introduced in Definition A.9 is a morphism of rings, and
K is a functor from the category of semirings to the category of rings.

If A is a -semimodule, then the abelian group K (A) together with the operation
K () × K (A) → K (A) given by [λ1, λ2][a1, a2] = [λ1a1 + λ2a2, λ1a2 + λ2a1] is
a K ()-module, the K ()-module completion of A. Again, if f : A → B is a -
morphism, the map K ( f ) : K (A) → K (B) becomes a morphism of K ()-modules.
Furthermore, if A is a free-semimodulewith basis {vi | i ∈ I }, it becomes immediate
that K (A) is a free K ()-module with basis

{[vi , 0] | i ∈ I }.

A.2 Chain complexes of semimodules

Now that we have introduced the necessary algebraic structures, we move on to chain
complexes of semimodules over semirings, following Patchkoria (2014). This theory
is a natural generalization of the classical theory of chain complexes of modules
and, in fact, they give rise to the same cycles, boundaries and homologies when the
semimodules are modules over a ring.

In order to introduce chain complexes in the context of semimodules an immediate
problem arises: alternating sums cannot be defined as elements in a semimodule may
not have inverses. The solution is to use two maps, a positive and negative part, for
the differentials.

Definition A.11 Let  be a semiring and consider a sequence of -semimodules and
homomorphisms indexed by n ∈ Z

X : · · · ⇒ Xn+1

∂+
n+1−−−−⇒

∂−
n+1

Xn

∂+
n−−⇒

∂−
n

Xn−1 ⇒ · · · .

We say that X = {Xn, ∂
+
n , ∂−

n } is a chain complex of -semimodules if

∂+
n ∂+

n+1 + ∂−
n ∂−

n+1 = ∂+
n ∂−

n+1 + ∂−
n ∂+

n+1.

As in the classical case, chain complexes of -semimodules give rise to a -
semimodule of homology.

Definition A.12 Let X = {Xn, ∂
+
n , ∂−

n } be a chain complex of -semimodules. The
-semimodule of cycles of X is

Zn(X ,) = {x ∈ Xn | ∂+
n (x) = ∂−

n (x)}.
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The nth homology of X is then the quotient -semimodule

Hn(X ,) = Zn(X ,)/ρn(X ,)

where ρn(X ,) is the following -congruence relation on Zn(X ,):

x ∼ρn(X ,) y ⇔ ∃u, v ∈ Xn+1 s.t. x + ∂+
n+1(u) + ∂−

n+1(v)

= y + ∂+
n+1(v) + ∂−

n+1(u).

We will omit from now on the coefficient semiring  from the notation when it is
clear from the context.

Remark A.13 The definition of cycle is a direct generalization of the classical defini-
tion. For the boundary relation, note that we may need two different chains u and v

in order to establish two classes as homologous. Intuitively, these two classes are the
‘positive’ and ‘negative’ part of w, where x = y + ∂(w) in the classical setting.

Remark A.14 If X = {Xn, ∂
+
n , ∂−

n } is a chain complex of -semimodules, then

. . . −→ K (Xn+1)
K (∂+

n+1)−K (∂−
n+1)−−−−−−−−−−→ K (Xn)

K (∂+
n )−K (∂−

n )−−−−−−−−→ K (Xn−1) −→ · · ·

is a chain complex of K ()-modules. If furthermore the -semimodules Xn are
cancellative for all n, the converse is also true.

If is a ring, then K () =  and the functor K acts as the identity on-modules.
Therefore, X = {Xn, ∂

+
n , ∂−

n } is a chain complex of -semimodules if and only if

· · · −→ Xn+1
∂+
n+1−∂−

n+1−−−−−−→ Xn
∂+
n −∂−

n−−−−→ Xn−1 −→ · · ·

is a chain complex of -modules. In this case, it is clear that the homology semi-
modules introduced in Definition A.12 are precisely the usual homology modules
of X .

We remark that a similar idea of decomposition of differentials in a positive and
negative components has been used by Steiner to relateω-categories with the so-called
augmented directed complexes (Steiner 2004). These structures share, in fact, a deep
similarity with Patchkoria’s chain complexes with semiring coefficients.

We now turn our attention to maps between complexes.

Definition A.15 Let X = {Xn, ∂
+
n , ∂−

n } and X ′ = {X ′
n, ∂

+
n , ∂−

n } be two chain com-
plexes of-semimodules.A sequence f = { fn}of-homomorphisms fn : Xn → X ′

n
is said to be a morphism from X to X ′ if

∂+
n fn + fn−1∂

−
n = ∂−

n fn + fn−1∂
+
n .

It is clear that for such a map fn
(
Zn(X)

)
is a -subsemimodule of Zn(X ′). Fur-

thermore, if Xn and X ′
n are cancellative -semimodules, f is also compatible with
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the congruence relations ρn(X) and ρn(X ′), so it induces a map

Hn( f ) : Hn(X) → Hn(X
′).

It is then easy to check that homology H∗ is a functor from the category of chain
complexes of cancellative -semimodules and morphisms to the category of graded
-semimodules.

Remark A.16 Let  be a semiring and let {Xn, ∂
+
n , ∂−

n } be a chain complex of -
semimodules. The family of canonical maps kXn : Xn → K (Xn) gives rise to a
morphism from {Xn, ∂

+
n , ∂−

n } to {
K (Xn), K (∂+

n ), K (∂−
n )

}
and, therefore, to a mor-

phism of -semimodules

H(kX ) : Hn(X) → Hn
(
K (X)

)
,

which takes the class of x to the class of [x, 0]. Furthermore, if the -semimodules
Xn are cancellative, Hn(kX ) is injective, which in particular implies that Hn(X) is
a cancellative -semimodule. Also note that, by Remark A.14, the homology of{
K (Xn), K (∂+

n ), K (∂−
n )

}
and the usual homology of

{
K (Xn), K (∂+

n ) − K (∂−
n )

}
are

isomorphic as K ()-modules.

Finally, we discuss chain homotopies.

Definition A.17 Let f = { fn} and g = {gn} be morphisms from X = {Xn, ∂
+
n , ∂−

n } to
X ′ = {X ′

n, ∂
+
n , ∂−

n }. We say that f is homotopic to g if there exist-homomorphisms
s+
n , s−

n : Xn → X ′
n+1 such that

∂+
n+1s

−
n + ∂−

n+1s
+
n + s−

n−1∂
+
n + s+

n−1∂
−
n + gn

= ∂+
n+1s

+
n + ∂−

n+1s
−
n + s+

n−1∂
+
n + s−

n−1∂
−
n + fn,

for all n. The family {s+
n , s−

n } is called a chain homotopy from f to g, and we write
(s+, s−) : f � g.

We then have the following result.

Proposition A.18 (Patchkoria 2014, Proposition 3.3)Let f , g : X → X ′ bemorphisms
between chain complexes of cancellative -semimodules. If f is homotopic to g, then
Hn( f ) = Hn(g).

Homotopy equivalences are defined in the usual way and they induce isomorphisms
on homology. We finish with a remark that the homotopy of maps behaves well with
respect to semimodule completion.

Remark A.19 If a morphism f : X → X ′ is homotopic to g : X → X ′, then
K ( f ) : K (X) → K (X ′) is homotopic to K (g) : K (X) → K (X ′). Furthermore,
if both Xn and X ′

n are cancellative -semimodules, for all n, and Xn is a free -
semimodule for all n, the converse is also true.
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A.3 Chain complexes of semimodules of directed simplicial complexes

In this section, we introduce chain complexes of semimodules and homology semi-
modules of directed simplicial complexes, Definition 3.1. The results introduced here
directly generalize those in Sect. 3.

Definition A.20 The n-dimensional chains of a directed simplicial complex X are
defined as the elements of the free -semimodule generated by (i.e. with basis) the
n-simplices,

Cn(X ,) = 
( {[x0, x1, . . . , xn] | (x0, x1, . . . , xn) ∈ X} )

.

We call the elements [x0, x1, . . . , xn] ∈ Cn(X ,), (x0, x1, . . . , xn) ∈ X , elementary
n-chains.

Remark A.21 Note that if  is a cancellative semiring, the -semimodule Cn(X ,)

is cancellative for every n, as it is a free semimodule over a cancellative semiring.

We now define the positive and negative differentials on Cn(X ,).

Definition A.22 Let X be a directed simplicial complex. For each n > 0, we define
morphisms of -semimodules ∂+

n , ∂−
n : Cn(X ,) → Cn−1(X ,) by

∂+
n ([x0, x1, . . . , xn]) =

� n
2 �∑

i=0

[x0, x1, . . . , x̂2i , . . . , xn], and

∂−
n ([x0, x1, . . . , xn]) =

� n−1
2 �∑

i=0

[x0, x1, . . . , x̂2i+1, . . . , xn].

For n = 0, let ∂+
0 , ∂−

0 : C0(X ,) → {0} be the trivial maps, by definition.

Proposition A.23 Let X be a directed simplicial complex and  be a cancellative
semiring. Then {Cn(X ,), ∂+

n , ∂−
n } is a chain complex of modules of-semimodules.

Proof By Remark A.21, the -semimodule Cn(X ,) is cancellative for every n.
Thus, by Remark A.14, it is enough to prove that

{
K

(
Cn(X ,)

)
, K (∂+

n ) − K (∂−
n )

}

is a chain complex of K ()-modules. Note that K
(
Cn(X ,)

)
is a free K ()-module

whose basis is given by elements
[[x0, x1, . . . , xn], 0

]
such that [x0, x1, . . . , xn] is an

elementary n-chain. Thus, it suffices to show that the composition
(
K (∂+

n )−K (∂−
n )

)◦(
K (∂+

n−1) − K (∂−
n−1)

)
is trivial (zero) on these elements. Since

(
K (∂+

n ) − K (∂−
n )

)[[x0, x1, . . . , x̂i , . . . , xn], 0
] =

n∑

i=0

(−1)i
[[x0, x1, . . . , xn], 0

]
,

the proof is now a straightforward computation analogous to the standard one for chain
complexes in simplicial homology. �
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Proposition A.23 allows us to define the homology of a directed simplicial complex
with coefficients on a semiring.

Definition A.24 Let X be a directed simplicial complex and n ≥ 0 and a cancellative
semiring. The n-dimensional homology of X , written Hn(X ,), is the nth homology
-semimodule of the chain complex {Cn(X ,), ∂+

n , ∂−
n }.

Remark A.25 If is a ring, by defining ∂ = ∂+−∂+, {Cn(X ,), ∂} is a chain complex
in the usual sense. In fact, it is precisely the chain complex introduced inDefinition 3.3.
Thus, as a consequence of RemarkA.14, the homology theory introduced inDefinition
A.24 coincides with the one introduced in Definition 3.4. Therefore, homology with
semiring coefficients of directed simplicial complexes is a non-trivial generalization
of homology with ring coefficients.

The following result will become useful later on, so we recorded it here.

Proposition A.26 Let  be a cancellative semiring and X a directed simplicial com-
plex. The chain complexes of K ()-semimodules

{
K

(
Cn(X ,)

)
, K (∂+

n ), K (∂−
n )

}

and
{
Cn

(
X , K ()

)
, ∂+

n , ∂−
n

}
are isomorphic.

Proof Take n ≥ 0 an integer. By definition, Cn
(
X , K ()

)
is the free K ()-module

over the elementaryn-chains [x0, x1, . . . , xn]. Similarly, K
(
Cn(X ,)

)
is a free K ()-

module with a basis given by the elements
[[x0, x1, . . . , xn], 0

]
where [x0, x1, . . . , xn]

is an elementary n-chain. Consider the K ()-morphisms

αn : Cn
(
X , K ()

) −→ K
(
Cn(X ,)

)

[x0, x1, . . . , xn] �−→ [[x0, x1, . . . , xn], 0
]
,

βn : K (
Cn(X ,)

) −→ Cn
(
X , K ()

)

[[x0, x1, . . . , xn], 0
] �−→ [x0, x1, . . . , xn].

Immediate computations show that the families of K ()-morphisms {αn} and {βn}
are morphisms of K ()-semimodules which are inverses of each other, and the claim
follows. �

A.4 Functoriality of semiring homology

In this section, we prove that homology is a functor from the category of directed
simplicial complexes to the category of graded -semimodules. We also show that
two morphisms allowing for the construction of the prism operator must induce the
samemaponhomology, a resultwewill need to prove our persistent homology stability
result. Recall the definition of morphism of directed simplicial complexes, Definition
3.8.

Definition A.27 Let f : X → Y be a morphism of directed simplicial complexes.
Then f induces morphisms of -semimodules C( f ) = {Cn( f )},

Cn( f ) : Cn(X ,) −→ Cn(Y ,)

[x0, x1, . . . , xn] �−→ [ f (x0), f (x1), . . . , f (xn)].

We will often abbreviate Cn( f ) = fn .
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Proposition A.28 If f : X → Y is a morphism of directed simplicial complexes,
the family of maps {Cn( f )} is a -homomorphism of chain complexes. Therefore,
it induces a map Hn( f ) : Hn(X ,) → Hn(Y ,).

Proof Simple computations show that fn−1∂
+
n = ∂+

n fn and that fn−1∂
−
n = ∂−

n fn . �
Remark A.29 AsaconsequenceofPropositionA.26, themapCn( f ) : Cn

(
X , K ()

) →
Cn

(
Y , K ()

)
is precisely K

(
Cn( f )

) : K (
Cn(X ,)

) → K
(
Cn(Y ,)

)
.

Corollary A.30 Homology is a functor from the category of directed simplicial com-
plexes to the category of graded -semimodules. In particular, isomorphic directed
simplicial complexes have isomorphic homologies. Note further that when is a ring,
the homology functor is precisely the functor introduced in Sect.3.2.

Wefinish this section by showing a sufficient condition for twomorphisms to induce
the same map on homology. We will need this result to prove that our definition of
persistent homology is stable.

Lemma A.31 Let be a cancellative semiring. Let X and Y be two directed simplicial
complexes and let f , g : X → Y be morphisms of directed simplicial complexes such
that if (x0, x1, . . . , xn) ∈ X, then

(
f (x0), f (x1), . . . , f (xi ), g(xi ), . . . , g(xn)

) ∈ Y
for every i = 0, 1, . . . , n. Then, Hn( f ) = Hn(g) for every n ≥ 0.

Proof For x = [x0, x1, . . . , xn] ∈ Cn(X ,) an elementary n-chain, define

s+
n [x0, x1, . . . , xn] =

� n
2 �∑

i=0

[ f (x0), . . . , f (x2i ), g(x2i ), . . . , g(xn)], and

s−
n [x0, x1, . . . , xn] =

� n−1
2 �∑

i=0

[ f (x0), . . . , f (x2i+1), g(x2i+1). . . . , g(xn)].

Now recall that since  is cancellative, the canonical map kn : Cn(X ,) →
K

(
Cn(X ,)

)
is injective for all n. We will show that (s+, s−) : C( f ) � C(g) by

proving that both sides of the equality inDefinitionA.17 have the same images through
kn . We will also make use of the isomorphism K

(
Cn(X ,)

) ∼= Cn
(
X , K ()

)
estab-

lished in Proposition A.26, and that for any -morphism h : Cn(X ,) → Cn(X ,),
kn ◦ h = K (h) ◦ kn .

By abuse of notation, we write kn(x) = x = [x0, x1, . . . , xn] ∈ Cn
(
X , K ()

)
.

Denote ∂n = K (∂+
n ) − K (∂−

n ) and sn = K (s+
n ) − K (s−

n ). Then,

∂n(x) =
n∑

i=0

(−1)i [x0, x1, . . . , x̂i , . . . , xn], sn(x)

=
n∑

j=0

(−1) j
[
f (x0), f (x1), . . . , f (x j ), g(x j ), . . . , g(xn)

]
.
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Note that, by appropriately grouping the terms in the equality in Definition A.17, it
suffices to show that K (gn) − K ( fn) and ∂n+1sn + sn−1∂n have the same image on x .
These computations are analogous to the ones in Lemma 3.14. �

A.5 Comparison to directed (persistent) homology

In Sect. 3, directed homology modules were introduced by taking submodules of
homology generated by cycles with only non-negative coefficients on the elementary
chains. This was done for the rings Z, Q, and R. These three rings have in common
that they are the Grothendieck’s completion of a cancellative, zerosumfree semiring.
Namely, Z = K (N), Q = K (Q+), R = K (R+). It turns out that homology with
coefficients in this class of semirings has the ability to detect directed cycles, and what
we have introduced in the main body of this article is a particular case of this fact.

Proposition A.32 Let  ∈ {N, Q
+, R

+} and let X be a directed simplicial complex.
Consider ZDir

n

(
X , K ()

)
the set of directed cycles introduced in Definition 3.6. Then,

ZDir
n

(
X , K ()

) ∼= Zn(X ,) as -semimodules.

Proof First note that for the considered semirings,  can be seen as the non-
negative elements of K (). Using this identification, it is straightforward to show
that ZDir

n

(
X , K ()

)
is a-semimodule. In particular, linear combinations of directed

cycles with non-negative coefficients are directed cycles.
By abuse of notation, we will denote elementary n-chains in the same way in

Cn(X ,) and in Cn
(
X , K ()

)
. Assume that

∑n
i=1 λi ci ∈ Zn(X ,). Then clearly∑n

i=1 λi ci ∈ Zn
(
X , K ()

)
(see Proposition A.26). Furthermore, since the involved

coefficients are non-negative,
∑n

i=1 λi ci ∈ ZDir
n

(
X , K ()

)
. Consequently, we can

introduce a map

ϕ : Zn(X ,) −→ ZDir
n

(
X , K ()

)

n∑

i=1

λi ci �−→
n∑

i=1

λi ci .

It is immediate to check that ϕ is a morphism of -semimodules. It is also injective.
We only need to prove that it is surjective. For that, it would be enough to prove that if∑n

i=1 λi ci ∈ ZDir
n

(
X , K ()

)
, then

∑n
i=1 λi ci ∈ Zn(X ,). To that purpose, note that

x = ∑n
i=1 λi ci can be regarded as an element ofCn(X ,) as the involved coefficients

are non-negative, and thus, in . We only need to prove that ∂+(x) = ∂−(x). Since
 is cancellative, it is enough to prove that K

(
∂+(x)

) = K
(
∂−(x)

)
, or equivalently,

that K
(
∂+(x)

) − K
(
∂−(x)

) = 0. But this follows from Proposition A.26 and from
the fact that x ∈ Zn

(
X , K ()

)
. �

In general, we could use homology with coefficients in a cancellative, zerosumfree
semiring to detect directed cycles. Namely, we can prove an analogous to Proposition
3.24 for homology with semiring coefficients.
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Proposition A.33 Let  be a cancellative, zerosumfree semiring. Let X be a 1-
dimensional directed simplicial complex with vertex set {v0, v1, . . . , vn}, n ≥ 1,
and with 1-simplices e0, e1, . . . , en where either ei = (vi , vi+1) or ei = (vi+1, vi ),
i = 0, 1, . . . , n, and where vn+1 = v0. Then, H1(X ,) =  is non-trivial if and only
if either ei = (vi , vi+1) for all i or ei = (vi+1, vi ) for all i , and H1(X ,) = {0} in
any other case.

Proof Let [ei ] denote the elementary 1-chain associated to ei . Let x = ∑n
i=0 λi [ei ]

be any non-trivial 1-cycle. We can assume without loss of generality that λ0 �= 0. If
e0 = (v0, v1), then λ0[v1] is a non-trivial summand in ∂+(e0). Since is zerosumfree,
such summand does not have an inverse, thus λ0[v1] must be a summand in ∂−(x).
Now note that e1 is the only other simplex involving the vertex v1. Furthermore, [v1]
appears in ∂−[e1] if and only if e1 = (v1, v2), in which case ∂−[e1] = λ1v1. We
further deduce that λ1 = λ0.

By proceeding iteratively, we deduce that if x is non-trivial, necessarily ei =
(vi , vi+1) and λ0 = λ1 = · · · = λn = λ, in which case x = ∑n

i=0 λ[vi , vi+1].
Simple computations show that such x is indeed a cycle, and since there are no 2-
simplices, it cannot be homologous to any other cycle. Thus, H1(X ,) = . The
case where e0 = (v1, v0) is analogous. �

The question would then be how to use this information in the setting of per-
sistent homology. Recall from Remark A.16 that the family of canonical maps
kC(X ,) : Cn(X ,) → K

(
Cn(X ,)

)
gives rise to a morphism of -semimodules

kC(X ,) : Hn(X ,) → Hn
(
K (C(X ,))

)
, which takes the class of x to the class of

[x, 0]. As a consequence of PropositionA.26,we can also rewrite Hn
(
K (C(X ,))

) =
Hn

(
C(X , K ())

)
. Therefore, the map kC(X ,) above can be regarded as a morphism

kC(X ,) : Hn(X ,) → Hn
(
X , K ()

)
. We denote this map by kX . We then have the

following result.

Proposition A.34 Let X be a directed simplicial complex and let  ∈ {N, Q
+, R

+}.
The directed homology module introduced in Definition 3.6, HDir

n

(
X , K ()

)
, is the

submodule of Hn
(
X , K ()

)
generated by Im kX .

Proof Note that all representatives of classes in Hn(X ,) are in Zn(X ,). Thus, the
image through kX corresponds to a subset of the classes generated by positive cycles,
as a consequence of Proposition A.32. Namely, Im kX ⊆ HDir

n

(
X , K ()

)
. To prove

the result, it would be enough to prove that every class of a directed cycle is in Im kX .
But this follows from the definition of Hn(X ,). �

More generally, given  a cancellative, zerosumfree semiring, we can define
HDir
n

(
X , K ()

)
as the submodule of Hn

(
X , K ()

)
generated by Im kX , and such

module would detect directed cycles as exhibited by Proposition A.34. If K () is a
field, we can also use these homology modules to define persistence vector spaces for
which we can prove stability results in a way analogous to the results in Sect. 4.

The results of this paper arose from the ideas in the constructions above, which
are introduced in their full generality using homology with semiring coefficients. This
shows that the idea of introducing a submodule of directed homology by taking cycles
with non-negative coefficients has a deeper algebraicmeaning, providingmore context
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812 D. Méndez, R. J. Sánchez-García

for the results in this paper and presenting them in their full generality. Furthermore,
similar ideas could be considered for semirings which are not zerosumfree, perhaps
allowing for the detection of additional information that persistent homology with ring
coefficients may miss. The matter of whether a theory of persistence semimodules
could provide more information could also be looked into.
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