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Abstract
Adults hold optimistic beliefs for online behaviours, displaying a general tendency to believe that they are less likely to 
experience general risks than others. Study 1 explored whether young adults displayed comparative optimism judgements 
for four types of specific risks that were relevant to a UK sample. Study 2 addressed methodological weaknesses associated 
with assessing comparative optimism. Study 1 explored 227 (194 female, 31 male, 1 non-binary, and 1 gender not disclosed) 
young adults’ (MAge = 20.75, SDAge = 4.22) comparative optimistic beliefs for unwanted contact, hoaxes, behavioural, and 
sexual online risks that were contextualised to the UK. In study 2, young adults (134 female, 30 male, 1 non-binary, and 1 
gender fluid, MAge = 20.72, SDAge = 3.39) provided judgements for four online risks for the general public and the compara-
tor groups used in study 1. Participants were then provided with the prevalence rate for each risk according to data for the 
UK and then asked to repeat the judgments for each comparator group. Study 1 identified optimistic beliefs across the four 
risks, with family and the self judged to be less at risk. Study 2 revealed that again family was perceived to be at the lowest 
risk followed by the self. Knowledge of the actual risk led to a reduction in perceived risk for unwanted contact and hoaxes 
but little change for behavioural or sexual risks. Together, the findings have implications for understanding perceptions of 
online risk and how campaigns to promote digital safety are designed.
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Introduction

The amount of time adults in the UK are spending online 
has increased over the last 4 years, with recent figures sug-
gesting that adults typically spend 3.37 h online per day 
(Ofcom, 2021). Further, it is not only time spent online that 
is increasing but also the range of activities that individuals 
are undertaking when online is increasing (Ofcom, 2021). 
Additionally in the UK many public services are becom-
ing “digital by default” (Cabinet Office, 2012). Against this 
backdrop of increasing technology use, researchers have 
identified seven types of internet users (Fornari, 2020). The 
users’ profiles vary according to the amount of time spent 
online and the activities users engage in. At one extreme are 
those users who engage in no particular online activity and 
spend very little time online, whereas at the other extreme 
are those users who report to always being online and who 
undertake complex and specific activities online.

The term “digital natives” has been used to describe 
the generation who have grown up with digital technology 
(Prensky, 2001) and who are considered to be “‘native 
speakers’ of the digital language, and thus able to easily 
adapt to IT” (Wang et al., 2019, p1). Although this viewpoint 
has received support, there is growing evidence that there 
is considerable variation in young adults’ technology 
skills (Bennett & Maton, 2010) and not all young adults 
view technology in the same way (Kincl & Štrach, 2021). 
Consequently, there is the need to support digital natives 
in the development of digital literacy skills (Ng, 2012). 
Ng argues that digital literacy includes using technology 
to access resources and undertake research and content 
learning; developing competencies in technology use; and 
behaving appropriately to protect oneself from online harms. 
Indeed, young adults report experiencing the greatest levels 
of incivility compared to teens and older adults (Microsoft, 
2019) and fear of online risks such as identity theft adversely 
impacts online behaviours (e.g. purchasing; Jordan et al., 
2018; Walsh et al., 2019). Therefore, understanding how 
young adults make judgements about their online safety 
is crucial to support them to develop digital literacy skills 
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required to become digital citizens. Consequently, we 
explored young adults’ perceptions of online risk in the 
current studies.

Online Harms and Online Risks

Crime data suggests that adults aged over 75 in England and 
Wales are less likely to be victims of computer misuse than 
those aged 35 to 74 years and adults aged between 25 and 
34 or 35 and 44 are more likely to receive a phishing mes-
sage than other age groups (Office for National Statistics 
2022). However, there is a widely held belief that certain 
user groups, such as the very young or the very elderly, are 
most at risk of online harms such as victimisation (Conway 
& Hadlington, 2021). There is also variation in how individu-
als perceive different types of online risk including finan-
cial, performance, physical, psychological, and social risks, 
suggesting that it is important to consider a specific type of 
risk rather than general risk when exploring risk judgments 
(Stuck & Walker, 2019). Therefore, in the current studies 
we focused on four types of risk: unwanted contact, hoax, 
behavioural, and sexual. By considering these four types of 
risk identified in the Microsoft Digital Civility Index (Micro-
soft, 2019), this extended previous research that has tended 
to explore particular online risks in isolation (e.g. Betts et al., 
2019; Buglass et al., 2021; Hewitt & White, 2022) and ena-
bled us to identify risks that were specific to the participant 
pool in the UK. It was important to ensure that the risks were 
specific to our participants as previous research with children 
has identified variation in types and frequency of online risks 
according to country (Lobe, 2011). Moreover, by using data 
from the Microsoft Digital Civility Index, it was also pos-
sible to identify a baseline for each type of risk based on a 
representative sample. The Microsoft Digital Civility Index 
(Microsoft, 2019) was undertaken with over 11,000 internet 
users during May 2018 from across 22 countries, with a sam-
ple size of 250 adults (aged 18–74) and 250 teenagers (aged 
13–17) per country; among other things, participants were 
asked to identify the most common online risks.

Managing Online Risks Using Psychological Strategies

To manage the perceptions of potential online risks, users 
may adopt several protective psychological strategies. These 
strategies include thinking that other users are more at risk 
(Conway & Hadlington, 2021), believing that their own 
knowledge, skill, and successful internet use in the past will 
mitigate against potential risks (Marceda Bach et al., 2020) 
or downplaying potential risks to the self (Blank & Lutz, 
2018). For example, young adult users may downplay the 
severity of potential online risks because they may fail to 
perceive the online world as real and, as such, fail to fully 
appreciate the seriousness of risks online when compared to 

the offline world (Conway & Hadlington, 2021). Relatedly, 
it has been suggested that individuals experience a sense 
of control when they are using digital technology in their 
own home environment (Kostyuk & Wayne, 2021). Kostyuk 
and Wayne advocate that this sense of security facilitates a 
stronger perception of control over what can be accessed 
when at home versus in public.

An alternative account for how young adults manage 
online risks is provided by Young et al. (2023) who sug-
gested that social media users manage online risks through 
developing folk theories. These folk theories emphasise that 
online risks are something that happen to other people who 
are either vulnerable because of their age (being younger 
or older) or are less educated than the self. Underpinning 
these beliefs is a desire to reduce the potential cognitive 
dissonance around the discourse of regular social media use 
as risky. The use of folk theories around likely risk also com-
plements the literature on comparative optimism.

Comparative Optimism

Comparative optimism is the tendency to evaluate our own 
experiences against the experiences of others such that we 
believe that positive outcomes are more likely, and negative 
outcomes are less likely, for the self than others (Chambers 
& Winschitl, 2004; Jefferson et al., 2017; Weinstein, 1980; 
Windschitl & Stuart 2015). Following the conventions out-
lined by Metzger et al. (2015), we use the term comparative 
optimism rather than the third person effect. Specifically, 
comparative optimism is used because the current studies 
focused on the perceived likelihood of experiencing online 
risks (Metzger et al., 2015). Conversely, Metzger et al. argue 
that the third person effect relates to beliefs concerning the 
effectiveness of media messages for the self and others.

Applied to the online world, Hewitt and White (2022) 
define cyber optimistic bias as the tendency to be “over con-
fident in being protected, hence, be less of a victim” (p50). 
Sharot (2011) estimates that 80% of individuals display 
an optimistic bias with the effect seen across gender, race, 
nationality, and age. Holding such optimistic beliefs has 
benefits for well-being, functioning, resilience, and proso-
cial behaviour (Bortolotti, 2018). Additionally, when faced 
with adversity, having higher levels of optimism is associ-
ated with better subjective well-being, more positive coping 
styles, engaging in health protection behaviours, more posi-
tive interpersonal relationships, persistence in education, and 
higher levels of income (Carver et al., 2010).

Adults hold comparative optimistic beliefs for a range of 
offline behaviour (e.g. likelihood of being involved in a road 
traffic collision, Castanier et al., 2012; Mills et al., 2021; 
likelihood of experiencing alcohol related health risks, Wild 
et al., 2001; likelihood of catching Covid-19 and adhering to 
protective behaviours, Salgado & Bernsten, 2021) and online 
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behaviour (e.g. likelihood of experiencing cyberbullying, 
Betts et al., 2019; experiencing positive outcomes on Face-
book, Kim & Hancock, 2015; experiencing online harms on 
social networking sites, Buglass et al., 2021; experiencing a 
privacy risk, Metzger & Suh, 2019). While optimistic beliefs 
may be beneficial in some contexts, there is evidence that 
this is not always the case. For example, optimistic beliefs 
may hinder smoking cessation when individuals have unreal-
istic beliefs about their likelihood of experiencing lung can-
cer or other associated diseases (Senft Everson et al., 2022).

Notwithstanding these complexities of the impact of com-
parative optimism, one function of comparative optimism 
is that it enables individuals to make judgements about the 
future and facilitates an awareness of the action required to 
avoid potential risks and achieve possible rewards and/or 
positive outcomes (Sharot 2011). Holding optimistic beliefs 
about risks associated with health is likely to impact health 
behaviour (Ferrer & Klein, 2015). Extending this line of 
reasoning, when considering online risks, holding more opti-
mistic beliefs may have implications for how information 
about online risks is framed (Praxmarer-Carus & Wielunch, 
2021) to ensure the effectiveness of such safety messages. 
Specifically, if individuals hold optimistic beliefs about the 
likelihood of encountering online risks compared to others, 
there may be a perception that they are not the intended 
recipients of such messages and, may as such, downplay 
their significance. Further, such messages may be perceived 
to protect those who are most vulnerable rather than the self 
(Baek et al., 2014). Therefore, understanding more about 
comparative optimism for online risks is important to under-
pin safety messages.

Comparative Optimism and the Role of Comparator 
Groups

There is evidence that optimistic judgements made by adults 
vary according to who the comparison is made against—
termed the comparator group. For example, Betts et al. 
(2019) reported consistent findings across samples of late 
adolescents, emerging adults, and young adults in relation 
to the tendency to hold optimistic beliefs for the likelihood 
of experiencing cyberbullying. This tendency varied accord-
ing to who the comparator group was, with groups that were 
more socially close to the individual judged to be less at risk 
than those who were more socially distant. Further, Betts 
et al. also found evidence in support of the with age comes 
wisdom hypothesis (Scharrer & Leone, 2008) as comparator 
groups that were younger than the participants were consist-
ently rated as being at greatest risk of experiencing cyber-
bullying. Drawing on the third person effect literature, there 
is further evidence that we perceive those younger than us 
and those who are less socially close to us as being at greater 
risk of believing fake news (Corbu et al., 2020). Similarly, 

Riedl et al. (2021) reported a third person effect for social 
media content with participants reporting that they were less 
likely to experience the perceived negative effects and more 
likely to experience the perceived benefits than other users. 
Paradise and Sullivan (2012) provided an explanation for 
this pattern of findings and suggested that because friends 
share a common group with participants, and as such were 
socially closer to participants, then they were perceived to be 
less at risk because the optimistic beliefs extended to them. 
However, these studies did not consider family as a compara-
tor group. Including family as a comparator group represents 
not only another socially close group but also a group that 
acts as an important information source (Gil et al., 2007). 
Including family as a comparator group will allow further 
exploration of the proposition that when judging groups who 
are socially close to the individual, a similar self-protection 
mechanism is used as to when individuals make judgements 
about their own risk (Perloff & Fetzer, 1986). Therefore, in 
the current studies, we (1) varied social distance by using 
family, friends, and strangers as comparator groups and (2) 
explored the impact of age by using people younger, peo-
ple the same age, and people older than the participants as 
comparator groups.

Through two studies, the current research aimed to 
explore whether (1) young adults displayed comparative 
optimism judgements for four types of specific risks that 
were relevant to a UK sample (study 1) and (2) if an opti-
mistic bias was identified in study 1 could this be replicated 
while overcoming methodological criticism associated with 
previous research (study 2).

Study 1

Introduction

Study 1 examined (a) the nature of comparative optimism 
for four types of online risk (unwanted contact, hoax, behav-
ioural, and sexual) and (b) whether comparative optimism 
beliefs varied according to the comparator group. Study 1 
extended existing literature in the area of comparative opti-
mism and online risk by exploring four types of specific risks 
that were relevant to the population from which the sample 
was recruited as advocated by Stuck and Walker (2019). By 
using the Microsoft Digital Civility Index (Microsoft, 2019) 
to select online behaviours, we were able to have an indicator 
of the likelihood with which our UK sample would experience 
these online risks. Therefore, we were able to use the existing 
information as guide to the “standard” rate of online risk as 
a way of contextualising optimistic beliefs (see Windschitl & 
Stuart, 2015). The following hypotheses were tested:

H1: Individuals will hold comparative optimism beliefs 
for experiencing online risks.
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H2: There will be variation of comparative optimism 
beliefs according to the type of risk.

H3: The strength of the comparative optimism beliefs will 
vary according to the nature of the comparator group with 
groups that are socially close to the individual judged to 
be at less risk than those who are socially distant. It is also 
expected that those younger than the participants will be 
judged to be at greatest risk.

Method

Participants

Responses were initially gathered from 268 adults. However, 
data was excluded from participants who only completed 
the consent statements and the demographic data (n = 22) 
and who either indicated that they were not a resident of 
the UK or who were aged over 25 (n = 14) or who selected 
the preference not to say response for residency (n = 19). 
The final sample comprised 213 (184 female, 28 male, and 
1 non-binary) participants aged 18 to 25 (mean = 19.83, 
SD = 1.31). The participants reported spending between 1 
and 18 h per day online (mean = 5.41, SD = 2.71). GPower 
3.1.9.2 (Erdfelder et al., 1996) was used to conduct a pri-
ori power analysis; assuming a large effect size and power 
of.80, a sample size of 146 was required. A large effect was 
assumed because previous research exploring comparative 
optimism judgements for the likelihood of experiencing 
cyberbullying reported a large effect for difference in judge-
ments according to comparator groups (Betts et al., 2019).

Measure

Comparative Optimism for Online Risks  Data for the UK 
from the Microsoft Digital Civility Index (Microsoft, 2019) 
was used to identify the top three risks for each behavioural 
category. The four behavioural categories were (a) unwanted 
contact (e.g. “being repeatedly contacted through digital 
means after making it clear the contact was unwelcome”), 
(b) hoax (e.g. “experiencing fake news”), (c) behavioural 
(e.g. “experiencing someone posting false or misleading 
information about the individual”), and (d) sexual (e.g. 
“receiving an unwanted request for a sexual favour”). Draw-
ing on previous research (e.g. Betts et al., 2019; Byrne et al., 
2014), comparative optimism was assessed for each of the 
12 behaviours by asking participants to “please say how 
likely that it is you will experience the following risk”. This 
process was then repeated for the six comparator groups: 
friends, family, people younger than the participant, peo-
ple the same age as the participant, people older than the 
participant, and strangers. Responses were given on a slid-
ing scale ranging from 0 to 100% with higher scores indi-
cating a greater likelihood of experiencing the particular 

risk. Aggregate responses were created for each behavioural 
category per comparator group with the combined items 
displaying acceptable internal consistency across the vari-
ous comparator groups (α ≥ 0.64 and ≤ 0.95). Following the 
approach adopted by the Microsoft Digital Civility Index, 
we did not specify any platforms to allow us to make com-
parisons between our data and the Microsoft data.

Procedure

Participants were recruited through a departmental research 
credit scheme and via advertisements on social media and 
call for participant websites. Once participants had read the 
information sheet about the study, they were asked to give 
their informed consent, and then complete the survey. Prior 
to data collection commencing, favourable ethical review 
was received by the College of Business, Law, and Social 
Sciences Research Ethics committee (2019/178). Partici-
pants had the option of either receiving research credits (for 
those recruited through the department) or to be entered into 
a prize draw to compensate them for their time.

Results

Table 1 contains the descriptive statistics for each risk type 
according to comparator group and highlights variation 
in the participants’ judgements. According to the Micro-
soft Digital Civility Index (Microsoft, 2019), the reported 
prevalence for the top unwanted contact risk was 48%, for 
hoaxes 42%, for behavioural risks 54%, and for sexual risks 
59%. Comparing these figures with the means in Table 1, 
the means for all comparator groups were lower than the 
figures reported in the Microsoft Digital Civility Index for 
behavioural and sexual risks, whereas the means in Table 1 
were consistently higher than the rate reported for hoaxes. 
For unwanted contact the means for the self, friends, fam-
ily, and people older were lower and those for remaining 
groups were higher than that reported in the Microsoft Digi-
tal Civility Index.

To test H1, H2, and H3 and to examine comparative opti-
mism across the four types of online risk and comparator 
group, a 4 × 7 (risk type [unwanted contact, hoax, behav-
ioural, sexual] × comparator group [self, friend, family, 
younger, same age, older, strangers]) repeated measures 
ANOVA was performed.

As reported in Table 2, there was a significant main effect 
of comparator group which provided support for H3. Pair-
wise comparisons revealed that family was rated as having 
the lowest risk compared to all other comparator groups, 
p < 0.001. Participants rated themselves as being less at risk 
than all other comparator groups except family, p < 0.001. 
The comparator group rated to be at most risk of online 
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harms was those younger than the participants, p ≤ 0.035. 
Individuals the same age as participants were rated as being 
more at risk than the self, friends, family, and strangers, 

p = 0.001; less at risk than those older than the partici-
pants, p < 0.006; and the same level of risk as strangers, 
p = 1.00. The comparator group of individuals older than 

Table 1   Study 1: means and 
(standard deviations) for 
each risk type according to 
comparator group

Risk

Unwanted contact Hoax Behavioural Sexual

You 39.08
(20.98)

51.44
(20.27)

26.10
(20.91)

37.79
(27.64)

Your friends 44.14
(20.55)

51.45
(22.23)

30.73
(22.59)

45.92
(26.18)

Your family 33.43
(23.31)

53.01
(24.02)

17.14
(18.78)

16.02
(20.42)

People younger than you 54.14
(23.32)

59.28
(22.11)

53.25
(22.11)

50.07
(26.79)

People the same age as you 50.28
(20.80)

54.83
(20.23)

38.36
(21.44)

55.66
(23.20)

People older than you 43.08
(19.57)

58.54
(25.32)

23.11
(20.24)

55.66
(23.21)

Strangers 51.28
(20.90)

60.28
(21.64)

41.75
(22.47)

47.81
(22.22)

Table 2   ANOVA summary 
table for study 1 and study 2

Source SS df MS F p η2

Study 1: risk × comparator group
Risk 32,649.70 2.41 132,639.77 139.89 0.001 0.436
Error (risk) 422,428.55 445.53 948.15
Group 295,420.41 4.49 65,744.13 102.96 0.001 0.363
Error (group) 519,333.10 813.32 638.53
Risk × group 155,660.49 10.61 14,672.32 70.20 0.001 0.279
Error (risk × group) 401,338.29 1920.25 209.00
Study 2: risk × comparator group
Risk 67,785.99 2.80 24,189.85 10.15 0.001 0.079
Error (risk) 788,182.48 330.67 2383.63
Group 64,162.71 4.59 13,992.88 31.99 0.001 0.213
Error (group) 236,666.63 541.08 437.40
Risk × group 76,007.10 12.19 6236.87 22.84 0.001 0.162
Error (risk × group) 392,759.68 1438.03 273.12
Study 2: risk × comparator group × knowledge of risk
Knowledge 13,019.15 1.00 13,019.15 22.65 0.001 0.177
Error (knowledge) 60,348.65 105.00 574.75
Risk 51,414.20 2.79 18,399.54 5.66 0.001 0.051
Error (risk) 952,710.57 293.40 3247.10
Group 61,722.58 3.79 16,288.00 23.04 0.001 0.180
Error (group) 281,264.20 397.89 706.89
Knowledge × risk 17,541.98 2.54 5847.33 14.16 0.001 0.119
Error (knowledge × risk) 130,041.44 267.15 6894.58
Knowledge × group 900.980 4.95 181.97 2.29 0.045 0.021
Error (knowledge × group) 41,272.09 519.87 79.39
Risk × group 108,693.20 8.98 126,038.51 25.81 0.001 0.197
Error (risk × group) 442,108.16 943.37 468.65
Knowledge × risk × group 2463.88 11.47 214.77 2.32 0.005 0.022
Error (knowledge × risk group) 111,736.33 1204.58 92.76
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the participants were judged to be more at risk than self and 
family, p < 0.001; less at risk than people younger than par-
ticipants, people the same age as participants, and strangers, 
p < 0.001; and no difference for friends, p = 1.00. Strangers 
were rated as being less at risk than people younger than the 
participants, p = 0.035; more at risk than the self, friends, 
family, and older than participants, p < 0.001; with no dif-
ference for individuals the same age, p = 1.00.

There was also a significant main effect of type of risk 
providing support for H1 and H2. Pairwise comparisons 
revealed that the perceived risk of experiencing unwanted 
contact was significantly low than the perceived risk of expe-
riencing a hoax, p < 0.001, and significantly higher than the 
likelihood of experiencing a behavioural risk, p < 0.001. 
There was no significant difference between the perceived 
risk of experiencing unwanted contact and sexual risks, 
p = 1.00. The perceived risk of experiencing a hoax was sig-
nificantly higher than all other types of risks, p < 0.001. The 
perceived risk of experiencing a behavioural risk was rated 
as significantly lower than all other types of risk, p < 0.001. 
The perceived risk of experiencing sexual risks was signifi-
cantly higher than experiencing a hoax, p < 0.001, and lower 
than experiencing a behavioural risk, p < 0.001.

There was a significant two-way interaction between 
comparator group and risk. To explore the interaction, the 
profile ratings with 95% confidence intervals were examined 
(see Fig. 1). As shown in Fig. 1, there was variation in the 
perceived risk according to both type of risk and comparator 
group. The perceived risk of experiencing a hoax was judged 

to be at a consistently high level irrespective of comparator 
group. For unwanted contact, behavioural risks, and sexual 
risks, there were notable peaks for friends and those younger 
than the participant. As evident from the overlapping con-
fidence intervals (Baguley, 2012), those younger than the 
participant were judged to be at similar risk of unwanted 
contact, behavioural risks, and sexual risks. Friends were 
judged to be at less risk of behavioural risks but similar 
levels of risk for unwanted contact, hoax, and sexual risk as 
denoted by the overlap in confidence intervals. The compara-
tor groups of family and those older than the participant had 
a similar profile. The overlap in confidence intervals also 
suggests that family and those older than the participants 
were judged to be at similar risk of behavioural and sexual 
risks but with more risk of unwanted contact and hoaxes as 
denoted by the separation between error bars. The profile of 
results was also similar for friends and people the same age: 
the overlap between the confidence intervals for these groups 
suggests that they were judged to be at a similar level of risk 
for unwanted contact, sexual risks, and hoaxes and far less 
risk of behavioural risks as denoted by the separation in the 
error bars. For strangers, they were rated as being at similar 
level of risk for behavioural, sexual, and unwanted contact 
as denoted by the overlap of confidence intervals, and more 
at risk of hoaxes as denoted by the separation between con-
fidence intervals. The confidence intervals for the self sug-
gest that they were at least risk of behavioural risks, similar 
levels of sexual risks and unwanted contact, and most at risk 
of hoaxes.

Fig. 1   Study 1. Profile plot with 
95% confidence intervals
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Discussion

Study 1 highlighted that young adults hold comparative 
optimistic beliefs across the four online risk domains 
examined and provided support for H1 and H2. For behav-
ioural and sexual risks, participants tended to report the 
likelihood of experiencing these risks were lower than 
reported in the Microsoft Digital Civility Index (Micro-
soft, 2019). The mean ratings for hoaxes were higher for 
all comparator groups than those reported by Microsoft; 
however, the self was still just to be at lowest level of 
risk. Finally, a mixed pattern emerged for unwanted con-
tact with the means for the self, friends, family, and peo-
ple older than the participant being lower and those for 
younger people, people the same age, and strangers being 
higher than those reported by Microsoft. Together, these 
findings support the previous literature that reports indi-
viduals display comparative optimism for other forms of 
online risks such as cyberbullying (Betts et al., 2019) and 
positive outcomes of using Facebook (Kim & Hancock, 
2015) while also ensuring that the risks were relevant to 
the population from which the sample was drawn from 
(see Stuck & Walker, 2019).

H3 was supported as individuals younger than the par-
ticipant judged to be most at risk, irrespective of the type 
of risk. However, unlike previous research where the self 
was judged to be at greatest risk (Betts et al., 2019) and 
where the comparator group of family was not included, 
the current findings suggest that family members were per-
ceived to be at less risk than the self. The average age of 
our participants may provide a potential explanation for this 
result. During the transition to adulthood, individuals inte-
grate information from their family to help to shape their 
adult identity (Harvey & Byrd, 1998). Therefore, this reli-
ance on family during this important transition may explain 
why the family was rated as being less at risk than the self 
in the current study. Young adults have also been found to 
use family as an information source and be influenced by 
their family members for consumer behaviour (Gil et al., 
2007). In other words, because family is such an important 
information source, our participants may have made judge-
ments that did not undermine this source.

Despite identifying the tendency to display comparative 
optimism for specific risks that were relevant to the sample, 
one of the limitations of study 1 is that the optimistic beliefs 
were explored without giving participants information about 
the true likelihood of experiencing the online risks. There-
fore, as Purol and Chopik (2021) argue it is not possible to 
understand the extent of an individual’s optimistic belief. 
Consequently, study 2 was designed to address this issue 
while also serving as a reliability check (Plucker & Makel, 
2021) for the findings of study 1.

Study 2

Introduction

There is evidence that adults’ optimistic beliefs can influ-
ence ongoing processing of relative risk in light of infor-
mation about the likelihood of risks or positive outcomes 
(Kuzmanovic et al., 2018). Kuzmanovic et al. reported that 
participants were more likely to modify their views for 
positive information than negative risk and suggested that 
although there was a failure to improve the accuracy for 
positive outcomes, the small changes after negative infor-
mation indicated that participants avoided having a worse 
risk estimate. There is also evidence that the magnitude of 
change varies according to the target. For example, Kap-
pes et al. (2018) reported that adults were more likely to 
change their beliefs for friends than the self, although the 
tendency to learn remained better for good rather than bad 
news. Although Allen et al. (2020) described the misconcep-
tion that if individuals were to be given enough informa-
tion about risk, they would undertake the most appropriate 
action, it remains unclear how perceptions of online risk 
change when individuals have knowledge of the likelihood 
of experiencing an online risk. Jefferson et al. (2017) argue 
that an individual’s risk assessment tends to be overly posi-
tive even when information about the likely risk or when 
the actual outcome is known. Jefferson et al. argue that this 
tendency is reflective of a desire rather than actual beliefs 
and may be underpinned by knowledge of the self but not 
the actions of others.

The approach used in study 1 to access comparative opti-
mism has been criticised (e.g. Garrett & Sharrott, 2017; Jef-
ferson et al., 2017). Specifically, Jefferson et al. argue that 
through using such methodology, it can be hard to determine 
if an individual holds unrealistically optimistic beliefs for 
a particular event. Consequently, Jefferson et al. argue that 
through modifying the procedure, it is possible to explore if 
people update their beliefs in an optimistically biased man-
ner. Jefferson et al. advocate that researchers should adopt 
the procedure of Kuzmanovic et al. (2018) where partici-
pants were asked to provide the baseline measure for an 
event through providing reports for the general public, then 
asked to report their own experiences, and were then given 
information about the likelihood of experiencing the event. 
Therefore, we adopted this methodology to explore com-
parative optimism and online risk judgements in study 2. 
By adding the general population in the UK as a comparator 
group, this made participants think about those in the UK, 
whereas strangers could include a broader defined group.

Study 2 explored (a) comparative optimism judgements 
for online risks in comparison to the general population, 
(b) whether participants revised their optimistic beliefs 
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following information on the actual risk, and (c) whether 
perceptions of risk varied according to comparator group. 
Study 2 extended the previous research and literature by 
exploring the role of knowledge of actual risk for changes 
in optimistic judgements while also serving as a reliability 
check (Plucker & Makel, 2021) for study 1. The following 
hypotheses were tested:

H1: Individuals will hold comparative optimism beliefs 
for experiencing online risks in comparison to the general 
population.

H2: There will be variation of comparative optimism 
beliefs according to the type of risk.

H3: The strength of the comparative optimism beliefs will 
vary according to the nature of the comparator group with 
groups that are socially close to the individual judged to 
be at less risk than those who are socially distant. It is also 
expected that those younger than the participants will be 
judged to be at greatest risk.

H4: Participants will revise their optimistic beliefs fol-
lowing information on the actual risk.

Method

Participants

Data was initially gathered from a further sample of 299 
adults. As with study 1, participants were excluded if they 
completed only the consent statements and demographic 
data (n = 53), if they either indicated that they were not 
a resident of the UK or if they selected the preference 
not to say response for residency (n = 80), or were over 
25 (n = 8). The final sample comprised 158 (123 female, 
25 male, 1 non-binary, and 1 gender fluid) participants 
aged 18 to 25 (mean = 20.11, SD = 1.36). The participants 
reported spending between 1 and 17 h per day online 
(mean = 6.25, SD = 2.81).

GPower 3.1.9.2 (Erdfelder et al., 1996) was used to con-
duct a priori power analysis; assuming a large effect size and 
power of 0.80, a sample size of 206 was required. Due to the 
required exclusion of participants, this meant that the final 
sample size was below the required level.

Measure

Comparative Optimism for Online Risks  As in study 1, 
data for the UK from the Microsoft Digital Civility Index 
(Microsoft, 2019) was used to identify relevant online risks. 
In study 2, we presented the top risk for each of the four 
categories of behaviour: (a) unwanted contact (i.e. “being 
contacted by someone they don’t know to collect personal 
information”), (b) hoax (i.e. “experiencing phishing/spoof-
ing”), (c) behavioural (i.e. “being called offensive nick-
names”), and (d) sexual (i.e. “receiving unwanted sexual 

messages or images”). Following Kuzmanovic et al. (2018), 
participants were first asked to “estimate the general risk of 
someone in the UK” experiencing the risk. Next, as in study 
1, participants were asked to indicate the likelihood that they 
and the same six comparator groups would experience the 
risk. Participants were then presented with the relevant sta-
tistic from the Microsoft Digital Civility Index relating to 
the likelihood of experiencing that risk in the UK. Finally, 
having seen the reported risk, participants were again asked 
to indicate the extent to which they thought that they and 
the six comparator groups would experience that risk. As 
with study 1, participants gave their responses on a sliding 
scale ranging from 0 to 100% with higher scores indicating 
a greater likelihood of experiencing the particular risk.

Procedure

The procedure outlined in study 1 was followed for study 2. 
Separate samples of participants were recruited through a 
departmental research credit scheme and via advertisements 
on social media and call for participant websites.

Results

Table 3 contains the descriptive statistics for the various 
comparator groups split according to whether participants 
had received information about the actual risk. According 
to Microsoft Digital Civility Index (Microsoft, 2019), the 
reported prevalence for the top unwanted contact risk was 
48%, for hoaxes 42%, for behavioural risks 54%, and for 
sexual risks 59%. Comparing these figures with the means 
in Table 3, it is clear that before knowing the prevalence 
rates for unwanted contact and hoaxes, participants reported 
a level higher than the actual figure. Further, this trend 
remained even after participants had received the prevalence 
rates for unwanted contact and hoaxes. With the exception 
of the general population and those younger than the par-
ticipants, participants reported a level of behavioural risk 
lower than the reported figure both before and after they 
had received information on the risk. For sexual risks, par-
ticipants reported a lower level of risk than that identified in 
the Microsoft Digital Civility Index, irrespective of whether 
they had been presented with this information.

Comparative Optimism Beliefs Compared to the General 
Population  To test H1, H2, and H3, and to first examine 
how comparative optimism judgements relate to the per-
ception of risk for the general population, a 4 × 8 (risk type 
[unwanted contact, hoax, behavioural, sexual] × compara-
tor group [general population, self, friend, family, younger, 
same age, older, strangers] repeated measures ANOVA was 
performed.
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As shown in Table 2, there was a significant main effect 
of comparator group providing support for H1 and H3. 
The general public was rated as significantly more likely to 
experience online risks than all other comparator groups, 
p ≤ 0.001, except those young, p = 0.058. Family was rated 
as the comparator group that was significantly less likely to 
experience online risks than all other comparator groups, 
p < 0.001. The self was rated as less likely to experience 
online risks than friends, p = 0.001; people younger than the 
participant, p = 0.014; people the same age as the partici-
pant, p < 0.001; and strangers, p = 0.008. Friends were rated 
as less likely to experience risk than people the same age as 
the participant, p = 0.002. People older than the participants 
were also rated to be less at risk of online harms than those 
the same age as the participant, p = 0.031.

There was a significant main effect of risk type provid-
ing support for H2. Pairwise comparisons revealed that par-
ticipants judged unwanted contact to be significantly greater 
than all other risks, p ≤ 0.009. There were no other signifi-
cant differences.

There was also significant interaction between compara-
tor group and risk type. To explore the two-way interac-
tion, the profile plots were examined (Fig. 2). The profiles 
of results for unwanted contact and hoax were broadly simi-
lar with peaks for the general public and people older than 
the participants. Although, there was some similarity in the 
profiles for behavioural risks and sexual risks with peaks for 
both types of risks for general public and friends (although 
this was higher for sexual risks). For behavioural risks and 
sexual risks, they reported likelihood was lower for family 
and the self.

Comparative Optimism Beliefs Relative to Knowledge About 
the Actual Risk  To test H4, as a further test of H2 and H3, 
and to examine how comparative optimism judgements 
changed once participants had received information about 
the actual risk, a 4 × 7 × 2 (risk type [unwanted contact, hoax, 
behavioural, sexual] × comparator group [self, friend, fam-
ily, younger, same age, older, strangers] × knowledge of risk 
[before, after]) repeated measures ANOVA was performed.

There were several significant findings (see Table 2). In 
support of H2, there was a significant main effect of knowl-
edge of risk, with participants reporting lower levels of risk 
once they had seen the information from the Microsoft Digital 
Civility Index, p < 0.001. In support of H3, there was also a 
significant main effect of risk type, with pairwise comparisons 
revealing that the likelihood of unwanted contact being rated 
as significantly higher than all other types of risk, p ≤ 0.009. 
There was a significant main effect of comparator group. 
Pairwise comparisons revealed that family was rated as being 
at significantly lower risk than all other comparator groups, 
p < 0.001. The self was judged to be at significantly lower risk 
than friends, p < 0.001; people younger than the participants, Ta
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p = 0.002; people the same age, p < 0.001; and strangers, 
p = 0.001. Friends were judged to be at less risk than people 
the same age, p = 0.016.

There was a significant three-way interaction between 
comparator group, risk type, and knowledge of risk providing 
partial support for H4. Following Baguley (2012), the profile 
ratings with 95% confidence intervals for comparator group 
and knowledge of risk across all risks were explored (Fig. 3). 
The profile of results was similar for unwanted contact and 
hoax both before and after participants had knowledge of the 
reported likelihood of experiencing these behaviours. How-
ever, once participants were aware of the likelihood of experi-
encing these behaviours, there was a reduction in their ratings 
which was significant for those younger than the participants 
and those older for unwanted contact, as denoted by the lack 
of overlapping error bars. The profile of results for behavioural 
and sexual risks was very similar before and after participants 
had knowledge of the reported risk rates. Perceptions of the 
likelihood of experiencing behavioural or sexual risks were 
lowest for family members. For behavioural risks, those per-
ceived to be at greatest risk were those younger than the par-
ticipants and strangers, whereas for sexual risks it was those 

who were the same age as participants that were perceived to 
be at the highest risk.

Discussion

The findings of study 2 extended and confirmed the find-
ings of study 1 while overcoming the criticisms of previous 
research (Garrett & Sharrott, 2017; Jefferson et al., 2017). 
The addition of the general public as a comparator group 
resulted in this group being identified as the most at risk 
group supporting H1. Again, in study 2, there was variation 
in perception of risk according to type providing support for 
H2. Participants reported that unwanted contact was judged 
to be the most likely risk which did not reflect the results 
of the Microsoft Digital Civility Index (Microsoft, 2019). 
Replicating the findings from study 1, in study 2 family was 
perceived to be at the lowest risk, although the self contin-
ued to be rated as been less likely to experience the risks 
than other comparator groups providing support for H3. 
Again those younger than the participants were judged to 
be at greater risk.

Fig. 2   Study 2. Profile plot with 95% confidence intervals for comparator group and risk
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When participants were made aware of the risk, a com-
plex set of findings emerged. Once participants were aware 
of the actual risk of experiencing unwanted contact and 
hoaxes, there was a reduction in the ratings for both of these 
types of risks, but their risk estimations remained higher 
than those reported in the Microsoft Digital Civility Index 
(Microsoft, 2019). However, the profile patterns remained 
similar across comparator groups. Receiving knowledge of 
the likelihood of experiencing behavioural or sexual risks 
had little impact on the ratings the participants gave and 
that the ratings were largely below the rates reported in the 
Microsoft Digital Civility Index. Together, these findings 
provide further examples of a trend identified in previous 
research by Sharot et al. (2011). Sharot et al. reported that 
people tend to update beliefs about information that was bet-
ter than expected compared to information that was worse 
than expected. Further, the lower than expected rate for 
unwanted contact and hoaxes could be constructed as “good” 

news in relation to the optimistic learning bias such that 
there was evidence of participants revising their estimations 
as Kappes et al. (2018) propose. The pattern for behavioural 
and sexual risks may reflect that the participants’ initial esti-
mates were close to the actual risk and, as such, they failed 
to make changes to this estimation.

General Discussion

Across both studies there was evidence of comparative opti-
mism for four online risks and that these risk judgements 
varied according to who the comparator group was. The 
similarity and replication of the pattern of findings accord-
ing to comparator group yielded by the two samples serve 
as a reliability check of the results (Plucker & Makel, 2021). 
Family was rated as the group at lowest risk of experiencing 
online harms, even below the self, which was an unexpected 

Fig. 3   Study 2. Profile plot with 
95% confidence intervals
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finding. Previous research has consistently reported that par-
ticipants reported themselves to be at least risk of experienc-
ing a range of online harms (e.g. Betts et al., 2019; Buglass 
et al., 2021; Kim & Hancock, 2015; Metzger & Suh, 2019). 
However, these studies did not include family as a com-
parator group. The trend seen in our results may reflect the 
importance of family as a source of influence for consumer 
behaviour (Gil et al, 2007) and identify formation (Harvey 
& Byrd, 1998) during emerging adulthood (the average age 
of our samples).

As expected, the research found further evidence 
of the with age comes wisdom hypothesis (Scharrer & 
Leone, 2008) which is illustrated by participants reporting 
that those most at risk were those younger than the self. 
Although this may reflect actual levels of risk, knowledge 
of risk, or the belief that younger people are the most vul-
nerable group because of their age (Scharrer & Leone, 

2008), it could also reflect perceived differences in time 
spent online and perceived technology use. Data for adults 
in the UK suggests that during September 2021, the average 
time spent online per day by young adults (18- to 24-year-
olds) was 5 h 6 min, whereas those aged 45–54 spent 3 h 
51 min online, and those over 55 spent 2 h 58 min (Ofcom 
2022a). Further, data suggests that older adults in the UK 
are less likely to have access to the internet at home and 
more likely to face digital exclusion compared to emerging 
adults (Ofcom 2022b). Consequently, our participants may 
have thought that those younger than them were more at 
risk of online harms because of the greater amount of time 
spent online and their greater internet access. However, it is 
important to acknowledge that the sample comprised young 
adults and we did not state the specific age of the compara-
tor groups, which may have resulted in participants using 
selecting different ages as reference groups. Therefore, 

Fig. 3   (continued)
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future research should seek to explore the role of time spent 
online for the comparator groups, whether older age groups 
hold similar views to those reported in the current stud-
ies, and how the general age descriptors for the comparator 
groups are interpreted.

Despite not asking our participants why they made the 
judgments that they did, when presented with information 
on the actual risk in study 2, participants reduced their per-
ceptions of risk where they had initially provided far greater 
ratings. Specifically, the ratings for unwanted contact and 
hoaxes in study 2 were revised down far more than the rat-
ings of sexual or behaviour risks. This effect can potentially 
be explained by Allen et al.’s (2020) observation that it is a 
misperception that when you give people enough informa-
tion about a risk, then they modify their behaviour accord-
ingly. Further, the pattern of changes to ratings in light of 
knowledge of risk complements the folk theories that young 
adults develop to manage online risks (Young et al., 2023). 
Young et al. argue that these theories are underpinned by 
cognitive dissonance and facilitate engagement with technol-
ogy even when the potential risks are highlighted. Aligned 
to these explanations, the ratings of sexual risks may reflect 
the demographics of our participants and understanding of 
the #MeToo movement and accounts of sexual harassment 
(Meyrick, 2022).

Together, the findings have implications for how infor-
mation about online risk is managed and communicated to 
young adults. Finkelhor et al.’s (2021) review of the youth 
internet safety education programme highlighted a lack of 
correspondence between the research on internet harms and  
the information that was provided in training sessions.  
Finkelhor et al. argued that digital safety messages for par-
ticular harms should be integrated into complementary offline  
harms programmes (e.g. bullying, dating abuse, or sexual 
abuse). Praxmarer-Carus and Wielunch (2021) also pro-
vided guidance on framing risk messages and reported for 
messages to be effective for individuals who hold optimis-
tic beliefs; using proximal temporal framing improved the 
effectiveness of the message. However, from our research 
it also seems that it is important to consider who the safety 
messages are aimed at. Across both studies we found that, 
with the exception of family, our participants thought that 
others were more likely to encounter online risks than they 
were, which means that individuals may believe that they 
are not the target of online safety campaigns and, as such, 
may not engage with them. Moreover, the tendency to update 
information asymmetrically (Garrett & Sharot, 2017) and 
belief that others younger than the self are at greatest may 
further exacerbate this.

The present studies are not without their limitations. First, 
although we explored the impact of having the general public 
as a comparator group, it remains unclear how this group 
may have differed from strangers in terms of social distance. 

It is also unclear why the participants gave the risk judge-
ments that they did and what factors caused them to maintain 
their perceptions of risk for sexual and behavioural risks. 
One possible explanation is due to variation in group sizes 
according to the comparator groups. For example, the more 
socially close groups such as friends and family are likely 
to be smaller than the most socially distant groups such as 
those related to age groups, strangers, and the general popula-
tion. Previous research suggests that as group size increases, 
judgements about the likelihood of experiencing negative 
life events also increases (Price et al., 2006). Future research 
could explore the impact of group sizes and whether par-
ticipants or those close to them had experienced the harm to 
see if previous experience has an impact on risk judgements. 
Relatedly, a further limitation, as Schürmann et al. (2019) 
note risk taking does not represent a single action in isola-
tion but rather is repeated, while risk perception tends to be 
studied as a single isolated event. Moreover, to enable us to 
align with, and draw on, the findings of the Microsoft Digital 
Civility Index (Microsoft, 2019), we did not ask about online 
risks according to platform. Given that previous research sug-
gests that online risks may vary according to platform type 
(e.g. Buglass et al., 2021; Kim & Hancock, 2015), this is 
something that should be explored in future research.

Due to the need to remove respondents who resided out-
side of the UK, this meant that the sample size for study 2 
is likely underpowered, meaning that some true effects may 
not be detected (Maxwell, 2004). Finally, our sample was 
relatively homogenous in nature and was skewed towards 
female participants. This may have particularly influenced 
the study findings as females tend to report experiencing 
greater online sexual risks (Baumgartner et al., 2010), expe-
riencing higher levels of cybervictimisation (Lo Moro et al., 
2023), and have greater privacy concerns (Tifferet, 2019). 
However, some researchers have reported that adult males 
are more likely to experience accidental exposure to vio-
lent, sexual, or slanderous content (Park, 2009). Further, 
researchers such as Chadwick (2019) argue that more het-
erogenous samples, including those individuals with intel-
lectual disabilities, need to be recruited for future research. 
Therefore, future research should seek to further explore 
the risk judgements of a more heterogenous group of par-
ticipants and potentially use qualitative methods to seek to 
understand the participants’ ratings.

In conclusion, the current research has demonstrated 
comparative optimism for specific types of risks that 
were contextualised for our participants and a two-study 
approach provided a reliability check for the findings 
(Plucker & Makel, 2021). There was also some evidence 
that participants revised their optimistic judgments when 
presented with the actual level of risk which comple-
mented the folk theories (Young et al., 2023) that young 
adults hold for using technology.
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