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Abstract
Online peer support platforms have gained popularity as a potential way for people struggling with mental health problems 
to share information and provide support to each other. While these platforms can offer an open space to discuss emotion-
ally difficult issues, unsafe or unmoderated communities can allow potential harm to users by spreading triggering content, 
misinformation or hostile interactions. The purpose of this study was to explore the role of moderators in these online com-
munities, and how moderators can facilitate peer-to-peer support, while minimizing harms to users and amplifying potential 
benefits. Moderators of the Togetherall peer support platform were recruited to participate in qualitative interviews. The 
moderators, referred to as ‘Wall Guides’, were asked about their day-to-day responsibilities, positive and negative experiences 
they have witnessed on the platform and the strategies they employ when encountering problems such as lack of engagement 
or posting of inappropriate content. The data were then analyzed qualitatively using thematic content analysis and consensus 
codes were deduced and reviewed to reach final results and representative themes. In total, 20 moderators participated in 
this study, and described their experiences and efforts to follow a consistent and shared protocol for responding to common 
scenarios in the online community. Many reported the deep connections formed by the online community, the helpful and 
thoughtful responses that members give each other and the satisfaction of seeing progress in members’ recovery. They also 
reported occasional aggressive, sensitive or inconsiderate comments and posts on the platform. They respond by removing 
or revising the hurtful post or reaching out to the affected member to maintain the ‘house rules’. Lastly, many discussed 
strategies they elicit to promote engagement from members within the community and ensure each member is supported 
through their use of the platform. This study sheds light on the critical role of moderators of online peer support commu-
nities, and their ability to contribute to the potential benefits of digital peer support while minimizing risks to users. The 
findings reported here accentuate the importance of having well-trained moderators on online peer support platforms and 
can guide future efforts to effectively train and supervise prospective peer support moderators. Moderators can become an 
active ‘shaping force’ and bring a cohesive culture of expressed empathy, sensitivity and care. The delivery of a healthy and 
safe community contrasts starkly with non-moderated online forums, which can become unhealthy and unsafe as a result.

Keywords Peer support · Digital mental health · Online mental health community · Moderator · De-stigmatization · 
Thematic analysis

Introduction

Given the widespread reach of mobile devices and popular-
ity of social media, digital platforms have become avenues 
through which individuals struggling with mental health 
problems frequently turn to seek support or find information 
about their mental health concerns (Peek et al., 2015; Torous 
et al., 2020). As a result of the coronavirus (COVID-19) 
pandemic, more people struggling with mental health prob-
lems turned to online peer support groups for counseling, 
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coaching and seeking advice (Stein et al., 2022). Among 
many forms of digital mental health, peer support programs 
have been shown to facilitate information exchange for med-
ication, coping skills, peer therapy, storytelling and emo-
tional support (Skousen et al., 2020; Tanis, 2008). Extensive 
research has shown that for some individuals, use of these 
asynchronous online peer support platforms is associated 
with similar benefits of in-person talk therapies, includ-
ing increased feeling of connectedness and hope, enhanced 
self-efficacy and self-esteem, as well as an elevated sense of 
belonging (Bickerstaff et al., 2021; Naslund & Deng, 2021; 
Prescott et al., 2020). Other studies have reported an increase 
in supportive communication and emotional well-being, and 
beneficial psychosocial outcomes for patients with severe 
psychiatric disorders (Fortuna et al., 2020; Naslund et al., 
2018). Furthermore, a recent review found that digital peer 
support platforms are feasible and hold strong potential for 
achieving clinical effectiveness (Fortuna et al., 2020). They 
also have great potential for public health impact as they are 
also highly scalable, and can reach many more people where 
traditional in-person approaches to peer support or group 
interventions cannot, especially in low- and middle-income 
countries where effective resources for mental health sup-
port are scarce (Naeem et al., 2020; Naslund & Deng, 2021).

However, in contrast, there are also studies that have 
described the challenges with online peer support plat-
forms, and the limited impact that these platforms can 
achieve (Griffiths et al., 2015), often due to high attrition 
rates among users of the platforms, especially those without 
active engagement methods or where mental health pro-
fessionals are not continuously on standby to provide con-
sultation when needed (Eysenbach, 2005; Finnerty et al., 
2019; Salyers et al., 2017). Some studies even observed 
an increase in mental health stigmatization associated with 
more cyberbullying and reinforcement from unsafe online 
communities without effective moderation (Heinsch et al., 
2021; Martinez-Martin & Kreitmair, 2018; Yew, 2021). 
Therefore, despite the wide audience and increasing reach 
of online mental health communities, it is important to 
understand how peer support programs can facilitate and 
ensure a quality experience for their users, bring safe and 
beneficial impact to users’ mental health, while minimizing 
negative impacts.

In particular, programs with dedicated moderators to 
manage content, ensure safety, and support users when 
needed, appear to be successful by achieving lower attri-
tion rates among users (Salyers et al., 2017). The extent 
of mental health training, professional background and 
registration/accreditation of moderators of these groups 
is a key consideration. They can then play an essential 
role in supporting positive interactions on these plat-
forms and promoting engagement among users (Fortuna 
et  al., 2020). Because of their close proximity to the 

target population and their role of ensuring the quality 
of interactions on these online platforms, as well as pro-
moting safety on the site, moderators could potentially 
offer valuable insights about their experiences, as well as 
suggestions for how to improve the quality of online peer 
support programs. They may also be ideally positioned to 
comment on how to address the potential challenges of 
online support groups such as responding to risk issues 
among users (such as potential suicide, domestic violence 
or child safety concerns), addressing the spread of harm-
ful or misleading content, responding to hostile interac-
tions among users, as well as promoting user engagement 
and preventing attrition. Their experience could also shed 
light on the core components and characteristics that ren-
der online peer support programs beneficial for users, 
while simultaneously yielding potential solutions to the 
challenges that limit the uptake and impact of these plat-
forms. For instance, the moderators of online peer sup-
port groups could provide insights necessary to overcome 
low user engagement, as well as addressing potential 
concerns about the lack of truly safe spaces to discuss 
sensitive matters. The insights from moderators could 
advance efforts to ensure online peer support can be fur-
ther expanded and strengthened as one of the mainstreams 
of informal mental health support (Cataldo, 2009; Kraut 
et al., 2011). However, few studies have considered the 
perspectives of moderators of online peer support groups, 
and the ways in which their perspectives could support 
efforts to better understand how to improve the user expe-
rience on these platforms.

Thus, this study explored the perspectives of the modera-
tors of a popular international online peer support platform 
towards informing efforts to improve user experience and pro-
mote engagement in online peer support among users. This 
study employed a qualitative approach, consisting of in-depth 
focused interviews to address the following objectives. The first 
objective primarily explored perspectives of the moderators of 
a popular online peer support group for mental health includ-
ing their training, continuous on-the-job support, strategies and 
techniques they employ to promote user engagement and safety, 
and overview of their daily activities and responsibilities. The 
second objective aimed to better understand from the perspec-
tive of moderators’ what recommendations/strategies they may 
have for improving the quality of interactions in online peer 
support groups to promote engagement among users and to 
create a safe online environment for offering support to persons 
experiencing mental health problems. As part of this study, 
participants were encouraged to comment based on their own 
experiences in their role as moderators. The overarching goal 
of this study was to inform future online peer support initiatives 
and to guide the use of better strategies to enhance the experi-
ence of the users and of the moderators. This is particularly 
important because online peer support platforms represent a 
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potentially scalable approach to addressing population-level 
mental health challenges, further emphasizing the need to 
ensure that these platforms are safe and that strategies are 
implemented to promote the benefits while minimizing risks 
to users.

Materials and Methods

The Togetherall Platform

In this study, we recruited moderators of the Togetherall online 
peer support platform (https:// Toget herall. com/ en- us/). Togeth-
erall is a digital mental health platform with more than a decade 
of experience, through which users at more than 500 institu-
tions and organizations globally seek mental health care through 
directed peer support. The platform was formerly called Big 
White Wall and was first launched in the UK in 2007, expanded 
to Australasia in 2011 and the USA in 2014 (Hensel et al., 2016; 
Morriss et al., 2021). It is a platform open for anyone to register 
and join at no cost. Users can freely post their mental health 
struggles and comment on other people’s posts to offer emo-
tional support and tips for coping. There are also topic-specific 
affinity groups formed both by the platform or by users for more 
thorough discussions. It provides mental health learning, courses 
and self-report clinical tests that are also moderated for safety.

The Togetherall platform relies on professionally registered/
licensed mental health practitioners to moderate, called “Wall 
Guides”. They ensure a positive and validating environment 
for members who belong to the community. Wall Guides are 
all trained in counseling, social work or related fields prior to 
joining the Togetherall platform. The majority of them are pro-
fessionals with an advanced degree in a mental health–related 
field (such as counseling psychology and social work). Wall 
Guides are supervised by experienced ‘Lead Wall Guides’ 
who, in turn, receive supervision around the clock from sen-
ior clinicians such as an on duty consultant psychiatrist (MD). 
Subsequent to joining Togetherall, Wall Guides are also given 
shadowing experience supplemented with regular seminars 
and participate in regular check-ins with lead Wall Guides 
to ensure their ability to facilitate effective peer support on 
the platform. Wall Guides continuously identify at-risk indi-
viduals, with the assistance from artificial intelligence (AI) 
for harm reduction, remove triggering or hostile comments 
or posts from the community space (such as overly explicit or 
sexual content, specific descriptions of the methods used for 
self-harm or anything that is potentially emotionally charged), 
encourage user engagement to support each other, and main-
tain the anonymity of every user by renaming or rewording 
any potentially identifying information posted on the plat-
form. When a member posts in the community about issues of 
imminent risk (such as plans to harm themselves or others), on 
duty senior clinicians (such as a consultant psychiatrist/MD) 

escalate the incident to clinical and emergency services such 
that local face to face intervention can be initiated (for example 
a police welfare check to locate a member). The Wall Guides 
also ensure that members do not form overly tight bonds with 
any singular member or with the Wall Guides themselves, 
which can lead to potentially unhealthy dependency, thus 
ensuring consistent utilization of peer support between com-
munity members.

Participants

We received a list of all active Wall Guides and lead Wall 
Guides (44 in total, lead Wall Guides have additional super-
vising duties for the newer Wall Guides) from the Together-
all platform leadership team and invited them to participate 
via email in this exploratory study. A total of 20 Wall Guides 
replied to our initial email outreach to express their inter-
est. The names and information of participants, along with 
their responses were strictly kept from anyone affiliated with 
Togetherall to prevent possible influence by the Togetherall 
policies and procedures. An online consent form was then 
sent by email and to review the study’s aims, methods and 
data protection procedures. We emphasized to all partici-
pants that the study was strictly anonymous and would not 
impact their standing as employees of Togetherall. We also 
ensured that only the Harvard-affiliated researchers on our 
team would conduct the interviews and that there would be 
no Togetherall team involvement in the entire data collec-
tion or data interpretation and analysis process to minimize 
risk of potential bias. Participants who gave consent were 
then prompted to complete a short survey with basic demo-
graphics questions using a link to Qualtrics online survey 
software. While we had intended the interviews to be group 
discussions, due to time zones and differences in availability, 
we eventually conducted all but one interview in a one-on-
one setting over Zoom videoconferencing software. We set 
the data collection time frame over a 2-month period from 
August 14th to October 14th, 2021.

Ethical Issues

Approval was obtained prior to commencement of the project 
from the Harvard Medical School and Harvard T.H. Chan 
School of Public Health Institutional Review Boards (IRB) 
for research with human subjects. We emphasized to all par-
ticipants before the start of the qualitative interviews that 
their participation is entirely voluntary, and that they can 
choose to stop the interview at any time. We also ensured 
data privacy and that anything brought up during the inter-
view was kept strictly confidential. Only de-identified aggre-
gate data was considered for inclusion in the analysis and 
interpretation of the findings in preparation for publication. 
Personally identifiable data were completely removed from 

https://Togetherall.com/en-us/


131Journal of Technology in Behavioral Science (2023) 8:128–139 

1 3

all quotations to ensure anonymity. Participants were given 
50 euros each as a token of appreciation for their time follow-
ing completion of the interview.

Data Collection

Interviews lasted approximately one hour, and all interviews 
were conducted by a graduate student from the Harvard Chan 
School of Public Health and faculty member at Harvard Med-
ical School. The interviews were semi-structured and were 
accompanied by a fifteen-question semi-structured interview 
guide. The guide included high-level questions that covered 
main topics of discussions including the Wall Guide’s chal-
lenging and rewarding experience moderating discussions 
on the Togetherall platform, as well as their commonly 
used strategies or opinions about how to ensure a safe and 
supportive community. The interviews followed the guide, 
although were not restricted to the specific questions, where 
additional probes and open discussion were encouraged to 
further explore interesting topics. Data was collected through 
teleconference software (e.g., Zoom) via audio-recording and 
supplemented by the interviewer’s type-written field notes. 
The audio recordings were transcribed using the auto tran-
scription feature in the Zoom video-conferencing software. 
Both recordings and audio transcripts were kept in a secure 
encrypted folder housed on the Harvard University servers. 
Demographic data were collected through anonymous sur-
veys sent through Qualtrics and aggregated results were also 
kept in the secure Harvard server.

Data Analysis

We employed a deductive approach to thematic content 
analysis (Bradley et al., 2007), which started with the analy-
sis from a broad, organizational framework of coding cat-
egory based on the interview questions. Two coders were 
a graduate student in the Harvard T.H. Chan School of 
Public Health (DD) and an instructor at Harvard Medical 
School (JN), respectively. To begin the thematic analysis, 
both coders familiarized themselves with the entire data set 
by reading and rereading audio-generated transcripts. The 
lead interviewer (DD) generated a list of initial codes by 
referring to the field notes and observations from interviews 
and deducing from the broad topics covered in the original 
interview guide. We also referred to existing social support 
theories when constructing codes for analysis. We consid-
ered these theories to help frame the survey questions and 
inform our interpretation of the meaning of the findings, as 
these theories can help to explain the relationships between 
engaging in an online peer support community, deriving sup-
port from these online interactions, and the resulting impact 
on health and wellbeing (Wright, 2016). For instance, we 
considered the social information processing theory, which 

suggests hyperpersonal interactions can form when the rela-
tionship is constricted to a virtual environment and can often 
be beneficial for high quality peer support, in considering 
the impact of the virtual/online format on peer relation-
ships (Wright, 2000). Additionally, we applied the strength 
of weak tie theory, which postulates that individuals tend 
to seek social support through weak ties rather than strong 
ties due to diverse opinions and information, and to maintain 
anonymity, in order to inform our understanding of progress 
made by members supported by anonymous strangers on the 
platform (Wright & Miller, 2010).

After generating the initial code list, a random selection 
of 2 transcripts was then separately analyzed line-by-line 
by each coder. Additional codes were assigned by the cod-
ers when a new concept became apparent through line-by-
line review of the transcript. This allowed more codes to be 
supplemented to the initial list. The two coders then met to 
review the code list, and to reach consensus before proceed-
ing with coding the remaining transcripts. The lead coder 
then iteratively applied the process to 2 transcripts at a time 
and met regularly with the secondary coder to obtain con-
sensus on a revised list through comparison and discussion. 
As more data were reviewed, the code list was specified and 
refined to fit the data better. This produced 12 codes in total. 
The code and code structures are considered complete when 
it reaches saturation where no new conceptual categories 
are generated from reviewing additional transcripts (Bradley 
et al., 2007). The complete code list was then grouped into 3 
overarching categories based on content similarities. Lastly, 
the senior researcher (JN) and the Togetherall clinical direc-
tor (TR) provided feedback, which resulted in some minor 
changes to the coding labels.

Results

Study Participants

During the 2-month study period, we emailed the survey to 
all 44 Wall Guides that were at the time active employees of 
the Togetherall platform. In total, 20 wall guides (45%) com-
pleted the anonymous online questionnaire. The mean age of 
respondents was 40.65 (SD = 8.43) years. The vast majority 
of respondents were female (90%) and White (90%), and 
over half reported having extensive experience in psycho-
therapy with master’s degree level training or above. Of the 
20 participants, 18 eventually completed interviews, while 
2 did not respond after 3 email reminders. It should be noted 
that our demographics are relatively homogeneous due to the 
limitation of available sample sets, and cautions should be 
taken when generalizing the results to other demographics or 
cultural settings. Detailed demographic and work experience 
information is summarized in the Table 1 below.
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Table 1  Demographic characteristics of the participating moderators of the Togetherall online peer support platform

N %

Years of Experience
<1 year 3 15
>1 year, <2 years 7 35
>2 years, <5 years 8 40
>5 years 2 10
Age (Mean = 40.65 years, SD = 8.43 years)
Gender
Male 1 5
Female 18 90
Prefer not to say 1 5
Race or ethnicity
Asian 1 5
Caucasian/Non-Hispanic White 18 90
Black/African American 1 5
Highest degree received
High school graduate or equivalent 1 5
Some college or certificate program 3 15
Bachelor’s degree or equivalent 5 25
Master’s degree 10 50
PhD or equivalent 1 5
Field in which you received your degree
Psychology/Psychotherapy/Counseling 7 64
Social work/Social sciences 2 18
Others 2 18
Have you received training related to mental health
Yes 20 100
Have you had experience delivering any structured psychological therapies (e.g. BA, CBT, IPT or others)
Yes 13 65
No 7 35
How many years of experience have you had delivering such therapy
<5 years 6 46
>5 years 7 54
Have you had experience specifically with CBT
Yes 12 60
No 8 40
Have you had experience specifically with BA
Yes 17 85
No 3 15
On average how many patients with mental health problems do you interact per month in the past 12 months 

outside of Togetherall
<5 7 37
>5, <20 7 37
>20, <40 2 10
>40 3 16
On average how many members of Togetherall do you interact per month in the past 12 months
Difficult to estimate/No ideas 2 10
<50 5 26
<50, <100 4 21
>100 8 42
Country
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Qualitative Findings

We identified major themes and categories reflecting partici-
pants’: (1) interpretation of their role as a Wall Guide on the 
Togetherall platform; (2) top positive experiences moderat-
ing online peer-to-peer support; and (3) ways to respond to 
challenging situations and/or inappropriate behaviors on the 
platform. Table 2 provides a summary of these major topics, 
the assigned codes from the coding list, and selected repre-
sentative quotes from participants. The broad categories are 
also summarized below:

1. Key responsibilities of Wall Guides. Many partici-
pants mentioned the distinction between acting as a 
Wall Guide compared to a therapist. While most of the 
Wall Guides were licensed therapists, many emphasized 
that their role on the platform was to chaperone a safe 
and positive peer support environment and facilitate or 
encourage more meaningful engagement from members 
to support them in helping each other. For example, 
many would post direct questions on posts that had not 
attracted much attention in order to elicit answers from 
the community, and occasionally they would reword the 
post in such a way that a response would become more 
likely (e.g., make it more succinct or more organized). 
Many also mentioned the role of safety net, in which the 
Wall Guides use their counseling expertise to respond 
quickly to potential hazardous scenarios that could cause 
imminent danger to any member or that could be trig-
gering to others in the community.

2. Positive interaction with members. A number of par-
ticipants expressed the sense of accomplishment when 
seeing members making satisfactory progress towards 
recovery and mentioned feeling inspired by the tremen-
dous amount of resilience some members have demon-
strated. Another major positive aspect the Wall Guides 
brought up often was the positive human connections. 
Many Wall Guides described the authenticity and genu-
ine nature of peer support from members on the Togeth-
erall platform who have never met each other, and how 
caring, encouraging, intimate and respectful relationships 
can be struck up between anonymous members without 
the need for in-person communications. Lastly, numer-
ous Wall Guides mentioned an important aspect of their 
work, where they described their active shaping of a plat-

form that offers a destigmatized and judgment-free space 
for members to discuss difficult or controversial issues 
via peer support, including topics such as homophobia, 
psychosis, self-harm and culture-specific taboos. This 
active ‘shaping force’ sits in stark contrast to potentially 
unhealthy or unsafe non-moderated online forums.

3. Responding to challenging interaction with mem-
bers. With respect to the challenges of the platform, the 
Wall Guides described the strategies they use to manage 
emotionally triggering issues in the community, such as 
the (graphic) description of suicidal methods or overly 
vivid depiction of the symptoms of an eating disorder. 
The Wall Guides sometimes mentioned the discomfort 
they can experience if altering members’ posts, while 
acknowledging that it is necessary to do so in instances 
where these messages might potentially be distressing 
for other members. The Wall Guides expressed facing 
challenges when responding to members who exhibit 
imminent risk of suicidal behaviors or self-harm, mem-
bers who suffer from eating disorders, and members 
who disclose very disturbing or trauma-related thoughts. 
The Wall Guides described the way in which managing 
these scenarios, while not frequent among members, still 
requires meticulous attention in order not to distress the 
rest of the community. At the same time, having to alter 
certain member’s posts to prevent harm to the com-
munity is reported to be among the biggest challenges 
for a Wall Guide. Most find it hard to gauge the right 
level of modification: seeking to balance staying true to 
the original post and permitting freedom of expression 
“allowing the community to breathe”; yet, still avoiding 
community harm. Another challenging experience that 
the Wall Guides mentioned included members’ dem-
onstration of hostility, such as using harsh or trolling 
language, or when members’ willfully break house rules 
(for example intentionally posting explicit messages on 
the platform or asking other member’s socially inappro-
priate questions). When moderating content that breaks 
house rules, the Wall Guides reported that they would 
usually flag the post followed by either paraphrasing or 
editing out certain content of the post, and then send a 
message to the original poster to let them know that they 
had to alter the post. When a post does not receive suf-
ficient engagement or attention from community mem-
bers, Wall Guides will often comment on the post them-

Table 1  (continued)

N %

UK 15 75
Canada 1 5
New Zealand 4 20
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Table 2  Summary of the major categories, sample codes, and representative quotes from participating Wall Guides

Major categories Code for each category Quotes

Key responsibilities of WG Safety net to members We moderate the Together All platform and ensure that the interactions between 
the members are aligned with clinical safety and house policies. (004)

We make sure everyone is safe on the wall and are alerted to certain sensitive 
words in community post, at which case we send direct messages to some mem-
bers to ensure their safety. We also provide local resources such as crisis service 
to address any emergencies. (006)

Guardian of peer  
support environment

We monitor what’s going on in the community, make contributions to posts and 
intervene when it’s needed (self-harm etc.). In general, we make sure everyone 
gets as much out of the platform as they can. (016)

WG is about staying tune what is happening in the community, hovering above 
the community for signs of distress and encouraging people to participate in the 
community. (017)

Facilitating and  
encouraging  
engagement

I encourage other members to interact with a post by posing a question like “does 
anyone else have any advice or suggestions etc.” (001)

If I get a direct message from a member, I generally respond to the situation but 
gently guide them to use the community. Reinforce that the platform is a commu-
nity platform, and they should talk to other members and use the resources on the 
platform. Make sure they know that this is not a counseling service, and we do 
not want to encourage that dependency unless they are in immediate risk. (003)

Challenging (mental 
health) stigma

Someone wrote about posts about homophobia, they have difficulties accepting 
people who are not straight, they want to feel differently but couldn’t get past it. 
The members discuss the idea in a very respectful and honest way, and it was a 
great conversation. (004)

A member is concerned with using medications for depression and other members 
came in and comforted him that taking the depression medications is no different 
from medications for diabetes (006)

Positive Interaction with  
members

Satisfactory progress 
seen in members or a 
sense of accomplish-
ment from helping 
at-risk members

For example, someone who was suicidal came back and told us that they wouldn’t 
be here if it weren’t for Together All, and now they have a new job now. (001)

I can see a tremendous amount of resilience. Some members have gone through 
lots of traumas but still push forward and take care of themselves and others. 
(008)

Learning about human 
connections from 
members

I love watching the interactions and friendship members strike up and taught me 
the importance of relationships in openly supporting each other. (009)

I have learned a lot about the depths of human connections. It never ceases to 
amaze me how much human interaction can exist even when people cannot meet 
and look into their eyes and yet our members share such intimate things. It makes 
you feel like its so lovely to be humans. It constantly amazes me. (013)

I’ve learned so much about what it means to listen genuinely. The power of saying 
“you are not alone” is often forgotten. We often forget just how much human 
needs to belong and needs to be listened. (017)
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Table 2  (continued)

Major categories Code for each category Quotes

Challenging interaction with 
members & dealing with  
lack of engagement and  
inappropriate content

Difficult or emotionally 
triggering issues

It is challenging when someone is going through suicidal attempts, and not willing 
to cooperate and provide personal information for us to get them help in that 
local area (010)

Sometimes issues could be very challenging. For example, one member was shar-
ing things such as feelings resembling pedophilia (and it's something they know 
it’s wrong). We try to allow them to talk about it in a safe environment, but it was 
a difficult topic to keep the community safe and not trigger anyone. (017)

Uncomfortable with 
altering member’s 
posts

On the personal level, it feels quite difficult and uncomfortable to have to change 
someone’s stories particularly if it is trauma related. Sometimes it is a fine line 
between what is appropriate and what is inappropriate and sometimes members 
will disagree on the edits of the post. (004)

It can be tricky when you have community posts related to historical or recent 
abuse/trauma because it’s difficult to get mindful of how to keep the voice  
honest. (008)

Hostile attitude from 
members towards the 
WGs

I struggle with it when the member gets angry. The anonymity doesn’t help 
because people don’t feel like they are talking to a real person, and they can say 
things that are extreme and unkind. (006)

Sometimes it is very difficult to explain privacy rules to people and they can be 
quite confrontational and rude. (014)

Member’s breaking or 
misunderstanding of 
house rules

We want members to engage but also occasionally members may become too close 
and want to disclose personal-identifying information. This is tricky to keep up 
with the post because sometimes the members come up with very creative ways to 
try to communicate identifying information so they can continue this interaction 
off-line. This is to be discouraged: if we think about in-person supports such as 
AA, one of the rules there is that members are part of that particular group should 
not have relationships outside of the community. The community is a safe space, 
nobody can know how things are outside of the community. (005)

Lots of people sign up with name-related information, and we must change it and 
sometimes they are very frustrated or angry with the change because they feel 
like we are violating privacy and autonomy. (012)

Different people have different style of ‘peer support’ – For example, some believe 
support should be direct and others think should be gentle. So, when a person 
is being very honest and direct with their response, many others might think it’s 
unsupportive. And I had to sometimes give them warnings and tell them where 
we don’t find supportive. (013)

Flag, edit and  
paraphrase

I usually try to preempt topics that can potentially become problematic (such as 
sensitive topics related to religion or minority groups), and will flag the posts so 
we can monitor that post to assess the language quickly and carefully (003)

We respond to the sensitive post by editing it and notify and remind them to follow 
the house rules. I sometimes also muted and deactivated a member if they are 
consistently breaching house rules (009)

I usually hide the sensitive post first so that I have some time to decide what to edit. I 
sometimes will discuss with other Wall Guides on what to change so we have more 
than one person’s opinions before editing especially when the topics are tricky, and 
the edits might not honor the post’s original story. I am personally on the more cau-
tious side and bring in others to discuss often before changing the posts. (011)

Elicit community 
response

Sometimes we might ask open questions in posts that have not gathered a lot of 
responses to elicit community engagement. Sometimes if a member is too dependent 
on private messaging to us Wall Guides, we will empathize and provide a reflection 
of what they are going through but we have to push them to keep trying to use the 
community and remind them that Together All is a peer support platform. (009)

One of the things with hesitant members, I try to be empathetic about their nerv-
ousness about posting. Then I encourage them to take a look at other people’s 
post or encourage them to post a reply to other folks’ posts first. (012)
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selves, ask questions that elicit other responses from the 
community or jump start a conversation as an attempt to 
facilitate the peer support process. 

Discussion

During the pandemic, online peer support platforms emerged 
as an important way for people struggling with mental health 
problems to exchange information, confide about mutual 
experiences, provide and receive social support and share 
their personal struggles and successes. Numerous previous 
studies have highlighted the potential mental health benefits 
of participating in online peer support communities, with 
some studies suggesting that the more frequently a person 
engages with their online community, the more effective 
the platform is for their recovery (Merchant et al., 2022). If 
unsafe and ineffectively moderated, multiple potentially neg-
ative effects or limitations of social media–based peer sup-
port have been noted, including the dangers of people who 
may then face hostile or triggering comments, troll accounts, 
resulting in lack of consistent and effective engagement (Eas-
ton et al., 2017). Limited research has been devoted to study 
how the role of platforms moderated by mental health pro-
fessionals can minimize or remove these negative impacts 
experienced among users with mental health problems, while 
accentuating the therapeutic benefits (Huh et al., 2013).

By interviewing a cohort of the Togetherall platform 
moderators, we found that most utilized similar strategies 
to promote engagement and manage harmful content in 
the online peer support community. While each moderator 
handled different situations uniquely, they followed a set of 
established guidelines in response to hostile, threatening or 
any threads, messages or posts that are considered concern-
ing or sensitive. They do so by flagging, hiding or paraphras-
ing the posts to reduce inappropriately emotional or trig-
gering content. They remind member about house rules for 
posting content, and in extreme cases, revoke access privi-
leges for certain repeatedly offensive members. Importantly, 
the decision to edit or hide a post is almost always taken in 
consultation with other moderators, as a team, to balance 
the fine line between defending free expressions and pro-
tecting community safety. Moderators also meet frequently, 
as a team, to reflect together, learn and align their practice. 
By approaching community moderation in this way, Togeth-
erall Wall Guides create a highly moderated safe platform 
in which vulnerable help-seekers can receive support in a 
healthy online environment where the potential for deleteri-
ous interactions is minimized.

In addition to their two main roles, moderators also 
adhere to additional principles to ensure the continuity of 
community on the platform. First, similar to Alcoholics 

Anonymous, the platform follows a strict set of rules for 
anonymity and only accesses member’s personal information 
in the event that the member might be an imminent danger 
to themselves or others. Moderators remove any person-
ally identifying information, whether direct (such as name, 
address and phone number) or indirect (such as city of resi-
dence and street names) in either usernames or posts. This is 
to discourage people from both accidentally or intentionally 
sharing information that may lead to communications off the 
platform. Moderators are also conscious that sometimes a 
member can become overly reliant on another member and 
communicate mostly or exclusively to each other without 
using the broader community, and even secretly try to find 
out each other’s identity in order to meet offline. These are 
potentially dangerous situations for their own safety. If per-
mitted, this would defeat the purpose of having an anony-
mous online community and are therefore strictly prohibited 
by moderators.

An overarching intention in providing experienced and 
professionally trained mental health practitioners as modera-
tors is that all of the processes above result, cumulatively, 
in the active shaping of a healthy space. This active ‘shap-
ing force’ brings a cohesive culture of expressed empathy, 
sensitivity and care that helps to deliver a healthy and safe 
community. The successful achievement of this kind of 
anonymous, non-judgemental and supportive space sits in 
stark contrast to non-moderated online forums, which can 
become unhealthy and effectively unsafe as a result.

To date, most studies of online peer support platforms 
for mental health have focused on understanding the experi-
ences of users (Belleville et al., 2019; Bunnell et al., 2017; 
Moor et al., 2019; Ruggiero et al., 2015; Wagner et al., 
2012). Similar to many studies and users reporting advan-
tages or positive perceptions of online support groups, Wall 
Guides have also expressed their amazement over the tight 
bond that appears to form between people who are complete 
strangers and who essentially communicate in an anonymous 
manner. This was further reflected by the deep and lasting 
connections and continuous support that members can dem-
onstrate towards each other on the platform. This account of 
mobilizing perceived and received support from community 
members would appear clearly to have the potential to effec-
tively buffer stress. However, while the majority of the evi-
dence points to the positive impact of such a platform, other 
literature reports mixed outcomes. There appears to be a 
significant portion of users who report lack of effective per-
sonal changes if unhelpful social interactions or contact with 
community members is permitted (Griffiths et al., 2015).

While there are few studies that have considered the 
role of moderators, several important findings align with 
our study on the importance of moderator roles. For exam-
ple, one study looked into an online patient community 
and showed that common challenges that the platform and 
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moderators face include promoting member participation, 
divulging of personal information, offering irrelevant or 
even dangerous advice, and engaging in heated conversa-
tions (Skousen et al., 2020). This is parallel to what the 
Togetherall Wall Guides reported in the current study, and 
exactly the problems that moderators are poised to address. 
Another study expressed challenges in engaging users and 
showed that moderators tend to lend their emotional support 
and advice as well on the platform, consistent with what 
we observed among the interviews with the Wall Guides in 
Togetherall (Windler et al., 2019). Interestingly, one study 
also suggested that in addition to the myriad roles modera-
tors play in the support group, they also use forums for their 
own supportive needs such as sharing their own stories and 
asking questions that are indistinguishable from those from 
other users (Smedley & Coulson, 2017). This is not however 
the practice of moderators in the Togetherall community, 
which is instead “to allow the community to breathe”, i.e. 
for members themselves to drive the themes and topics and 
content being posted about.

While the rapid growth of digital peer support programs 
has led to an abundance of new opportunities for people liv-
ing with mental health problems to access support, many of 
these platforms are unmoderated (such as most social media 
platforms), and the evidence on the impact and potential 
benefits of these platforms remains mixed. Without effec-
tive moderation, use of online peer support, while promising, 
could have the unintended consequence where the already-
vulnerable population of individuals experiencing mental 
health problems could be exposed to a large influx of harm-
ful content, which must be balanced against the supportive 
content (Kaplan et al., 2011; Schrank et al., 2010). Our study 
is one of the few current studies that looked at the role of pro-
fessional moderators in chaperoning the online community 
and examining the specific strategies they utilize to maximize 
positive outcomes of peer support. While our results should 
not be taken as direct evidence on the harm of unmoderated 
platforms, it brings awareness to the importance of having 
trained, professionally registered mental health practitioners 
to moderate and safeguard the interactions in online commu-
nities. The findings here can provide guidance in developing 
training programs for mental health peer supporters for future 
digital mental health programs (Charles et al., 2021).

With the increasing interest in leveraging online peer sup-
port, development of novel tools is needed to assist moderators 
in monitoring and guarding these digital safe harbors (Milne 
et al., 2019). With the advancement of data-driven precision 
health and artificial intelligence, there have been attempts 
to use automated triage to improve and prioritize modera-
tor responsiveness and better protect those most vulnerable 
(Bickman, 2020; Fiske et al., 2019; Gooding & Kariotis, 
2021). Additionally, machine learning algorithms could aid in 
the decision-making process of moderators and change how 

and when an escalation to emergency management is needed 
to protect the well-being of the users (Graham et al., 2019). 
Lastly, the legal accountability and ethical implications of 
online peer support groups, particularly those issues involv-
ing online anonymous advice and user privacy, still need to be 
updated to reflect the rapid expansion of digital peer support 
groups (Gooding & Kariotis, 2021).

Limitations

Several limitations should be noted for the interpretation and 
generalization of the results in this study. First, the sample 
size of the moderators is relatively small and homogeneous 
and is restricted to moderators of one online peer support 
platform, which currently operates primarily in the USA, UK, 
Canada and New Zealand. It is possible that platforms within 
a different country would not have worked as effectively due 
to disparate cultural context. Alternatively, moderators of 
platforms in other countries or other languages may employ 
different approaches for promoting member engagement and 
responding to challenging scenarios. Second, the moderators, 
while all licensed professionals, have varying years of exper-
tise in working with the digital community and therefore 
can have different experiences and could employ differing 
approaches to handle challenges that arise on the platform. 
Our study was exploratory, and not intended to compare dif-
ferences between Wall Guides based on their education level 
or years of experience. Additionally, we also did not inter-
view any members on the platform and how they perceive 
the role and utility of moderators. Finally, due to the nature 
of focused interviews and the process of sample recruitment, 
it is possible that sampling bias occurred and that the mod-
erators that responded and were willing to participate in the 
study were more likely to agree with organizational guide-
lines in dealing with risky scenarios on the platform.

Conclusion

Our study shows that moderators play a potentially criti-
cal role and highlights the ways in which they work as one 
of the shaping forces to maximize the safety and chances 
of beneficial impact of an online peer support community. 
The apparent usefulness of effective, continuous modera-
tion could also point future research into examining the 
potential risks of unmoderated peer communities. While 
some of these popular platforms might offer promises for 
expanding access to necessary mental health support and 
could be considered an adjunct to formal mental health 
care or part of public health efforts that utilize community 
resources for improving mental health, there is continued 
need for research aimed at determining how best to scale 
up the role of effective moderators to support users and to 
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realize the benefits of these platforms. Additionally, future 
studies could include the perspectives of the community 
members and platform users in the usefulness of modera-
tors, they should also expand on our exploratory study to 
include other moderated peer support platforms in other 
sociocultural backgrounds, and languages, particularly in 
low-and middle-income countries, and finally they could 
include health areas with more targeted digital self-help 
groups such as addiction, PTSD, severe mental illness, and 
eating disorders. The excitement surrounding digital mental 
health and specifically online peer support in recent years, 
combined with accelerated demand occurring during the 
pandemic, will require greater scrutiny and investigation 
into the key features of these platforms, such as the role of 
moderators. This will be essential for expanding our under-
standing of how to both optimize the benefits of these plat-
forms while scaling up access to reach and engage more 
individuals struggling with mental health problems.
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