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Abstract
Cryptography has become ubiquitous in communication technology and is con-
sidered a necessary part of information security. However, both the regulation to 
restrict access to cryptography, as well as practices to weaken or break encryption, 
are part of the States’ security policies. The United States (U.S.) regulate cryptogra-
phy for export in international trade as a dual-use good. However, the regulation has 
been increasingly loosened and transferred to bilateral agreements with Information 
and Communication Technology companies. At the same time, the National Secu-
rity Agency attempted to implement a government encryption standard to guarantee 
itself easier access to data, thus progressively expanding surveillance on non-U.S. 
citizens. In this paper, using comparative policy analysis, we examine the evolution 
of both security policies by tracing the historical development of U.S. regulation of 
cryptography as a dual-use good, and surveillance technologies, and practices used 
from the 1990s to today. We conclude that the impact of the dual-use regulation has 
affected the efficiency of surveillance technology, by loosening regulations only for 
mass communication services, thereby supporting the proliferation of surveillance 
intermediaries, while working on strategies to collaborate and exploit their coverage.
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1  Introduction

Today, numerous cryptographic algorithms ensure the availability, confidential-
ity, and integrity of our data. They are ubiquitous in today’s information and com-
munication technology (ICT) devices and services, most of the time being used in 
the background, such as the TLS protocol (Krawczyk et al. 2013), which is used to 
provide confidential web browsing. Cryptography is one of the central aspects of 
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information security, as it prevents unauthorized access to information, thus main-
taining and ensuring the information’s confidentiality and integrity (Abutaha et al. 
2011). The strength of a cryptographic algorithm is measured by its used security 
key’s length.1 This is based on the fact, that cryptographic algorithms are secure 
by design, i.e., the only weak link is the cryptographic key, which needs to be brute 
forced, to maliciously access the encrypted information.2 While this might offer 
great security at one point of time, it might be weakened by advances in comput-
ing capacity which makes breaking encryption faster.3 The access to cryptographic 
algorithms exceeding a certain key length (in the following paper bundled under the 
term cryptography) has been regulated and restricted, while intelligence and law 
enforcement agencies have worked to break or circumvent encryption to access data.

The trade of cryptography is regulated internationally as a dual-use good and is 
subject to export and import restrictions (Vella 2017; Wassenaar Arrangement Sec-
retariat 2017). As cryptography has become omnipresent in communication tech-
nology, it is to currently regulated as a dual-use good like nuclear technology com-
ponents, biotechnological instruments, and certain chemical tools. However, unlike 
the aforementioned dual-use goods, cryptographic innovations and products are not 
likely to be part of a weapon system or an improvised weapon (Forge 2010). Nor 
does it seem to be dual-use in the sense that the technology can be used in beneficial 
and harmful ways (Evans 2014, p. 277). Then, why is cryptography considered dual 
use? The answer lies in the security policies which assess the risks of unsecured IT 
against the risk of “going dark” (Comey 2014). Restricting access to cryptographic 
innovation seems to be guaranteeing access to encrypted information and the possi-
bility of “global commercial and state-led mass surveillance” (Monsees 2020).

Since the United States (U.S.) industry was a global leader in developing com-
puters and communication technologies early on (Southard 1997) and currently 
dominates the application-based IT market with companies like Apple, Alphabet, 
and Amazon (Andriole 2018), it has access to diverse information about custom-
ers all around the world worthy of protection (Giles 2018). Likewise, U.S.-based 
companies have significant dominance in the global cyber security software mar-
ket: in 2015, their market share was near 61% (Australian Cyber Security Growth 
Network 2018). However, this economic strength is accompanied by a restrictive 
security policy. Cryptographic tools were even regulated as a weapon in the U.S. for 

1  Since symmetric cryptographic algorithms usually offer the same security strength as their key length, 
the strength of other cryptographic families (like asymmetric encryption using elliptic curve cryptog-
raphy) is given as their symmetric counterparts, e.g., the strength of 3072-bit RSA or a 256-bit elliptic 
curve are both equivalent to its 128-bit symmetric counterpart in terms of security. Current cryptographic 
systems consider a symmetric key-strength of 128bit and more to be secure (Barker and Roginsky 2019).
2  This assumption has been shown to be false for some encryption algorithms and has always been tested 
by security experts searching for security flaws in an algorithms’ design. But there are, of course, other 
ways to access encrypted information, e.g., by blackmailing, threatening, or compromising a computer 
system.
3  One example is the DES algorithm with 40bit key length, which offered a reasonable security in 1975, 
but was easily crackable in 1998. Another aspect is technological advancement like quantum computers, 
which might make a whole family of cryptographic algorithms insecure (Electronic Frontier Foundation 
1998).
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several decades until 1994 and were prohibited to be exported due to strong regula-
tions (Black 2002). The National Security Agency’s (NSA) global surveillance and 
espionage programs, revealed by the publication of classified documents by former 
NSA agent Edward Snowden beginning in 2013, cast an unprecedented perspective 
on U.S. security policy. Moreover, it was mostly U.S. products with worldwide dis-
tribution that were infiltrated in these programs (Daniel Castro 2020). In the follow-
ing years, new immense and expensive surveillance programs were built to over-
come encryption on a global scale. At least to date, both, export regulations and 
the work of the NSA, remain essential instruments of U.S. policy on encryption. 
However, it is unclear in what way and to what extent cryptography is restricted, 
and how this continues to influence recent calls for the complete ban of “warrant-
proof” encryption (ibid.). Subsequently, to analyze the regulation of cryptography as 
a dual-use good and the practices of the national security organizations in the U.S. 
from the 1990s to today, we ask: Why was the regulation of cryptography liberalized 
for mass communication services from 2000, while the surveillance politics focused 
on similar services?

To compare the historical policy development, and the dual-use regulation, and 
surveillance policy, this paper first illustrates the related work (Sect. 2). In the fol-
lowing, the method of research, data collection, and policy analysis are described 
(Sect. 3). The results (Sect. 4) compare the dual-use and surveillance policies during 
three time periods in the 1990s (4.1), the 2000s (4.2) and the 2010s (4.3), providing 
the historical and technological context of the periods. This is followed by a discus-
sion of the results (Sect. 5) and a conclusion (Sect. 6).

2 � Related Work

The security policies regarding cryptography are part of many scientific discourses 
and disciplines. The discourse on surveillance and securitization of cryptography 
are discussed in Sect. 2.1, while the related work concerning the regulation of cryp-
tography as a dual-use good is discussed in Sect. 2.2., followed by the research gap 
in Sect. 2.3.

2.1 � Surveillance Studies Perspective on Security Practices

The increased access to information technology for private users as well as for 
security organizations has led to the increased use of “surveillance-oriented 
security technologies” (SOSTs). SOSTs are technologies that are designed to 
monitor terrorists and criminal groups but are also capable of and have been 
used to monitor the public on a large scale (Degli Esposti & Santiago Gómez 
2015, p. 437; Pauli et al. 2016). The acquisition of SOSTs has been legitimized 
as means to prevent criminal and terrorist attacks; however, it has also led to 
critical discussions of surveillance measures (Ball et  al. 2012; Bauman et  al. 
2014; Bigo 2006; Lyon 2006). Kaufmann (2016) illustrates how the technologi-
zation of security lead to “the rhizomatic” spread of surveillance, not only top 
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down, but fragmented and without a single sovereign power, as described by 
Haggerty and Ericson (2000) as an assemblage. Kaufmann (2016, p. 93) argues 
that this assemblage is distinctive of the security governance, as it “occurs in 
parallel, sometimes in complementary and sometimes in conflicting forms: secu-
rity practices are undertaken in the mode of military and disciplinary access, in 
the mode of legally oriented police work, and in the mode of preventing and pre-
empting political risks.”

The contradictions of security governance have also been discussed by 
Poscher (2016) who argues that in criminal law there is a “heightened sense 
of vulnerability” which drives the changes of law towards, among others, the 
internationalization of security threats (which we can also observe regarding 
the use of cryptography), the blending of prevention and repression, as well as 
the blending of police and secret services. The governance of the secret ser-
vices seems to pose some challenges, as their programs and practices are usu-
ally not debated within the public sphere. This leads to “a conundrum”, as the 
same organizations which are obliged to protect the democracies are undermin-
ing them at the same time due to the lack of transparency (ibid., p. 69). The pub-
lic discourse on the capabilities of secret services is also discussed by Murphy 
(2020), who stresses the need for a democratic debate that moves away from the 
scandal-driven narrative of a binary choice between user privacy and “unfettered 
state access to communication”. In his analysis, Murphy (2020) compares four 
types of legal instruments to gain access to communication by the Five Eyes 
states (USA, UK, Australia, Canada, and New Zealand). He concludes that a 
broad range of legal means have already been implemented, yet they lack public 
awareness and oversight, because efforts to and questions on how to apply such 
legislation are met with questions over jurisdiction, as the internet cannot be 
confined to the borders of any nation state, due to its “cross-territorial nature” 
(ibid., p. 258).

Security policies aim to govern encryption, because it is driving up the cost 
of surveillance. Clayford and Piesters (2018) have analyzed the effectiveness of 
surveillance technology, as it is legitimized and perceived by U.S. and U.K. intel-
ligence officials through their public statements. They found that effectiveness 
feeds into what is seen as proportionate, as well as on the legal framework regard-
ing privacy and the overall costs of the operations. In addition to the evolution of 
the use of cryptography, Kessler and Phillips (2020) trace the debate regarding 
legal issues, particularly in relation to privacy. Like Murphy (2020), they con-
clude that the installation of backdoors or vulnerabilities is not desirable due to 
the security ramifications.

In contrast to the U.S, the EU Commission opposed key escrow plans already 
in 1997 (“EU Commission Rejects U.S. Plan on Encryption 1997”). In 2016, 
the European Union Agency for Cybersecurity (ENISA) repeated this statement 
and justified its stance by stating that backdoors are not effective in combating 
criminal activity and instead undermine the security of the digital society. The 
negative effects of such an approach could thus in turn be observed in the U.S. 
Instead, ENISA advocates strong encryption as a safeguard for the individual’s 
right to privacy (ENISA 2016).
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2.2 � Governance of Cryptography as a Security Relevant Dual‑use Good

To control goods that can be used as parts of weapon systems or for military applica-
tions, trade regulations serve as a tool for security policy to control the proliferation 
of technologies. Internationally, the Wassenaar Arrangement is a multilateral export 
control regime, which has 42-member states. These states agree on lists and defini-
tions for relevant technologies, which are regularly updated. However, the arrange-
ment is legally non-binding (Wassenaar Arrangement Secretariat 2021). Therefore, 
especially in the case of cryptography, as well as regarding the origin of many ICT 
services and companies, regulation adopted by the U.S. is internationally relevant 
to users and customers of ICT products. The current trade regulation of cryptogra-
phy is presented and summarized based on U.S. laws in the comparative study by 
Vella (2017). She describes in detail the legal categorization of cryptography assets 
and the distribution of enforcement roles among authorities, and briefly considers 
the historical development of the legislation internationally. She concludes that in 
contrast to the EU, the U.S. has aligned their concept of dual-use with national secu-
rity interests legitimized by the war on terror, while the EU has integrated human 
security as an important argument to support the proliferation of encryption tech-
nologies. Like the U.S., the EU follows a broad definition of the scope of encryption 
controls and incorporates activation codes. However, the EU has always included 
“mass-market” components. Moreover, unlike the U.S., the EU clearly defines what 
falls under control and what does not. However, there is no uniformity of export 
regulations among EU member states. While countries are united in their dedica-
tion to liberal encryption regulation and export control laws are subject to European 
law, the implementation of these laws can be subject to the interpretation of member 
states. In some cases, they may interpret the regulation differently or have additional 
national laws. Furthermore, military goods, for example, are regulated solely by 
national export regulations (ibid.).

Similarly, Saper (2013) compares the regulation of encryption technology 
internationally and outlines the export policy and its implications and provides 
practical recommendations for exporters on how to manage them. While apply-
ing strict restrictions on the export of cryptography, the U.S. does not, however, 
restrict the use or import of cryptography. When exporting cryptography, which 
is not designed to be part of medical end-use, or to protect intellectual property 
functions, the primary factor is the key length. Encryption products that provide 
keys above a certain threshold face export restrictions (ibid., p. 680). However, 
“mass-market products”, like e-mail encryption products, are excluded. Never-
theless,  the domestic use of cryptography has been scrutinized as well. Landau 
(2015) points out, how the NSA influenced the recommended encryption stand-
ard by the National Institute of Standards and Technology (NIST) which was not 
considered secure and would have allowed easy decryption by outsiders. In her 
article, she draws various parallels between the NSA’s past and current actions, 
specifically referring to the controversy surrounding a possible backdoor of the 
1970s Data Encryption Standard (DES) with the attempts regarding the stand-
ard Dual Elliptic Curve Deterministic Random Bit Generator (Dual EC_DRBG). 
Schulze (2017) makes a similar comparison between the Clipper Chip program 
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and the Snowden revelations, while he restricts the study to NSA activities and 
mostly excludes the regulating policy. He highlights the similarities in the argu-
ments of officials who claim that encryption impedes effective law enforcement, 
seeking to establish “the norm of government control over cryptography vs. 
the right of every user to communicate privately” (Schulze 2017). The increas-
ing use of encryption is more so a reaction to the previous, inconsiderate, and 
in part unlawful actions of states. Van Hoboken and Rubinstein (2014) focus on 
the organizational and technical responses to the disclosure of transnational sur-
veillance by the NSA in a historical context. Using the cloud service industry as 
an example, they show that providers mostly responded by implementing even 
stronger privacy protections and advanced cryptographic protocols, which in 
turn raises the question of how the U.S. government may deal with this increased 
resistance to surveillance. Deconstructing the security discourse, Monsees (2019, 
p. 81) shows how encryption has been turned into a question of security policy, 
as not only a matter of “the state” vs. “the public”, but rather “various forms of 
publicness emerge, or their emergence is complicated by the prevailing security 
narratives”.

These narratives have been evolving ever since. After Edward Snowden revealed 
the programs and extent to which the NSA deployed surveillance technologies until 
2013, the U.S. introduced two new laws, the EARN IT Act and the Lawful Access to 
Encrypted Data Act (LEADA) in 2020, which regulate the access of security agen-
cies to user data (Figas 2020; Pfefferkorn 2020). While the EARN IT Act enforces 
the implementation of commissions within tech companies to formulate best prac-
tices dealing with content on social media platforms for example, LEADA has been 
criticized to force companies to provide backdoors for law enforcement agencies 
while making end-to-end encryption unlawful. This shows how the laws regarding 
encryption, legal decryption, as well as import and export restrictions for dual-use 
goods, influence the access to cryptography for U.S. and non-U.S. citizens.

2.3 � Research Gap

Considering the recent approaches to prevent potential criminals from “going dark” 
(Pfefferkorn 2020), it seems contradictory that the regulation of cryptographic tech-
nologies for mass communication technologies has been liberalized since the year 
2000, even before most of the mass communication and social media companies had 
been founded and become internationally successful. And although the key length 
remains one of the most important characteristics to measure the security of encryp-
tion, concerning regulation, however, key length has become less important. As the 
literature on SOSTs and cryptography politics has acknowledged the effects of dual-
use regulation on the effectiveness of surveillance technology use, the historical 
development of both policies and its interactive effects have not been compared in 
detail. Further, the role of intermediaries as proliferators of encryption and surveil-
lance infrastructure has gained little attention (Kaufmann 2016; Rozenshtein 2018). 
Therefore, this paper contributes to this discourse by comparing the security policies 
regarding dual-use regulation and surveillance programs.
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3 � Method

The paper aims to examine encryption policy measures in terms of evaluating 
encryption as a dual-use technology. Therefore, a comparative literature analysis 
will be conducted, considering regulative foundations, scientific publications as well 
as journalistic works. In the following, we will describe the specifics of our research 
method.

3.1 � Data Collection

For the data collection, primarily the databases Google Scholar and Springer Link 
were used to select scientific publications that focus on regulations. For ease of 
comparison, current regulations and historical intelligence activities are addition-
ally examined so that a comparative analysis is possible. Table 1 shows the regula-
tive foundations for dual-use goods. The summary of the NSA’s activities is based 
on the paper “The U.S. Surveillance Programs and Their Impact on EU Citizens’ 
Fundamental Rights” published by the European Parliament (Bowden 2013). The 
revelations and programs of the NSA are summarized in Table 2. For analyzing the 
NSA programs solely journalistic works using at least three of the four keywords 
“Snowden”, “Encryption”, “BULLRUN” and “NSA” are considered.

3.2 � Data Analysis

Based on the selected documents, our analysis aims to highlight regulatory 
attempts of the U.S. cooperation with the NSA. Therefore, we use policy analysis 
in general and the approach of policy process. To do so, we selected a small num-
ber of cases where cryptography has been used to outline different cryptography 
practices conducted by (1) the U.S. government, and (2) by the NSA. Tables 1 and 
2 provide an overview of the two further types of selected documents: (1) regula-
tory foundations for the practices of the U.S. government, and (2) the different 

Table 1   Overview: Regulative foundations

Type Dual-use goods Military goods

Law on control Export administration act (EAA) Arms export control act (ACEA)
Authorized authority U.S. Commerce Department’s Bureau of 

Export administration (BXA)
U.S. Department of State

Definition of regulations Export administration regulations (EAR) International traffic in arms 
regulations (ITAR)

Control list Commerce control list (CCL) U.S. Munitions List (USML)
Maximum waiting time 

for a decision on 
exports

120 days (Dam and Lin 1996) Unlimited (Dam and Lin 1996)
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NSA programs following up on the U.S. regulatory attempts. Generally, the pol-
icy process approach focuses on political processes and the involved stakehold-
ers, while the scope lies on the broader meso-scale. In this context, this aims at 
determining what processes, means, and policy instruments, e.g., regulation, leg-
islation, or subsidy, are used. Within this policy process, the role and influence 
of stakeholders needs to be discussed (Hult 2015). In our analysis, the relevant 
stakeholders identified include those already mentioned (the U.S. Government and 
NSA), as well as the (4) civil society and (5) economy. Against the background of 
our selected policy field, these stakeholders have been chosen based on an exami-
nation of the dual-use export politics and their related practices, as well as the 
security agency’s policies.

Following the typology of (Gerring and Cojocaru 2016), we conduct a two-
case causal analysis and compare our selected cases longitudinally in three differ-
ent time periods. Since we want to identify the causes of our outcomes, namely 
the surveillance policies and dual-use policies, the case study can be described 
as exploratory: The outcome (Y) is specified and framed as a research question—
in our study, “Why does Y occur?”. Thus, the purpose of our study is to iden-
tify X, which is considered a possible cause of Y (Gerring and Cojocaru, 2016). 
To compare the two outcomes, it is necessary to develop comparison categories. 
As described, means and policy instruments as well as relevant stakeholders are 
the focal point of our analysis. Furthermore, the public perception and the usage 
of cryptography seem to be relevant factors for policy implementation. Based on 
these considerations, we identified several guiding questions to develop our com-
parison categories. Accordingly, the categories derived for the comparison are (1) 
targeted actors, (2) implementing organizations, (3) methods and regulations, and 
context factors such as (4) developments in cryptography and usage (see Tables 4, 
5).

We conduct a longitudinal case study by referring to three different time peri-
ods (see Fig. 3). We chose these periods as they are all characterized by specific 
events and attitudes and are thus distinct from each other. The first period is 
defined by key escrow as the main strategy of the U.S. government, expressed in 
the attempted implementation of the Clipper Chip (T1: 1990–2001, see Sect. 4.1). 

Table 2   Overview of NSA programs

NSA Program Specialization

PRISM Surveillance program with access to servers operated by large (groups of) compa-
nies (Google, Microsoft, Apple, Yahoo, YouTube, Facebook, AOL, and Paltalk) 
(Greenwald et al. 2013a, b, )

Upstream collection Data collected by intercepting transoceanic cables and surveillance of communica-
tion data of numerous providers (Timberg 2013; Timberg and Nakashima 2013)

XKeyscore Far-reaching surveillance program that was used to monitor the individual internet 
activity (visited websites, chats, emails, transmitted documents, metadata) of 
people all over the world in real time. Because of the amount of data, it was only 
stored for a limited number of days (Greenwald 2013b)

BULLRUN Decryption program in which various encryption technologies were compromised, 
loopholes were installed into existing systems, and global cryptography stand-
ards were manipulated (J. Ball et al. 2013)
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However, with September 11 and the resulting Patriot Act, a new period of U.S. 
surveillance policy began in 2001, characterized by mass surveillance by the NSA. 
At the same time, major tech companies, such as Twitter and Facebook, emerged 
(T2: 2001–2013, see Sect. 4.2). This period ends with the revelations of Edward 
Snowden, during which the BULLRUN program became public. Our third chosen 
period can therefore be considered the post-Edward Snowden era (T3: 2013–2021, 
see Sect. 4.3). End-to-end encryption is increasingly becoming the standard, and 
users’ content is no longer accessed by companies as intermediaries between 
private industry and politics. In this context, the "going dark" debate is gaining 
momentum, and research into exploits is increasingly coming into focus.

4 � Results

4.1 � The 1990s: Cryptography and the Internet Become Accessible

The 1990s were marked by significant innovative breakthroughs in technological 
development—not least manifested in the development and commercialization of 
the World Wide Web (WWW). As the internet emerged as a network of networks, 
which were connected to exchange information and businesses, the question of 
encryption also became a discourse that would significantly shape the next years 
of technological development. Due to the commercialization of the internet, cryp-
tography became more important for the needs of companies and end-users, which 
challenged the monopoly of the government over the technology (Sircar 2017, p. 
29f.). The historic development is outlined in Table 6 (see Appendix) showing how 
the level of security and the categorization of cryptography changed. While in 1992 
nine types of encryption were excluded from regulations4 (Grimmett 2001, pp. 5–6), 
and only a few goods with a weak 56-bit symmetrical encryption were tolerated, 
key escrow was becoming the method of choice since it met both the interest of 
economy and prosecution (Dean 1999, p. 11).

To bring the industrial and government sectors under one umbrella, as early as 
April 16, 1993, the White House planned a voluntary program to improve communi-
cations security and privacy, considering prosecution authorities’ requirements (The 
White House 1993). First, this was put into practice using a hardware module called 
Clipper Chip (The White House 1993), based on NSA competencies (Anderson 
1996, p. 79). It was developed to decrypt conversations and was built into appropri-
ate devices such as telephones (Dam and Lin 1996). A symmetrical encryption algo-
rithm called “Skipjack” with an 80-bit key length incorporating a key escrow tech-
nology that was developed by the NSA (Hodkowski 1997) is illustrated in Fig. 1. 

4  These 9 types of encryption include: (1) decryption of copy-protected software; (2) use in machines for 
banking or money transactions; (3) cryptographic processing using analog functions in certain broadcast 
and fax equipment; (4) personalized smart cards; (5) access control, such as in ATMs; (6) data authenti-
cation; (7) fixed data compression or coding techniques; (8) reception of limited- audience radio or tele-
vision programs (decryption must be limited to video, audio or management functions; and (9) anti-virus 
software (Grimmett 2001).
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While the used symmetric encryption was 224 times more secure, it was backdoored 
using the key escrow functionalities, enabling law enforcement agencies to decrypt 
the Law Enforcement Access Field (LEAF) which was part of each transmission and 
hence knew the involved chips’ serial numbers. However, authorities needed court 
orders to request device keys matching the serial numbers. This allowed them to get 
the session keys that were included in the LEAF and to decrypt communications 
(Dam and Lin 1996).

Ten months later, this method became Federal Information Processing Stand-
ard (FIPS) under the name “Escrowed Encryption Standard” (EES, see Fig.  2, 
Black 2002; U.S. Department of Commerce and National Institute of Standards 

Fig. 1   Representation of the communication of two clipper chips (own illustration)

Clipper Chip
Purpose: Decrypt conversations, protect 
unclassified government and private-
sector communication and data 

Problem: Seen as the precursor of general 
surveillance since accessible by family key

Escrowed Encryption Standard (EES)

Skipjack
Purpose: Symmetrical data encryption algorithm 
that incorporates a key escrow technology 

Problem: classified, and implementations of 
cipher available to private sector only within 
tamper-resistant modules supplied by 
government-approved vendors 

LEAF
Purpose: Contains encrypted copy of current 
session key; intended to facilitate government 
access to the cleartext of data encrypted 

Problem: Seen as main technical vulnerability 
of EES

Fig. 2   Outline of the main encryption practice before 2013 (own illustration). The shown encryption 
standards and methods have been developed by the NSA to ensure access to information
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and Technology, 1994). However, only a few goods including the Clipper Chip, 
(approximately 10,000–15,000) were sold or installed, while most of them were 
bought by the U.S. administrative itself to convince manufacturers launching 
these programs (Banisar and Davies 1998; Schulze 2017). Until the Clipper Chip 
had become an established, inevitable standard, concerns arose over its voluntary 
nature and it potentially remaining transient (Shearer and Gutmann 1996, p. 130). 
The main objection to the Clipper Chip was the proposed key collection system that 
was seen as a precursor to general surveillance. Anyone who wanted real security 
would either use other programs or use the Clipper Chip to add a second layer of 
non-government-approved encryption (Shearer and Gutmann 1996, p. 130). At the 
end of 1995, the Clipper Chip initiative was considered to have failed, despite all 
governmental efforts. As the NSA had withheld information on the detailed techni-
cal background of the algorithm when it was introduced, this calls to question the 
agency’s trustworthiness, as security should always rely on the secret key but not 
security-by-obscurity (Dean 1999).

There were two main developments in 1996: On the one hand, President Clinton 
transitioned encryption software from USML to the CCL and altered regulation from 
the Department of State to the Department of Commerce through Executive Order 
13,026. In general, the Clinton Administration enacted new measures to reform the 
encryption export regulations by permitting more powerful encryption technology 
and enabling mass-marketing of higher strength encryption products (Eichler 2018, 
p. 13). On the other hand, since 1996, cryptography has been assessed as a dual-use 
technology, should the security level limit, the maximum non-regulated symmetri-
cal key length, be exceeded. However, with the exponential increase in computing 
powers and thus increasing abilities of stronger attacks on encryption (Moore 1965), 
cryptography needed to keep up with this progress, for which key length negatively 
correlates with the likelihood of decryption. Figure 3 shows the requirements for the 
key length (in bits) of cryptographic procedures because of technological develop-
ments, as well as the respective legally allowed key length. A distinction is made 
between short-term and long-term security of 20  years. The axiom of the recom-
mended key length is that cryptography is secure if decryption would take an intel-
ligence service with $300 million funding several months. These assessments trace 
back to the report of Blaze et al. (1996a, b). Furthermore, since 1998, the NSA has 
been using malware to tap data before computers encrypt it (Gallagher and Green-
wald 2014), while not detectable and remotely controllable (Boon et al. 2013). Fur-
ther, it was planned to automatize these efforts on a large scale to infiltrate millions 
of computers (Gallagher and Greenwald 2014). In terms of dual-use, a liberalization 
of U.S. export policies started in 1998, when the Clinton administration announced 
a new policy to reform the previously strict export regime.

Generally, it can be observed that due to increased digitalization, cryptography 
became important for companies and for civilian purposes. Especially for global 
actors, the problem of the necessity to export encryption arose, which was prohib-
ited by U.S. regulations. However, not least due to the increasing societal relevance 
and commercialization of the internet, there is a growing public discourse on the 
role of encryption that went beyond a solely organizational debate. While in the 
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1990s communication encryption was used only by a few, there were critical voices 
from the security community demanding stronger encryption policies (Sircar 2017).

4.2 � The 2000s: The War on Terror and the Spread of Social Media

The historic context changed with the attacks on the World Trade Center on 9/11, 
which led to the War on Terror and to legislation increasing the abilities of law 
enforcement agencies, such as the Patriot Act. On the technological side, from the 
early 2000s on, social media companies emerged and expanded their user group 
from the U.S. to Europe and across the world. Along with the emergence of social 
media, publicly available data and communication increased, leading to research on 
big data for surveillance purposes. These globally active companies not only sold 
their customers’ data for profit but also became relevant as surveillance intermediar-
ies for law enforcement agencies (Rozenshtein 2018). Due to their access to millions 
of consumers’ data and the lack of regulation, concerns on privacy arrived and led to 
the first users of open-source end-to-end encryption software, OpenPGP (OpenPGP: 
About 2020).

In the year 2000, key length was no longer the only important factor for export 
licenses, as exporting mass-market cryptography of all key lengths became possible. 
March 2010 marks a significant change in export regulations, with, U.S. President 
Barack Obama’s announcement to reform of the export controls of cryptography 
to facilitate trade and innovations (Fergusson and Kerr 2018). Prior to this reform, 

Fig. 3   Recommended security levels compared with their regulations (own illustration, data  source: 
Abdalla et al. 2018; Babbages et al. 2009; Blaze and Diie et al. 1996a, b.; ENISA 2014)
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most exporting manufacturers had to pass a 30-day long technical examination 
(Fergusson and Kerr 2018). After the reform, exporters only needed to register the 
exports to the Commerce Department and the NSA by mailing and sending a report 
of export sales to the Commerce Department at the end of the year (U.S. Depart-
ment of Commerce 2010).

In 2013, secret programs by the NSA were revealed by NSA agent Edward 
Snowden. The information shed public attention on espionage activities of the NSA 
and were essential for the further evaluation of U.S. cryptography policy, stimulated 
a societal debate on privacy and data security, and brought the debate on cryptogra-
phy policy into focus. In this context, the Guardian exposed an NSA program con-
firming their practices of continuously registering the metadata of millions of phone 
calls in the network of a large telecom operator (Greenwald 2013a). Especially the 
confidential NSA program BULLRUN was focused on the work with cryptography 
to be able to survey communication in the future (Cayford et al. 2014, p. 646). This 
was achieved by influencing international cryptography standards, using immense 
computing capacities of supercomputers, as well as by cooperating with technol-
ogy companies and internet providers (Ball et  al. 2013). A leaked guide for NSA 
employees revealed that the program was used to survey VPN, VoIP, and SSL (Ball 
et al. 2013). Apart from that, the NSA was able to decrypt the stream cipher A5/1 
(Timberg and Soltani 2013), allowing it to easily access billions of phone calls and 
SMS messages (ibid.). In its SIGINT Enabling Project, the NSA worked with tech-
nology companies and an annual budget of 250 million dollars aiming to pursue 
manufacturers to purposely add weaknesses to commercial encryption systems 
(ibid.). The computer and network security company RSA was given 10 million dol-
lars by the NSA for including a backdoor as key escrow to their encryption soft-
ware (Menn 2013). A comparison between the EES program and BULLRUN can be 
found in Table 3.

Fig. 4   The NSA’s decryption initiatives (own illustration)
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In some cases, the NSA pressured companies into providing keys or installing 
backdoors by taking legal action against them (Larson 2013). Some stated that 
numerous keys were in the hands of the NSA because of its efforts to hack cor-
porate networks (Perlroth et al. 2013). The NSA kept an internal database of keys 
for specific commercial goods (ibid.). An internal report explicitly explains how the 
NSA has regularly received routers, servers, and other computer network devices 
of U.S. manufacturers, functioning as an intermediate stop on the distribution jour-
ney, installing a backdoor technology for surveillance and then repacking the goods 
with a factory seal and exporting them (Greenwald 2014). Moreover, the NSA built 
a backdoor into the algorithm Dual EC_DRBG which NIST treated as encryption 
standard, later followed by the “International Organization for Standardization” and 
its 163 member states (Landau 2015; Perlroth et al. 2013). Additionally, the NSA 
worked on a quantum computer to break virtually all types of asymmetric encryp-
tion (Rich and Gellmann 2014).

Worldwide, the NSA infected 50,000 computer networks with malware to access 
sensitive information and to control various functionalities (Boon et  al. 2013), 
including microphones, webcams, and histories together with login details (Gal-
lagher and Greenwald 2014). These attacks were executed by a special department 
called Office of Tailored Access Operations (TAO), now Computer Network Opera-
tions, which consisted of more than a thousand hackers (Boon et al. 2013; Gallagher 
and Greenwald, 2014). Following a Washington Post report which appeared in 2013, 
all 16 U.S. intelligence agencies had an annual budget of 50 billion dollars (Gellman 
and Miller 2013). The following Fig. 4 shows the crosshairs made of the NSA’s fun-
damental methods to avoid cryptography.

Summarized, the exposure of NSA surveillance programs contrasts with the his-
torically lengthy process toward liberalized cryptographic regulation. The outlined 
practices show, (1) how the U.S. government’s attempts at regulation in cooperation 
with the NSA have not led to sufficient results and (2) how intelligence agencies 
have sought unofficial avenues. In the years between 2001 and 2013, the increasing 
use of end-to-end encryption in commercial communication goods led to a liber-
alization of the export of dual-use goods. Nevertheless, there were still restrictions 
of certain stronger encryption products, especially outside of mass communica-
tion goods, e.g., for cryptography within military goods (Eichler, 2018). However, 
after the end of the Clipper Chip initiative, the strategy of law enforcement agencies 
started to shift towards the use of vulnerabilities and the cooperation with ICT com-
panies as surveillance intermediaries (Greenwald et al., 2013a, b). The same compa-
nies, however, profited from the liberalization of dual-use export regulations.

4.3 � The 2010s: From the Snowden Revelations to Today

Due to the increasing computing power, new challenges for encryption technologies 
arise today. The excessive use of internet-enabled devices such as smartphones also 
formulates new requirements on encryption. This is a time when big data analytics 
has become mainstream (Stieglitz et  al. 2018). As previously elaborated, adopted 
U.S. regulations have consistently fallen short of recommendations for short- and 
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long-term security, and the U.S. government’s policy assessment of cryptography 
based on key length can be judged restrictive rather than liberal. This discrep-
ancy is illustrated by the fact that any encryption using the minimum required key 
length would be classified as a dual-use item, and that the limit on items that may 
be exported and not classified as dual-use items was last raised in 1998 to 56-bit. 
This value is maintained, even though NIST recommends the use of keys with a 
minimum strength of 112-bits of security to protect data until 2030, and 128-bits of 
security thereafter (ENISA, 2013)—more than double the value and consequently 
implying a 2(128–56) = 272 times larger range of keys. Thus, it can be argued that 
the “too slow” and too restrictive regulation of cryptography on the part of the U.S. 
government has not been able to keep up with the rapid pace of technical progress, 
leaving room for unofficial ways of intelligence agencies.

Notably, there was not only a lack of anticipation of technical development, but 
also a lack of public discourse. Only after project BULLRUN produced an interna-
tional backlash and increased the urge to use end-to-end encryption in messenger 
services such as Facebook and WhatsApp (Isaac 2019), has a more active social 
discourse emerged – not only in the U.S., but worldwide, which is why Monsees 
speaks of a social sensibilization (Monsees 2020). The intelligence and law enforce-
ment officials have since taken the public perception of surveillance technology into 
account (Cayford and Pieters 2018).

This led to the discussion of two new bills, making access to user data legally avail-
able by the support of the ICT companies. In March 2020, the U.S. Congress proposed 
the EARN IT Act, aiming to combat child abuse material online (Figas 2020). This is 
based on Sect. 230, which states that online platforms cannot be held liable for the con-
tent of users on their platforms. According to the EARN IT Act, providers need to earn 
this immunity by complying with a set of guidelines developed by a commission of 
experts within the company (Pfefferkorn 2020). These guidelines will probably affect 
end-to-end encryption (Pfefferkorn 2020) since law enforcement officials have the 
option to search the data stored on servers to find criminal material online. By weaken-
ing end-to-end encryption, the data of all internet users will be less secure (Jordan and 
Polk 2020). The second initiative is the Lawful Access to Encrypted Data Act of 2020, 
a bill to ban providers from offering any encryption that cannot be decrypted or by law 
enforcement (Pfefferkorn 2020). This bill covers providers who recorded one million 
or more users annually in any year since 2016, if data is stored. When the data is in 
motion like in communication, providers with more than a million monthly active users 
in any month since January 2016 are affected by the ban. To access encrypted material, 
law enforcement needs a warrant based on a probable cause (LeClair 2020). With law 
enforcement able to decrypt data stored on servers, companies cannot offer end-to-end 
encryption to their users anymore. Either they have the option to build backdoors into 
their encryption or not to use encryption at all (Olmstead and Polk 2020). The massive 
roll-out of end-to-end encryption after Edward Snowden’s revelation of the BULLRUN 
program primarily increased the costs for the NSA to collect and decrypt communica-
tion. Both legal initiatives are still in discussion, however, they show how security agen-
cies face increasing financial and legal pressure (Savage 2020).

The export of cryptography with a key length of 128 bits or more is considered 
as dual-use, which simplifies the export of strong encryption methods such as AES. 
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Generally, most of the omnipresent cryptography technologies are currently still 
classified as dual-use and regulated by the Commerce Control List (Maurer et  al. 
2014; Schwechter 2016). Goods with strong encryption require an export license 
unless they are distributed to Canada (Schwechter 2016). Contrary to this, weak 
cryptography is not subject to strict regulations; as a license, it is only required for 
trades to terror-supporting or embargoed states (ibid.). Presently, the CCL controls 
goods exceeding the 56-bits threshold for symmetrical cryptography and the 512-
bits threshold for asymmetrical cryptography (Vella 2017). In today’s age, encryp-
tion with this key length is considered weak (Saper 2013). However, as the U.S. 
Commerce Department Bureau of Industry and Security (BIS) elaborated: a broad 
range of license exceptions differentiating between various types of products, end-
users, core benefits, and export destinations are included in the law (U.S. Depart-
ment of Commerce 2020). Moreover, for defense companies, the rules have been 
relaxed (Eichler 2018, p. 27f.), so that sensitive electronic data is not considered to 
be classified as an “export good” if the data is end-to-end encrypted. There would 
be only a few forms of cryptography, including stronger ones, that could not be 
exported because of these license expectations (ibid.). For example, cryptography 
positioned as a mass-market good only requires an inquiry for categorization or a 
self-disclosure to the U.S. Commerce Department when it is at 64-bits for symmetri-
cal encryption and 768-bits for asymmetrical encryption (U.S. Department of Com-
merce 2016, p. 2). Furthermore, open-source cryptography is not affected by the 
export controls if the BIS is informed via email (U.S. Department of Commerce 
2020). This also simplifies the export of strong encryption methods such as AES. 
Only certain goods are still controlled: those of military nature, quantum key distri-
bution, or cryptography for ultra-wideband systems (ibid.).

5 � Discussion

To answer the research question: Why was the regulation of cryptography liberalized 
for mass communication services from 2000, while the surveillance politics focused on 
similar services?, we compared the historical development of surveillance and dual-
use policies in the U.S. in three time periods (1990–2021). Analyzing the development 
of dual-use regulations and the surveillance policies, we found it puzzling how mass 
communication services have been excluded from 2000 on. In the 1990s, the dual-use 
regulations were adapted to the increasing access to cryptography as part of the com-
mercial internet (see Table  4). This was acknowledged, by changing the legislation 
from the United States Munition List (USML) to the Commerce Control List (CCL), 
while also enforcing the implementation of key escrow for symmetrical encryption. 
However, with the rising use of encryption, the exceptions and key lengths accelerated 
until 2000. In the 2000s, the use of end-to-end encryption increased, which made the 
key escrow approach impractical. The products for mass-marked communication have 
been excluded from the dual-use export restrictions, which were still in place for other 
exports with market encryption at up to 64-bits following a technical examination. 
However, the bureaucracy was further removed, requiring only self-reports and many 
exceptions, or even supporting the use of end-to-end encryption for military goods 
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and information since 2016 (Eichler 2018). Today, the export of cryptography with 
key length of 128 bits or more is considered dual-use. Within the U.S., the import, or 
domestic sales of cryptography, however, were never restricted.

The surveillance policy in the 1990s (see Table 5), in alignment with the dual-
use policy, was developed to ensure a key escrow mechanism with the Clipper Chip 
initiative. In the 2000s, mass communication services became popular, as well as 
the first possibilities to implement end-to-end encryption for end-users. To retrieve 
data, security agencies made a bilateral agreement between the ICT companies and 
exploited weak encryption standards or software vulnerabilities. This way, intelli-
gence organizations, like the NSA, profited from the export restrictions in two ways: 
First, the increased and global use of social media platforms and other commercial 
services for mass communication which did not use strong encryption. And second, 
as these companies would provide data to law enforcement agencies.

Edward Snowdon’s revelations have drawn public awareness to the debate on 
cryptography. Consequently, U.S. companies had to rebuild their reputation and 
image: Apple and Alphabet reacted by establishing automatic encryption that makes 
it near to impossible to provide data even after a court order (Timberg 2014). They 
also cooperate in a coalition called Reform Government Surveillance with compa-
nies such as Amazon, Dropbox, and Microsoft (Reform Government Surveillance 
(RSG) 2020). They publicly stand up for privacy and the limitation of surveillance. 
Numerous companies expanded their security measures with investments running 
into the millions and started a digital arms race against the NSA (Perlroth and 
Goel 2013). The U.S. has developed legal instruments that improve the possibil-
ity to access data by enforcing the cooperation of ICT companies (Murphy 2020). 
As a result, ICT companies have faced pressure from both sides: from the govern-
ment to implement different forms of key escrow, as well as from the customers, 
and have become surveillance intermediaries (Rozenshtein 2018). Murphy (2020, 
p. 260) states that the “increase in use of encryption is an example of escalation—a 
response to reckless (and unlawful) behavior by states in the past” and describes the 
“back door” as dual-use, as it is not only for the “good guys”. However, surveillance 
technologies proliferate in a fragmented way driven by a diversity of factors and dif-
ferent sectors (Haggerty and Ericson 2000; Kaufmann 2016). The proliferation is 
influenced by the costs for decryption and effectiveness of surveillance as well as the 
public discourse. These factors influence what is perceived as proportionate (Cay-
ford and Pieters 2018) to legitimize the use or surveillance technologies.

Looking at current innovations in cryptography, such as better performance in asym-
metric encryption technologies with Elliptic Curve Crypto (ECC) or the research in the 
field of quantum computing, key length, with respect to the symmetric counterparts 
(see Sect. 1), will still be an important measurement to determine, whether a cipher 
can be considered secure. Moreover, it enables researchers to discuss the strength of 
cryptographic algorithms (Paterson 2015). Innovations in cryptography usually impact 
the computational capabilities of machines, which required longer key lengths or a 
new family of cryptographic algorithms. Such impacts are currently discussed with 
the development of quantum computers, which, if they become available, can solve 
currently known mathematical problems. This would break currently popular asym-
metric cryptographic algorithms and thus, require new standards. Moreover, quantum 
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computers also impact symmetric cryptographic algorithms due to their properties, 
which would require twice the key length for the same security (Bennett et al. 1997). 
Besides the key length, other factors also impact the security of cryptographic algo-
rithms (Paterson 2015). One such factor is the actual implementation of the crypto-
graphic algorithm. It might be implemented with vulnerabilities compromising the 
otherwise mathematically proven to be a secure algorithm. Another factor is the sys-
tem itself, which is used for cryptographic operations since it might be compromised. 
These organizational factors of security; however, can be created or unknowingly taken 
advantage of by companies which are forced to implement access to their data by the 
government to prevent users to “go dark” (Murphy 2020). Many states, e.g., in the EU 
have evoked ideas of legal state hacking; however, without paying enough attention to 
the safeguards towards these methods (Koops and Kosta 2018). In addition, there is a 
growing industry which offers “surveillance as a service”, in which law enforcement 
agencies and secret services outsource the technological hacking capacities or to exploit 
software vulnerabilities when needed, instead of building the capacity themselves 
(Kirchgaessner et al. 2021). This makes the use of the service more flexible for organi-
zations. However, the proliferation and use of such services is difficult to safeguard, as 
the U.S. has put the NSO Group on a trade blacklist, because it has conducted “trans-
national repression [..] targeting dissidents, journalists, and activists” (Clayton 2021).

Our research has limitations: First, the information that we have about current 
surveillance programs is very limited. To our knowledge, there is no information if 
and how the surveillance programs by the NSA are continued. Only little is known 
from fact-finding committees, like in Germany, which only focused on the coopera-
tion between the BND and the NSA (Gopalakrishnan 2016). The surveillance by the 
NSA of non-U.S. and non-EU citizens needs to be further studied, focusing on the 
quality and quantity of surveillance technologies, as well as the question of global 
coverage while there is a lack of political representation in the discourse on propor-
tionality. Regarding the assessment of metadata surveillance, a comparison to the 
discourse on data preservation programs by internet providers can be drawn (Riebe 
et al. 2020). Second, the ambivalent role of ICT companies as surveillance interme-
diaries needs further investigation. In addition, the case of the surveillance software 
Pegasus has shown how intelligence organizations partly outsource surveillance 
technologies (Kirchgaessner et al. 2021). This reduces the already difficult process 
of attributing accountability for surveillance practices.

6 � Conclusion

Encryption of information is ubiquitous and serves to secure most of today’s ICT 
infrastructure. This paper has illustrated how the regulation of cryptography as a 
dual-use good as well as the practices of the US intelligence and law enforcement 
agencies to break or weaken encryption have developed since the 1990s. While the 
regulation of dual-use goods has been liberalized, ICT companies have become both 
allies of and antagonists to the secret services. Strategies to break encryption or 
work around encryption using key escrow approaches, like the Clipper Chip, have 
been unsuccessful, due to public backlash and security vulnerabilities of the system 
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and thus moved to bilateral agreements and cooperation with individual companies. 
Further approaches to regulate and break encryption, as well as public discourse to 
outlaw strong encryption, have shown how the security narratives are still used up 
to this day. As the restrictions of the export of cryptography have been liberalized to 
some extent, they help to reinforce the surveillance through the exceptions for sur-
veillance intermediaries. The authors conclude that as surveillance technologies are 
increasingly proliferating, the role of ICT as surveillance intermediaries needs to be 
further discussed. Recent attempts to ban law enforcement-proof encryption should 
be used to foster a discourse on the transparent process of balancing the conflicting 
security interests and the means of intelligence and law enforcement organizations.
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